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Popularity of Low Power Wide Area Network

Low Power

Long Range

Low Data Rate

LPWAN is becoming popular day-by-day



Different LPWANs

LoRa is one of the most popular LPWANs 



Features of LoRa

9 miles 50 kbps 10 years



Overview of LoRa



Overview of LoRa
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LoRa Properties

• Chirp Spread Spectrum (CSS) Modulation
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Figure: CSS Operates on ISM band



Issues

Uses ALOHA for MAC Layer protocol.

Pure 
Aloha



Duty-Cycle Limit

Figure: Duty Cycle Limit

• 𝐿1: Node
• 𝜏11: 1st transmission
• 𝐶1 ∶Channel 1
• Duty Cycle: 50% 
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Duty-Cycle Limit

Figure: Duty Cycle Limit

• 𝐿1: Node
• 𝜏11: 1st transmission
• 𝐶1 ∶Channel 1
• Duty Cycle: 10% 
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Real Time Scheduling for LoRa



Link Release Time Time on Air Deadline Period
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Motivation
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Traditional Scheduling Algorithm
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Desired Scenario
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Proposed Solution
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Proposed Solution

• Packet Selection: Least Laxity First
• Channel Selection: Available channel with the maximum gravity.



Proposed Solution
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Implementation & Setup



Implementation



Implementation (LoRa Node)

• Components: A LoRa radio shield with an 
Arduino Uno.

• LoRa radio shield:  transceiver SX1272/73.

• Software: IBM lmic Library.

• Power: 10,000mAh USB power bank.

• Clock: an external real-time clock.



Implementation(Gateway)

• Multitech Conduit device.
• Runs on an enhanced closed source embedded 

Linux platform. 

• a configurable and scalable Internet gateway for 
industrial IoT.

• listens to one sub-band at a time.
• a gateway can listen to eight channels 

simultaneously.



Implementation (Application Server)



Setup



Setup



Indoor Setup
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(a) Outdoor Scenario (b) Indoor Scenario

Fig. 8. Placement of the nodes and the gateway in the real-world experiment.

the nodes N1 and N2 were placed on the same floor, but in

different rooms. N3, N4, and N5 were placed on the ground,

the first, and the third floor, respectively. Figure 8(b) shows

the positions of the nodes and the gateway on the floor plan.

We send one-byte payloads from four of the nodes and five-

byte payloads from one node. Given the A i and tof f for one-

byte payloads, weset the period of each node to (A i + tof f ). To

stress-test our algorithm, we set the deadlines of all the nodes

to their time-on-air. Werun thewhole experiment for both least

laxity first (LLF) and our duty-cycle-aware algorithm (D-LLF)

for a duration of twenty hyper-period.

B. Experimental Results

In order to compare the real-time performance of our

proposed approach (D-LLF) with the baseline least laxity

first (LLF), we count the number of packets that missed the

deadline. In Figures 9 and 10, we report the percentage of

packets dropped as well as the percentage of packets that

actually missed the deadline for both algorithms, for outdoor

and indoor scenarios, respectively.
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Fig. 9. Theproposed D-LLF findsafeasible schedule for theoutdoor scenario.
Thus, no packet misses the deadline. The baseline LLF does not find a feasible
schedule, and as a result, 9.23% packets miss their deadlines. We observe
typical packet drops in both cases.

In the outdoor scenario, proposed D-LLF outperforms LLF.

When links are scheduled using D-LLF, no packet misses

the deadline, whereas, for the regular LLF, the percentage

of packets missing deadline is 9.23%. We observe about

4.62 − 6.15%% packets were dropped, which is typical in a

LPWAN.
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Fig. 10. The D-LLF finds a feasible schedule for indoor scenario as well.
With LLF, 9.23% packets miss their deadlines. We observe less packet drops
indoors than outdoors.

In the indoor scenario, no packet missed the deadline in

case of the D-LLF, but in case of the LLF, 9.23% of the total

packets missed the deadline. We observe about 1.54%− 4.62%

deadline misses due to packet drops, which is less than what

we observed in the outdoor scenario.

C. Lessons Learned

During the deployment, we observe that using the highest

spreading factor (12) increases packet drops. It increases the

time-on-air and thus not ideal for scenarios where a gateway

listens for multiple nodes at the same time. Hence, we use

moderate spreading factor of 9 to achieve reliable communi-

cation at the cost of slightly reduced radio range.

Ideally, a gateway should be placed at a high location, e.g.

on a tower to get the best range. But due to power supply

and Internet connectivity issues we place it in a building. To

5 transmitters
1 receiver



Result Indoor
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Outdoor Setup
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Result Outdoor
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Future Work

• Fixing issues in simulation.

• Necessary/sufficient condition for schedulibility.

• Distributed version of scheduling algorithm.
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