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Abstract. Motion segmentation is a fundamental aspect of tracking in
a scene with multiple moving objects. In this paper we present a novel
approach to clustering individual image pixels associated with different
3D rigid motions. The basic idea is that the change of the intensity of a
pixel can be locally approximated as a linear function of the motion of the
corresponding imaged surface. To achieve appearance-based 3D motion
segmentation we capture a sequence of local image samples at nearby
poses, and assign for each pixel a vector that represents the intensity
changes for that pixel over the sequence. We call this vector of intensity
changes a pixel “intensity trajectory”. Similar to 2D feature trajectories,
the intensity trajectories of pixels corresponding to the same motion
span a local linear subspace. Thus the problem of motion segmentation
can be cast as that of clustering local subspaces. We have tested this
novel approach using some real image sequences. We present results that
demonstrate the expected segmentation, even in some challenging cases.

1 Introduction

Motion segmentation has been an active research topic in recent years. Motivated
by 2D motion estimation, in particular optical flow work, most of the early
approaches to motion segmentation address the problem of segmenting pixels
using dense 2D flow fields. For instance, Black and Anandan use robust statistics
to handle discontinuities in the flow fields [1]. In layered approaches [2] [3], images
are segmented into a set of layers. These methods work on image motion and
can not be extended to accommodate 3D motion.

Common approaches to 3D motion analysis segmentation are feature-based.
They usually aim at clustering feature points according to their underlying mo-
tion. Early work includes applying robust statistic methods like RANSAC [4].
Pioneered by Costeira and Kanade’s work, multi-body factorization based meth-
ods have been proposed [5] [6] for segmenting independent affine motions. These
algorithms use as input a matrix of 2D feature trajectories (sequences of image
coordinates of feature points across multiple frames), then use algebraic factor-
ization techniques to cluster the feature trajectories into groups with different
motions. One issue with the factorization method is that it assumes indepen-
dent motion. Recently, to address more complicated scenes that exhibit partially



dependent-motion, [7] [8] propose to solve motion segmentation by clustering the
motion subspaces spanned by the feature trajectories.

Salient feature is not the only visual cue for analyzing motion. Researchers
have widely used dense appearance measurements for tracking 3D motion. Tra-
ditional 3D appearance-based methods usually assume a 3D texture mapped
model of the target object that is acquired off-line [9] [10] [11] or on-line [12].
The region of interest in the image is precisely initialized by an external (usually
manual) method and is assumed to be accurately predicted by projecting the 3D
model into the image space using the estimated motion. In addition to 3D mod-
els, researchers have also explored acquiring parametric representation of the
scene appearance directly from training image samples. For instance, Murase
and Nayar proposed an eigenspace-based recognition method and demonstrated
tracking 1D motion of a rigid object [13]. Deguchi applied a similar eigenspace
representation to simultaneously track rigid motions of the target camera and
object [14]. Most image-based approaches require a large number of training im-
ages. Recently, a differential approach has been proposed to tracking 3D camera
motion in complicated scenes without any prior information [15]. However, it
made the assumption of a static scene. We believe that by providing semantic
information about the underlying scene motion, a dense appearance-based 3D
motion segmentation method could be valuable to image-based methods. More-
over the model-based methods may also benefit from motion segmentation, as it
provides an alternative to the manual initialization process to locate the target.

Compared to the prosperous research in feature-based techniques, dense (per-
pixel) 3D motion segmentation is to a large extend unexplored. To our knowl-
edge, only one effort has been made to address dense 3D motion segmentation
[16]. In that approach, image regions are segmented using optical flow, or more
exactly, covariance-weighted optical flow approximated using spatial and tempo-
ral intensity derivative measurements. To address the noisy flow estimate, the
authors proposed to compute a covariance-weighted flow-field using intensity
measurement, under the assumption of brightness constancy [17]. A covariance
matrix flow-field matrix is formed by stacking row vectors of transformed 2D
flows of all image regions across multiple frames. Motion-based segmentation
is achieved by factorizing the covariance-weighted flow-field matrix into a mo-
tion matrix and a shape matrix. Then regions with same motion are grouped by
computing and sorting a reduced row echelon form of the shape matrix.

In this paper, we will present an approach to clustering individual image pix-
els associated with different 3D rigid motions. Similar to [16], our method is based
on the observation that the image measurements captured from different per-
spectives across multiple frames span a linear subspace. However, instead of 2D
flow fields we use the less noisy 1D pixel intensities as the input measurements.
Specifically, we introduce the notion of the pixel intensity trajectory, a vector
that represents the intensity changes of a specific pixel over multiple frames. Like
the 2D feature trajectories, the intensity trajectories of pixels associated with the
same motion span a low-dimensional linear subspace. We therefore formulate the
problem of motion segmentation as that of clustering local subspaces. Unlike the



flow-based technique, this linear model of the intensity measurements does not
require strict brightness constancy. As we will discuss later, it can be extended to
accommodate more general cases, such as illumination changes on Lambertian
surface under directional lighting. For segmenting motion subspaces, we apply
spectral clustering to the intensity trajectories. This classification technique ad-
dresses some issues of direct matrix factorization, such as the noise-sensitivity
[18] and the difficulty in handling partially dependent motion [19].

2 Clustering motion subspaces

2.1 Intensity trajectory matrix

We begin our discussion in scenes with constant uniform illumination. In this
case, the image intensity can be represented as a function of the pose P of
the corresponding imaged surface patch in the camera viewing space. Let P =
[x, y, z, α, β, γ] represents the relative pose between the object and the camera.
Let I(u, P ) be the image intensity, or a filtered version of the image intensity,
of a pixel u = [ux, uy] captured at a pose P . Using the brightness constancy
equation, we can compute a local linearization of the intensity function using
a Taylor expansion. Let dP be the 3D motion. If dP is small, namely image
motion caused by dP is sub-pixel, the change of intensity dI can also be locally
linearized as

dI = I(u, P + dP )− I(u, P ) =
∂I

∂P
dP (1)

Consider acquiring a reference image I0 at pose P0, and a sequence of f
images Ii at nearby poses Pi, and then computing f difference images dIi =
Ii − I0 (i = 1, ..., f). Next assign each pixel an f -vector that represents its
intensity changes over the f different images corresponding to the motions dPi.
We call the f -vectors of intensity changes dI = [dI1, dI2, ..., dIf ] pixel intensity
trajectories (as oppose to the 2D feature trajectories). Next construct an intensity
trajectory matrix W that combines the intensity trajectories of all n image
pixels. The rows of W represent difference images, and its columns represent
pixel intensity trajectories.

W =

∣∣∣∣∣∣∣

dI1,1 ... dI1,n

...
. . .

...
dIf,1 ... dIf,n

∣∣∣∣∣∣∣

2.2 Motion subspaces

Consider a scene with a single 3D rigid motion. Using equation (1), W can be
decomposed into two matrices: a motion matrix M of size f ×6 and an intensity
Jacobian matrix F of size n× 6 as follows.

W = MFT (2)



F =

∣∣∣∣∣∣∣∣

∂I
∂P 1,1

... ∂I
∂P 1,6

...
. . .

...
∂I
∂P n,1

... ∂I
∂P n,6

∣∣∣∣∣∣∣∣
, M =

∣∣∣∣∣∣∣

dP1,1 ... dP1,6

...
. . .

...
dPf,1 ... dPf,6

∣∣∣∣∣∣∣
If the scene texture and the motion are non-degenerate, M and F are of rank

6. Thus the intensity trajectory matrix W is at most rank 6 (less for degenerate
cases). In other words, the intensity trajectories of pixels associated with a single
3D rigid motion span a linear subspace, whose rank is less than or equal to 6.

Now consider the intensity trajectory matrix when the scene contains k dif-
ferent motions. In this case, the image pixels belong to k groups. Each group
corresponds to the scene surfaces undergoing the same motion. To demonstrate
the structure of the W matrix, we assume a certain permutation matrix Λ such
that

W = |W1,W2, ..., Wk|Λ

= |M1,M2, ..., Mk|

∣∣∣∣∣∣∣∣∣

FT
1

FT
2

. . .
FT

k

∣∣∣∣∣∣∣∣∣
Λ

(3)

Wi = MiF
T
i (i = 1, 2, ....k) (4)

where Mi and Fi are the motion matrix and intensity Jacobian matrix for the
i-th group, and Wi is the concatenation of pixel intensity trajectories of pixels
in that group. Again rank(Wi) ≤ 6. From Equations (3) and (4), we can see
that the intensity trajectories captured in a scene with k rigid motions can be
clustered into k groups, which span k linear subspaces of rank less than 6. This
indicates that motion segmentation can be achieved through subspace clustering.

2.3 Motion subspaces under directional illumination

The previous analysis assumes brightness constancy. In this section, we will show
that such a constraint can be relaxed to accommodate scenes with Lambertian
objects and constant directional light sources. Consider a scene that consists of
m light sources with directions Li and magnitudes li (i = 1...m), and a 3D point
p on a convex object with surface normal N and albedo λ. If we denote the
incidence angle, the angle between the ray from light source i and the surface
normal at p, to be θi, the intensity of p can be written as

I =
m∑

i=1

li λ max(Li ·N, 0) =
m∑

i=1

li λ max(cos θi, 0) (5)

Denote the half cosine function as ki = max(cosθi, 0). Its derivative can be
written as 3

∂ki

∂θi
=

{− sin θi − π
2 < θi < π

2
0 otherwise

(6)

3 The partial derivative ∂ki
∂θi

is unbounded at θi = 0. This discontinuity only affects
pixels lying exactly on the illumination silhouette. In practice, its effect is usually
blurred out by the image low-pass filtering process (see Section 4).



Now let us consider the change of the intensity caused by the motions of the
object and the camera. We denote object motion as dPo. Unlike the dP used in
previous sections, dPo is defined in the world space. We begin our discussion by
assuming a fixed camera. When the object motion consists of nonzero rotational
components, the surface normal and the incidence angles will change accordingly.
Denote the change of the incidence angle of light source i as dθi. For a small dPo

and thus a small dθi, we can apply Taylor extension and represent the change
of the pixel intensity dI as a linear function of dθi.

dI = λ

m∑

i=1

li
∂ki

∂θi
dθi (7)

From Equation (7), we can see that the change of intensity dI of point p is
a linear function of dθi. For fixed distant light sources, the incidence angle θi

(i=1...m) is determined by the surface normal N . Therefore, θi is function of N .
Under small motion, we can approximate the change of incidence angle dθi as a
linear function of the change of the surface normal dN .

dθi = arccos(Li · (N + dN))− arccos(Li ·N)
≈ − 1

2
√

1−(Li·N)2
Li · dN = − 1

sin θi
Li · dN (8)

If θi is not zero, it is clear that dθi is a linear function of dN . Notice that θi is zero
only when N and Li align with each other. In this case, dN is perpendicular to
Li. Using a small angle approximation of sin θ = θ, we have dθi = sin dθi = dN .
From Equation (7) and (8), we can see that dI is a linear function of dθi, which
is a linear function of dN . Since dN is clearly a linear function of dPo, the change
of intensity dI is a linear function of the object motion dPo.

Under the small motion assumption, dN has only two degrees of freedom (on
the plane perpendicular to N). Thus the change of intensity dI caused by the
change of illumination lies in a 2D subspace. For a fixed camera, the relative
motion between the object and the camera dP is the same as dPo. Thus the 2D
illumination subspace is embedded in the 6D motion subspace. In more general
cases, where both the object and the camera move independently, dP is inde-
pendent of dPo. The 2D illumination subspace and the 6D motion subspace are
orthogonal. Therefore, for a scene with convex Lambertian objects and constant
directional light sources, the intensity trajectories of pixels corresponding to the
same underlying motion generally span a 8D subspace.

3 Motion segmentation by clustering local subspaces

We have discussed that given a number of local image samples captured at nearby
poses (sub-pixel motion), one can construct an intensity trajectory matrix W .
The 3D motion segmentation can be formulated as clustering columns of W with
respect to their different underlying motion subspaces.

The column clustering can be achieved by factorizing the measurement ma-
trix [5] [6] [16]. However, matrix factorization requires the underlying motions



to be independent [19], an assumption often violated in real environments. Re-
cently, researchers have attempted to address partially-dependent motion. Most
notably are Vidal and Hartley’s algebraic-based approach [7] and Yan and Polle-
feys’s spectral-based approach [8]. A review can be found in [20].

We employ the so called Local Subspace Affinity (LSA) method for clustering
motion subspaces [8]. The LSA algorithm is based on local linear projection and
spectral clustering. Instead of working directly on the trajectory matrix W , LSA
fits a local subspace for each point and constructs a similarity matrix A using the
pairwise distances between the local subspaces. Motion segmentation is achieved
by spectral clustering of the similarity matrix. The algorithm can be described
in four steps:

Step 1. Dimension reduction and data normalization: Remove redundant di-
mensions (usually contributed by noise) by projecting the trajectories from Rf

onto a lower dimensional space Rl using SVD. Then normalize these l-vectors
onto a unit hyper-sphere.

Step 2. Local subspace estimation: For each projected point pi, find its nearest
neighbors on the hyper-sphere (not from the image space) and compute a local
linear subspace Si of dimension m.

Step 3. Similarity matrix construction: Compute the distances (principle an-
gles) between local subspaces, and construct a similarity matrix A, using Equa-
tion (9), where θijh is the h-th component of the principle angle vector between
two local subspaces Si and Sj .

Aij = exp(−
m∑

h=1

sin2 θijh) (9)

Step 4. Spectral clustering: Apply spectral clustering [21] to the similarity
matrix A and segment data into k clusters, where k is the number of different
rigid motions in the scene.

In [8], the dimensions of the projected space l and the local subspace m
are automatically determined using a rank detection algorithm to accommodate
general unknown motion such as articulated or non-rigid motion. Since this paper
only addresses 3D rigid motion, we choose l and m to be 6k and 6 for scenes
with uniform lighting or 8k and 8 for directional lighting.

There are two potential causes of segmentation error in the above algorithm.
First, the neighbors selected in step 2 can be pixels of different subspaces. Sec-
ond, the selected neighbors may not fully span the underlying motion subspace.
In both cases, the local subspace tend to have similar distances to several mo-
tion subspaces, and misclassification may occur. To address these issues we have
developed a refinement procedure (Step 5). In this procedure, we identify am-
biguous pixels by comparing their distances to different motion subspaces, then
reclassify them using the spatial continuity of the moving objects.

Step 5a.1: For each cluster, compute a global motion subspace spanned by
all the pixels belonging to it, using the result from step 4.



Step 5a.2: For each pixel, compute the pixel-to-cluster distance as the dis-
tance between its local subspace and its classified global subspace. Then for each
cluster, compute the median of the in-cluster pixel-to-cluster distance.

Step 5a.3: For each pixel compute the distances between its local subspace
and all k global subspaces, normalized by the median in-cluster distance. Com-
pute the ratio of the smallest and the second smallest normalized distances.
Classify a pixel as an ambiguous-pixel if its ratio is bigger than a threshold (in
all the experiments we set it to be 0.7).

Step 5b: For each ambiguous pixel, search for its neighbors in the image space
and classify it to the majority class.

4 Acquiring local appearance samples

We have formulated the problem of motion segmentation as clustering linear
subspaces spanned by pixel intensity trajectories. The pixel intensity trajectories
are computed from a sequence of local image samples. In theory, to span a motion
subspace of rank k, we need k + 1 image samples. This number is usually bigger
in practice due to the noise issue. Since our subspace formulation is based on
linearizing the local appearance manifold (see Equation (1)), the motion of the
imaged surface across the sequence needs to be small (within the linear region).

It is feasible to acquire sufficient local samples for normally moving objects
using commodity imaging devices. First, we can use the common technique of
blurring the original image to smooth the appearance manifold. The enlarged lin-
ear region can then accommodate larger motion. Secondly, the speed of commod-
ity camera has become high enough to densely sample motion in most practical
scenes. For instance, the Point-Gray Flea2 camera can capture at 80 frames-
per-second at VGA resolution. Moreover, for sampling 3D rigid motion under
constant uniform illumination, the number of frames can be reduced by using a
small-baseline camera cluster. This technique is based on the dual relationship
between the camera motion and the object motion: under the brightness con-
stancy assumption, images of an object captured at a specific pose from different
perspectives can be considered as image samples of that object captured at dif-
ferent poses from the same perspective. A prototype of such a small baseline
camera cluster is described in [15]. Commercial products are also available. An
example is Point-Gray’s ProFUSION, a 5x5 camera array with 12mm spacing.

5 Experiment

To begin we used a camera cluster to capture some intensity trajectories. To do
so we implemented a differential camera cluster similar to that used in [15]. Our
camera cluster contains four small baseline Point-Gray Flea2 black-and-white
cameras. At each frame time, we use the cluster to acquire seven local appear-
ance samples. In addition to the four real samples from the physical cameras, we
also generate three simulated images as in [15]. This is achieved by reproject-
ing one real image to three different synthetic image planes that are generated



by rotating the image plane around its camera center. Simultaneously capturing
multiple spatial samples helps to reduce the number of temporal frames. In addi-
tion, such a cluster setting can ensure the capture of the full 6D motion subspace
for any object in the scene 4, even if the underlying rigid motion of that object
is degenerate within the sequence. Notice that while we use a camera cluster in
some of our experiments, for the above reasons, our motion segmentation algo-
rithm is general and is not restricted to a cluster setup. Section 5.2 and section
5.3 show two examples of segmentation using a single physical camera.

Our cameras capture images at VGA resolution. However, to accommodate
larger motion, we blurred the images to smooth the appearance manifold. In all
the experiments, we used a Gaussian filter with σ = 12 to blur the original image
and sub-sample the blurred image at a 20-to-1 rate. We ran our motion segmen-
tation algorithm on the sub-sampled image. As a result of the sub-sampling,
one pixel in the resulting segmented image corresponds to a 20×20 block in the
original image. Note that because the cameras are packed closely in the cluster,
some cameras see the lenses of other cameras in the border area. In addition, the
blurring process introduces some additional border effects. For these reasons, in
our experiments we only processed the inner regions of the images.

We tested our algorithm on three real data sets. All of them contain two rigid
motions: the camera and one moving object.

5.1 Controlled motion

Our first experiment demonstrates motion segmentation in a scene with two
controlled rigid motions. To control the motion, we mounted the camera cluster
on a 1D translational platform, and a checkerboard on a rail. Between each frame,
we shifted the camera and the checkerboard (4mm for the camera, 5mm for the
checkerboard) along the directions of their rails. We captured six frames for a
total of 42 real and synthetic images, and extracted intensity trajectories from
these images. The classification results are presented in Fig. 1. Fig. 1(a) shows
the segmentation without refinement. The pixel classification is super-imposed
on the original image. Boundary pixels are not processed (they are marked as
black). Dark gray and light gray are used to indicate foreground and background
pixels, respectively. Ambiguous pixels computed in the refinement process are
marked white in Fig. 1(b). The refined motion segmentation results are shown
in Fig. 1(c). The misclassification error (number of mis-classified pixels divided
by the number of all processed pixels) was 2.5%. Fig. 1(d) shows the similarity
matrices permuted using the initial (top) and refined segmentations (bottom).

We used the motion segmentation results with the differential tracking method
proposed in [15]. At each frame, we used the seven local appearance samples ac-
quired by the differential camera cluster to compute a first-order approximation
of the local appearance manifold. When new cluster samples were captured at
the next frame time, we then estimated the incremental motion using a linear

4 It only guarantees the motion subspace for each object to be 6D. The motion sub-
spaces of different objects can still be partially dependent.



solver. The estimation results of the controlled motion (restricted to the X-Z
plane of the camera coordinate frame) are shown in Fig. 1(e,f). There are five
lines in both figures. The “Estimated Whole” line (black, dashed) indicates the
motion computed using all of the non-boundary pixels under the assumption of
a rigid scene. Using the segmentation results, we estimated different motion com-
ponents in the scene. The upper and lower pairs of lines respectively represent
the real (true) and estimated motion of the checkerboard and the background
with respect to the camera. The estimate using all of the pixels (unsegmented)
appears to be a weighted average of the two underlying motions, as one would
expect, and is clearly wrong for either motion. The result using the segmented
pixels appears to be very accurate for the background motion, and reasonably
accurate for the foreground motion. Notice that we do not assume scene geom-
etry. While the foreground moving objects in the experiments are planar, the
moving backgrounds contain objects with different shapes at different depths.

5.2 Free-form motion

In the second experiment, we used our algorithm to segment two free-form rigid
motions—both the camera cluster and the checkerboard were moved by hand.
For each frame, we extracted pixel intensity trajectories across a window of 15
adjacent frames. The motion segmentation results over 45 frames are shown in
the first row of Fig. 2. Pixels corresponding to the moving checkerboard are
marked white. The remaining pixels are classified as background. For a clearer
representation, the boundary pixels are excluded.

To explore the use of our algorithm in a single camera setting, we ran it again
on the above sequence. But this time we only used images captured by one of
the four physical cameras and three synthetic rotational cameras. Again, the
intensity trajectories are extracted across a window of 15 frames. The results
are shown in the second row of Fig. 2. Although only one physical camera is
used, the segmentation results are reasonably good.

5.3 Motion segmentation under directional lighting

Our last experiment demonstrates 3D motion segmentation in a scene with di-
rectional lighting using a single camera setup. The scene is illuminated with
multiple ceiling lights and a directional light source from the left. A person sits
on a chair and rotates. All light sources are static and constant. Again, we used
images captured by one physical camera and three synthetic rotational cameras.
Fig. 3(a) presents the illumination effect of the side light. The segmentation re-
sult is shown in (b)-(f). Pixels corresponding to the person and the chair are
marked gray. Notice that most of the segmentation error are from pixels on the
back of the chair. This is due to the plain texture in that area. In this experiment,
the intensity trajectories were extracted from a window of 15 frames.



6 Conclusion and future work

We have presented a novel approach to 3D motion segmentation. Based on a local
linear mapping between the changes of the pixel intensities and the underlying
motions, we introduced the notion of pixel intensity trajectories, and formulated
motion segmentation as clustering local subspaces spanned by those intensity
trajectories. We have demonstrated our algorithm using some real data sets.

Although we only discuss 3D rigid motion in this work, we believe the analysis
can be extended to more general motion such as articulated, non-rigid motion.
Just like parameterizing dI into a 6D space for rigid motion (see Equation (1)),
for a general motion of rank m, we can map dI into an mD space represented
by its motion parameters. In this case the motion vector dP becomes an mD
vector. We can still decompose the intensity trajectory matrix W into the motion
matrix M and the intensity Jacobian matrix F . All three matrices are of rank
m. Thus the intensity trajectories of pixels corresponding to a general motion of
rank m span an mD subspace.
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Fig. 1. Motion segmentation and tracking results for a controlled sequence. (a) Seg-
mentation results before refinement. (b) Segmentation results with ambiguous-pixels.
(c) Segmentation results after refinement. (d) Similarity matrices before (top) and af-
ter (bottom) refinement. (e) and (f) Motion estimation of X translation. (f) Motion
estimation of Z translation.
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(d) (e) (f)

Fig. 2. Segmenting free-form rigid motions across a sequence of 45 frames. The checker-
board and the camera were moved by hand. Images (a)-(c) show the results on seg-
menting image sequences captured by a camera cluster. Images (d)-(f) show the results
on segmenting image sequences captured using a single camera.
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Fig. 3. Motion segmentation in a scene with directional lighting across 40 frames. A
person was sitting on a chair rotating; the camera were moved by hand. (a) An image
from the original sequence showing the person was illuminated by a directional light
source from the left side. (b)-(f): Segmentation results on 5 frames from the sequence.


