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Figure 1: GoogLeNet [1], a much deeper, wider, and sparser network, with 12 times fewer parameters than AlexNet [2]. (Figure is from [1])

INCEPTION MODULE
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(a) Inception module, naı̈ve version
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(b) Inception module with dimension reductions

Figure 2: Inception module

increase in the number of outputs from stage to stage. Even while this architecture might cover the
optimal sparse structure, it would do it very inefficiently, leading to a computational blow up within
a few stages.

This leads to the second idea of the proposed architecture: judiciously applying dimension reduc-
tions and projections wherever the computational requirements would increase too much otherwise.
This is based on the success of embeddings: even low dimensional embeddings might contain a lot
of information about a relatively large image patch. However, embeddings represent information in
a dense, compressed form and compressed information is harder to model. We would like to keep
our representation sparse at most places (as required by the conditions of [2]) and compress the
signals only whenever they have to be aggregated en masse. That is, 1⇥1 convolutions are used to
compute reductions before the expensive 3⇥3 and 5⇥5 convolutions. Besides being used as reduc-
tions, they also include the use of rectified linear activation which makes them dual-purpose. The
final result is depicted in Figure 2(b).

In general, an Inception network is a network consisting of modules of the above type stacked upon
each other, with occasional max-pooling layers with stride 2 to halve the resolution of the grid. For
technical reasons (memory efficiency during training), it seemed beneficial to start using Inception
modules only at higher layers while keeping the lower layers in traditional convolutional fashion.
This is not strictly necessary, simply reflecting some infrastructural inefficiencies in our current
implementation.

One of the main beneficial aspects of this architecture is that it allows for increasing the number of
units at each stage significantly without an uncontrolled blow-up in computational complexity. The
ubiquitous use of dimension reduction allows for shielding the large number of input filters of the
last stage to the next layer, first reducing their dimension before convolving over them with a large
patch size. Another practically useful aspect of this design is that it aligns with the intuition that
visual information should be processed at various scales and then aggregated so that the next stage
can abstract features from different scales simultaneously.

The improved use of computational resources allows for increasing both the width of each stage
as well as the number of stages without getting into computational difficulties. Another way to
utilize the inception architecture is to create slightly inferior, but computationally cheaper versions
of it. We have found that all the included the knobs and levers allow for a controlled balancing of
computational resources that can result in networks that are 2� 3⇥ faster than similarly performing
networks with non-Inception architecture, however this requires careful manual design at this point.

5 GoogLeNet

We chose GoogLeNet as our team-name in the ILSVRC14 competition. This name is an homage to
Yann LeCuns pioneering LeNet 5 network [10]. We also use GoogLeNet to refer to the particular
incarnation of the Inception architecture used in our submission for the competition. We have also
used a deeper and wider Inception network, the quality of which was slightly inferior, but adding it
to the ensemble seemed to improve the results marginally. We omit the details of that network, since
our experiments have shown that the influence of the exact architectural parameters is relatively
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Figure 2: Inception module, the building block for
GoogLeNet. 1x1 convolution does dimension reduc-
tion and accounts for rectified linear units (ReLU). 3x3
and 5x5 convolution deals with different scales, and
3x3 max pooling introduces invariance. (Fig. from [1])

OVERVIEW
• Feature representation is crucial for vision. Change from hand-crafted feature (e.g. SIFT, Bag-of-

Words) to feature learned from data (e.g. CNN) can improve performance on various tasks.

• CNN becomes a hot topic for vision task since 2012. Going deeper and wider is the trend.

• Computation time is important. Using 1x1 convolution as dimension reduction makes GoogLeNet
possible to train fast enough and a success in ILSVRC2014 classification and detection track.

• Detection includes two major blocks: region proposal + CNN (R-CNN [3]).

• Pretrain CNN using classification images, and fine-tune on detection images using bounding
boxes can improve detection performance dramatically using GoogLeNet.

R-CNN FOR DETECTION
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R-CNN: Region-based CNN
A framework for object detection with ConvNets
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Figure 3: R-CNN for detection. (Figure is from [3])

CLASSIFICATION AND DETECTION EXAMPLES

Groundtruth: 
●  coffee mug 
GoogLeNet: 
●  table lamp 
●  lamp shade 
●  printer 
●  projector 
●  desktop computer 
 
 

Groundtruth: 
●  Police car 
GoogLeNet: 
●  laptop 
●  hair drier 
●  binocular 
●  ATM machine 
●  seat belt 
 
 

Groundtruth: 
●  hay 
GoogLeNet: 
●  sorrel (horse) 
●  hartebeest 
●  Arabian camel 
●  warthog 
●  gaselle 

Figure 4: Classification examples using GoogLeNet.

Figure 5: Detection examples using GoogLeNet.

CLASSIFICATION RESULTS

Place Team Name Top5 Error

2012 1st SuperVision 15.3%
2013 1st Clarifai 11.2%
2014 3rd MSRA 8.1%
2014 2nd VGG 7.3%
2014 1st GoogLeNet 6.7%

Table 1: ILSVRC classification results through years.

DETECTION RESULTS

Place Team Name mAP

2013 1st UvA-Euvision 22.6%
2014 3rd Deep Insight 40.5%

2014 2nd CUHK
DeepID-Net 40.7%

2014 1st GoogLeNet 43.9%

Table 2: ILSVRC detection results through years.
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