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ABSTRACT

Robert A. Katz

Form Metrics for Interactive Rendering

via Figural Models of Perception

(Under the direction of Professor Stephen M. Pizer)

This work presents a method for quantifying important form cues in 2D polygonal mod-

els. These cues are derived from multi-scale medial analysis, and they also draw upon

several new form analysis methods developed in this work. Among these new methods

are a means of using the Blum Medial Axis Transform for stable computing, a method to

decompose objects into a set of parts that includes the ambiguity we find in human per-

ception of objects, and the simultaneous application of both internal and external medial

representations of objects. These techniques are combined to create a local saliency

measure, a global saliency measure and a measure of object complexity.

This work also demonstrates a new approach to simplifying complex polygonal models in

order to accelerate interactive rendering. I propose that simplifying a model's form, based

on how it is perceived and processed by the human visual system, offers the potential for

more effective simplifications. In this research, I suggest a means of understanding object

simplification in these perceptual terms by creating a perceptually based scheduling of

simplification operations as well as perceptual measures of the degree of simplification

and the visual similarity between a simplified object and its original. A new simplifica-

tion scheme is based on these measures, and then this perceptual scheme is compared via

examples to a geometric simplification method.
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CHAPTER 1 INTRODUCTION

1.1. Motivation

Computer graphics addresses a variety of objectives. In general, the goal of computer

graphics is to convey information to the computer user; this allows a computer to visually

communicate with its users. Consider, for example, the field of virtual reality. Interactive

3D computer graphics has matured to the point where virtual reality (VR) systems suc-

cessfully allow users to believe that they are part of the displayed scene rather than

watching computer generated images. Virtual reality allows users to do such things as

simulate walking through a building before it is ever constructed, viewing the walls, fur-

niture and even wallpaper as if the users were in the actual building [Walk92]. Flight

simulators train pilots without risking plane crashes [Zyda88], and other VR systems

provide scientists with a method of interacting with data in ways that were until now im-

possible, such as walking on far-away planets [McGreevy91] and manipulating surfaces

at an atomic level [Taylor93].

By definition, computer graphics is tightly linked with human perception. The purpose of

computer graphics is to generate images for humans to interpret. The goal is to have

viewers perceive the desired information or to respond in desired ways. Computers ren-

der information into images and display these to the viewers. Human viewers receive

these images and turn them into higher level information that evokes thought and actions.

Obviously, a successful graphics system will create computer generated images that al-

low for the most information to be extracted by viewers with the least amount of visual

processing.

Virtual reality systems strive to present a continuous stream of images that viewers will

perceive as reality. The goal of algorithms used in VR is to balance two conflicting re-
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quirements in order to present images that viewers perceive as realistic scenes. There is a

constant trade-off between richly detailed scenes and high frame rates. Ideally, a virtual

reality system would display images that are indistinguishable from real, live scenes. This

includes scenes filled with many objects, such as all the many items on a cluttered desk

or all the plants, bugs, dirt and stones in a garden; this also includes all the minute texture

and detail of each object, such as the dimples on an orange or the weave of a fabric. For

some scenes, graphics algorithms do exist that can create images very similar to photo-

graphs. However, such images can require hours of computer time to create.

On the other hand, studies have shown that humans need up to 15 new computer images

displayed every second, with a latency of less than 0.1 seconds between user input and

data display, to create the illusion of smooth, realistic motion [Stanney02]. When a user

is wearing a head-mounted display and quickly jerks around his head, significantly higher

frame rates and lower latency may be necessary to maintain the illusion of reality. The

demand for a high enough frame rate provides graphics systems with, at most, 0.1 sec-

onds to generate each image. This severely limits the amount of time available to create

realistic scenes.

Computer generated scenes start with a geometric description of each object in the scene;

these descriptions are usually polyhedral models, and they form a "blueprint" that the

computer renders into an image. The time required to render each polyhedral model is

related to the number of polygons in the model. Models with fewer polygons generally

render more quickly than those with more polygons.

One common and successful method of creating images in less time is to simplify the

models in a scene before rendering them. This simplification involves creating new mod-

els that are similar to the original ones but that have fewer polygons. The challenge in

designing a simplification scheme is to create simplified models that have removed as

many polygons as possible while still retaining as much similarity as possible to the

original model.

The goal of simplification methods is to create models that appear as similar as possible

as the original model but render more quickly. In other words, the goal is to minimize the
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perceptual deviation between the renderings of the two models. However, a very common

method for measuring the similarity of simplified models to the original has been to use

geometry-based metrics. These approaches minimize geometric deviation between mod-

els. In order to address the ultimate goal of conveying the most information to viewers,

these methods should measure the perceived similarity between models. For this, per-

ceptual metrics are needed.

(a) (b) (c)

Fig. 1.1 Object Simplification

(a) A 2D geometric model of an object.
(b) A simplified version of the model.
(c) Geometric measurement of the simplification.

With this motivation, this research explicitly addresses a link between computer graphics

and human perception. The work explores how to apply our knowledge of the human

visual system to solving graphics problems. Specifically, the task of object simplification

is used as a testbed, and form perception is the targeted perceptual domain that is ex-

plored. The intent of this work is not to produce optimized or even practical algorithms.

Instead, this research is an inquiry and investigation of possibilities that are available

through applying a perceptual basis to task of graphics rendering.
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1.2. Thesis

In this dissertation, I assert the following:

Medial form representations can provide a means to quantify perceptual form cues with

measures that qualitatively satisfy perceptual effects over a variety of objects.

Using such perceptual measures for interactive rendering reveals desirable properties

and provides significantly different results than non-perceptually based approaches.

Given the vast complexities of the human visual system, many choices were made in

limiting the scope of this work to form perception and to medial form representations. All

the algorithms were then designed to be consistent with these choices and their associated

perceptual theories. The results of this work show that perception-based algorithms can

be useful for interactive rendering.

A by-product of grounding this work in human vision theory is that the methods devel-

oped here are designed for 2D objects. All of our visual processing is applied to 2D reti-

nal images; any 3D form information that we extract is derived from 2D cues in the im-

ages. Thus, this work is limited to 2D polygonal objects such as those that result from the

projection of 3D models onto a viewing plane.

1.3. Contributions of This Work

This research contributes several new ideas and results to the fields of form analysis and

computer graphics.

A. Stable Medial Analysis via Substance and Connection Measures

The first contribution is a method for classifying medial axes as the substance of an ob-

ject or a connector between the parts of the object. The key to this method is that it uses a

weighting scheme that allows for ambiguity in this classification; an axis point may be

purely substance or purely connection, but it may also be a combination of the two.
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This weighting scheme and its ability to allow ambiguity leads to a natural decomposition

of objects into a set of simple parts, and this decomposition parallels the classifications

and ambiguities generated by the human visual system. The weighting scheme also offers

a solution to the long-standing instability problem with the Blum Medial Axis Transform

that has vexed researchers for decades.

B. Combination of External and Internal Medial Axes

In this work, I also create medial axes that are distinctly internal or external to the object,

but I then treat these axes in a very similar manner. An indentation into a figure is merely

a protrusion from the figure's background, and I treat this "external" protrusion exactly

the same way that I treat an internal protrusion. This combination and inter-relation of

internal and external axes provides insights into form and new opportunities in medial

form analysis.

C. Perceptual Measures

My research proposes several new methods and metrics that are useful for quantifying the

cues that we use when perceiving objects. I develop a series of form metrics that lead to a

form saliency measure for measuring the visual importance of every point on an object.

These measures are visual conductance, visual length, visual mass, visual potential, and

visual significance. Visual conductance measures the tendency of adjacent object parts to

be perceived as a single part, and it directs the way we visually assemble the parts of an

object into a visual hierarchy of ÒmainÓ parts and ÒlesserÓ parts. Visual length measures

the elongation of the object being evaluated, capturing the perceptual result that narrow

figures appear longer than wide figures with the same Euclidean length. The visual mass

of a figure reflects the visual impression of its size; figures with greater visual mass cover

more of our field of view. Visual potential is a relationship between visual length and

visual mass at a single point that captures the local significance; visual significance is the

integration of this value in a region around a point, where the integration is affected by

object information at that point. This visual significance is my metric for the perceptual

importance of any point on an object when compared to every other point on the object.
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D. Perception-driven Object Simplification

This work also offers a new approach to the problem of object simplification. The

method simplifies the underlying object form before addressing an objectÕs representa-

tion. It uses the metrics described above to rank the perceptual importance of every point

on a model, and at each simplification iteration it identifies the point that is least impor-

tant visually. The simplification transform itself also uses perceptual criteria to dictate

how to simplify the object in a way that is least damaging perceptually.

The contributions here lie in the perceptual metrics used to measure simplification as well

as the new insights into simplification that are generated with this approach. The metrics

provide a perceptually-motivated simplification algorithm and a quantifiable form meas-

ure to compare the similarity of simplified objects. Using a perceptual approach, as op-

posed to the more common geometric measures, uncovers new opportunities for simplifi-

cation, such as simplifying the regions of space immediately external to the object and

using simplification operations that may drastically change an objectÕs geometry but have

relatively lower visual impact.

1.4. Overview of This Document

The rest of this dissertation is structured as follows. Chapter 2 presents background and

previous research related to this work. The following three chapters describe the new ad-

vances in this research. Chapter 3 describes the method developed for analyzing objects

as substance and connection and the benefits this provides. Chapter 4 presents the per-

ceptual measures and the method of combining internal and external axes. Chapter 5 ap-

plies these developments to the problem of object simplification by demonstrating a per-

ceptually driven shape simplification algorithm. Finally, chapter 6 summarizes this re-

search and offers several ideas for follow-up work.



CHAPTER 2 BACKGROUND

2.1. Form Perception

Our understanding of how humans process visual form information is still very limited.

We know that light passes through the pupil to create electrical signals in the photore-

ceptors of the retina. These signals are bundled together in groups called receptive fields,

corresponding to patches of neighboring photoreceptors, and then passed along the optic

pathway to the visual cortex. Here, in the visual cortex, is where visual cognition occurs,

turning the electrical pulses from the retina into what we perceive as color, texture and

form. And here, in the visual cortex, is where our understanding of the visual process be-

comes particularly inadequate; a variety of theories have been proposed to explain the

workings of human form perception. In this section, I will survey some of the key theo-

ries, models, and experimental results in form perception and how they relate to the

problem of shape simplification.

The first step in our perception of form occurs when rays of light reflected from objects

in our 3D world project onto a 2D retina. Thus, from the very start, perception of 3D ob-

jects is converted into a 2D problem. This projection is much like the rendering step in

computer graphics, where 3D models from world space are transformed onto a 2D image

plane. Human perception of 3D objects is performed using 2D operations on 2D images.

There are many cues in 2D retinal images that our visual cortex uses to extract form in-

formation, including luminance boundaries, shadows and shading. Our visual cortex uses

this information when parsing a scene to create the form relationships mentioned above.

In this work, I ignore all cues except for an objectÕs edge information, which is certainly

among the most important. Furthermore, rather than render an image of a model and then
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extract its edge information from the image, I derive the modelÕs basic form relationships

directly from its geometric description.

Using this representation of an objectÕs edges, I then use a form perception theory called

Object Representation by Cores [Burbeck95] to drive shape simplification. This theory

suggests that our visual systems use multiscale medial processing to decompose objects

into simple parts for further processing. My simplification method mimics the visual

processing hypothesized in the Core model of form perception, and it uses the resulting

form relationships to guide the simplifications.

The remainder of this section discusses the relevant background in form perception and

computational issues when working with the form of objects. First, two fundamental

types of visual processing, preattentive and attentive perception are discussed. Next, I

discuss how objects are segmented into parts, and then the form relationships of scale-

space and locality are presented. Finally, the medial relationships created in our visual

system are reviewed.

2.1.1. Preattentive vs. Attentive Perception

A key distinction in visual perception is preattentive versus attentive perception. Objects

that are visible in a scene without our attention focused on them are said to be preatten-

tively processed [Wolfe97]. When we focus our attention on the objects, our higher-level

attentive processing kicks in. For example, if we walk into a room, our preattentive proc-

essing tells us with only a single glance that there is a brown block-like object against the

wall with a spindly object in front of it and that there are flat white rectangles and colored

cylinders on the brown object. By focusing on the brown object and studying it further,

our attentive processing identifies it as a desk with papers and pens on it, and a chair in

front of it.

Our preattentive perception scans an entire scene and decomposes it into basic features;

this is done within approximately 200 msec, too quickly for our eyes to move to and fo-

cus on more than a few parts of the scene. Our attentive perception focuses on a part of a
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scene and performs much higher level processing leading to object recognition and cog-

nitive tasks; this can take far more than 200 msec.

While the example above distinguishes preattentive and attentive perception, it blurs the

fact that there are links and feedback paths in our brains between the two. In reality, the

example would hold true if we were blindfolded, transported to a foreign place, and then

opened our eyes; if we knew we were in an office building and walked into the room, our

attentive visual system would probably assume that the brown block-like object was a

desk covered with papers and pens without requiring focused attention on it.

Research suggests that preattentive form processing recognizes and decodes many fea-

tures of form, such as size, curvature, orientation and length; however, there does not ap-

pear to be any global form processing in the preattentive stage [Wright93][Wolfe97]. An

object that is preattentively processed will then Òpop-outÓ to catch our attention and thus

stimulate higher-level visual processing [Treisman80].  In the attentive processing stage,

more complex form perception occurs such as recognizing, analyzing and evaluating ob-

jects.  Attentive processing is highly context-dependent; the task a user is performing

strongly affects attentive perception [Bruce96].  Although objects are not identified

preattentively, many important features of objects are processed without attention, such

as might be required for navigating virtual worlds.  In order to avoid the limitations and

complexities of task-dependent perception and to limit the scope of this research to a do-

main that can be investigated, my work focuses on the problem of navigating through

virtual worlds and therefore on preattentive form processing.  Within this limited domain,

only certain aspects of form are considered, and these are detailed in Chapter 4.

2.1.2. Objects as a Collection of Figures

A crucial step in our perception of form appears to be segmenting and decomposing ob-

jects into simpler parts [Wolfe97][Hoffman84][Biederman87]. Intuitively, these parts can

be thought of as a full object or a protrusion from or indentation into another part. Bur-

beck and Pizer formally define these parts as a spatial region that produces a Core [Bur-

beck95]. Parts defined in this way are called figures (see Fig. 2.1)..
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Burbeck and Pizer go on further to show how figures encompass many of the phenomena

shown in psychophysical studies. Figures are formed at the places of highest negative

boundary curvature, which studies have shown are the places where we visually decom-

pose objects [Hoffman84][Biederman87][Braunstein89]. The junctions of figures also

have special importance, matching BiedermanÕs work on the junctions of visual parts

[Biederman87]. The ends of figures have also been shown to match work showing their

special visual significance [Hubel77][Orban79][Leyton92].  [Rock93] shows that figures

are captured preattentively by our visual systems.

Fig. 2.1 Example of Figures

An object segmented into its three basic parts, known as figures.

2.1.3. Perception as a Multi-Scale Process

As Koenderink eloquently describes, all visual operations are performed over an aperture

of finite size [Koenderink84]. While Mathematics can describe the world with infinite

precision and with an infinitely small aperture, all practical applications of vision must

account for an aperture of finite size. Finite apertures introduce blurring to vision sys-

tems, since details that project significantly smaller to the image plane than the aperture

size are lost. This blurring process can be a drawback to a vision system or it can used

advantageously to remove unwanted details in order to focus on larger scene information.

These finite apertures and their consequences can be described mathematically with the

notion of scale-space.
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The size of the aperture over which visual operations are performed is commonly called

the scale of the operation. A second, distinct notion of scale is described below. Large

apertures give coarsely detailed, larger-scale images. Small apertures give finely detailed,

small-scale images. The same scene viewed with differently scaled apertures may appear

very differently.

One way to visualize an object seen through different apertures is to imagine what it

looks like from different distances. A maple tree viewed from far away looks like a cy-

lindrical trunk with a bushy green mass on top; this large scale representation is com-

monly used by young children in their drawings. As we move closer to the tree and view

it with a smaller aperture, some of the larger limbs are distinguished. This process con-

tinues until we are close enough to see individual leaves instead of a green mass; leaves

are a smaller scale feature of the tree than the trunk is. The process can continue to reveal

the smaller scale stems of the leaves, then the fine grain of the bark and so on.

At any scale, an image is clarified and more detailed compared to the same scene at a

larger scale. If we treat aperture size as an independent parameter that can be infinitely

varied, then we must attach a scale component to any measurement that is made through

that aperture. We no longer think of a location (x, y) in an image; we must think of the

location at a given scale σ, or (x, y, σ).

Adding this scale component to our familiar Cartesian coordinates gives us a scale-space.

Scale-spaces are distinguished by the filter that is applied to imaging operations.  Young

and Koenderink showed how this neurophysiological response could be modeled with

linear combinations of offset Gaussians [Young86] [Young87][Koenderink90]. This

strongly suggests that the human visual system operates over a scale space that has a

Gaussian-like blurring filter, where the size of the Gaussian kernel is directly propor-

tional to the size of the aperture.

In fact, the multi-scale nature of our perception is more than a conceptual model; it is

created in the ÒwiringÓ of our visual systems. The receptive fields of the retina are

patches of neighboring retinal photoreceptors; the signals from each of the photoreceptors

are grouped together as they are passed to the visual cortex. Each photoreceptor feeds
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many receptive fields, creating receptive fields of many sizes and fields that cover the

entire retinal image [Bruce96]. The visual cortex performs its processing on these recep-

tive fields, and the different size fields that contain the same scene elements lead to visual

processing at different scales.

The second notion of scale reveals itself when we relate multiple entities on an object or

across objects. These entities may be points on the boundary, a protruding figure and its

parent figure, a medial point and a boundary point, two separate objects and so on. When

relating such entities, the units for measuring distance between them must be determined.

This is the second notion of scale. It can be thought of as the spacing of our ruler; is the

distance measured in meters, inches or maybe some parameter of the object?

For example, consider Fig. 2.2a, where the two points can be thought of as two units

apart, three units apart or ten units apart. The same entities can have different distance

measurements depending on the scale used to perform the measurement. The choice of

scale can be based on many factors such as the entities being related or the context of the

problem being solved.

One natural method for setting the scale of interrelationship distances is to use an aper-

ture-based ruler. [Burbeck96] shows how every medial location on an object has an asso-

ciated natural aperture size for the object at that point, and such apertures are proportional

to the width of the object at that point. The natural aperture size we use to view a car

body is much larger than that to view a wheel, and that aperture is much larger than the

natural one to view a lug nut. A scale-based ruler for distance measurements is based on

the aperture size of the object at the points being related. Fig. 2.2b shows the same two

points as in Fig. 2.2a with a width-based aperture of radius R. With this aperture the

points are three units apart.
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a) c)

b) d)

Fig. 2.2 Scale in Visual Perception

(a) Two points with distance measured in different units.
(b) Same two points with distance measured in width-based units.
(c) Two points with distance measured with varying width-based units.

Gradual change in widths implies points are on same part of the object.
(d) Same two points as in (c) but on separate object parts as

distinguished by rapid change in width

There are also strong computational reasons for aperture-based distance measurements.

In the process of understanding a stream of visual input, relationships are created among

entities. For every relationship, we start with one entity and seek out a matching entity.

This search spans all locations in all dimensions to find a match. If the search was always

performed at the smallest possible scale, this would always require that an enormous

number of locations be searched when attempting to create a relationship. The process

would, at best, be inefficient and place extreme demands on the visual processing system.

At worst, it would make the creation of some simple relationship intractable. By per-

forming the search for related entities at the largest possible scale, aperture-based dis-
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tance measurements allow a wide range of relationships to be made with a relatively con-

stant amount of visual processing.

Combining the notion of aperture-based scale with the scale of interrelationship distances

allows entities with different aperture widths to be related. Fig. 2.2c shows two points

within a narrowing object. While the distance between these points, when measured by

aperture widths, can be perceived as greater than the distance in Fig. 2.2b, the two points

are still closely related. The points can be considered local to each other since they are

local in the left-most pointÕs frame of reference and the scale changes rather slowly as it

progresses to the right-most point.

The same two points in Fig. 2.2d have a very different scale-based relationship. The two

points have the same object widths as in Fig 2.2c, but there is a very rapid change in scale

along the line connecting the points. The locality of the left-most point does not extend to

the right-most one. This leads to our perception that the points are on different parts of

the object instead of the same part as in Fig. 2.2c. Also, we perceive the right-most point

to be on a part that protrudes from the larger scale ÒparentÓ to the left.

In general, scale-based analysis more closely relates points that have progressively simi-

lar scales. An example of this is the points along our arm, where our forearm progres-

sively widens from our wrist to our elbow but the change in width is gradual enough that

they are considered the same part of our body. On the other hand, the widths along our

upper arm drastically change at our shoulders where suddenly the torso has a much larger

width. This large and rapid change in scale leads to our perception of an arm as distinct

from our torso. We think of our arms as Òattached-toÓ but not Òpart-ofÓ our torso.

The combination of aperture-based scale and interrelationship-distance scale thus directs

the segmentation of objects into a set of simple parts. Neighboring points at progressively

similar scales are on the same part. Neighboring points at drastically different scales are

on distinct parts that have a parent/child relationship. A bodyÕs different scales tells us

that arms and legs are sub-parts of the torso and that fingers are sub-parts of hands, but a

torso can not be directly related to fingers; such a relationship occurs through the inter-
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mediate parts at intermediate scale levels. This analysis also tells us to tie an arm to its

torsoÕs coordinate system rather than the other way around.

One result of the multi-scale processing in preattentive perception is that the perception

of an object's form at a given point is determined only by the local region surrounding

that point, not by distant features of the object. The perception of our nose's form is not

influenced directly by our shoulders, although it may be affected by the form of our eye

sockets or our cheek bones. Since all visual operations are done in a scale-space, the size

of the local region is determined by the scale of the operation. The perception of our

headÕs form may be influenced by our shoulders, since the head is a larger-scale feature

and thus is influenced by a proportionately larger region around it.

2.1.4. Perception as a Medial Process

For many years, researchers believed that our visual systems inferred form by detecting

the boundaries of objects, and then performed further visual form processing by operating

on representations of those boundaries. More recent work, however, offers evidence that

an important aspect of human form perception functions by focusing on medial informa-

tion: the middle and width of an object that occurs when opposing edges of the object are

paired. Although many researchers still offer boundary representations as models for hu-

man visual processing [Grossberg94], Burbeck and Pizer argue that our brains do not

have enough neurons to actually use boundary representations in any multiscale process-

ing [Burbeck95]; they go on to show that processing models based on medial informa-

tion, however, are physiologically possible and psychophysically supported.

Blum was the first to propose the full potential of using medial information [Blum67],

and Kovacs & Julesz [Kovacs94], Psotka [Psotka78], Frome [Frome72] and Burbeck &

Pizer [Burbeck95][Burbeck96] have offered psychophysical evidence of our vision sys-

temÕs sensitivity to medial properties. Although BlumÕs work itself does not adequately

account for this evidence, he inspired work that does hold up to the psychophysical [Bur-

beck95][Burbeck96] and physiological studies [Lee95].
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Central to any medial model of visual processing is the relationship between a boundary

point and its related partner on the objectÕs opposite side; each boundary point is a medial

involute of the other. The neurophysiological and psychophysical support for medial

properties suggest that involutes are important in our visual systems. A pair of involutes

ties together boundary points that are usually widely separated when measured across the

surface. This relation between distant points gives medial models some global form as-

pects that are not easily accessed in boundary-based models.

Medial object representations are based on a mathematical locus of central points be-

tween involutes. This locus of locations with their associated widths form a scale-space

that is based on the scale at which the loci are extracted from the scene information. Bur-

beck and Pizer define a multiscale medial representation called ÒCoresÓ [Burbeck95], and

they provide a complete mathematical description [Pizer98]. In [Burbeck96] they show

how Cores closely predict certain phenomena of the human visual system.

Given the current body of knowledge, my premise in this work is that human form per-

ception relies upon multiscale medial processing. Aperture size can be derived directly

from the distance between medial involutes, while locality is based on scale and extends

to include relations between involutes. Figures can be directly segmented from medial

representations, and the intersections and ends of figures match known perceptual phe-

nomena. The following section discusses these medial models of form.

2.2. Medial Models of Form

All medial models represent an object as a set of middle points centered in the object and

a measure of the objectÕs width at each middle point. Such a locus of medial points is of-

ten called a skeleton because it is centered in the object much like a skeleton would be.

Medial models are differentiated mainly by the method used to find the medial locus and

how the objectÕs width is measured at each medial point.

2.2.1. Blum Medial Axis Transform

The first important medial model was proposed by Blum [Blum67]. He described his

Medial Axis Transform (MAT) using a Òprairie-grass analogyÓ. Imagine an object as a
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patch of prairie-grass with the entire perimeter set on fire simultaneously. As the fire uni-

formly eats into the patch of grass, fire-fronts from opposing sides meet and quench.

Each of these quench points is a medial point in BlumÕs medial axis, and the time it takes

for the fires to quench is directly proportional to the objectÕs width at that point.

Mathematically, BlumÕs MAT can be represented as the set of centers of maximal circles

and the radius of each circle. Maximal circles are those that are not contained in any other

circle that also lies within the object. The locus of centers is a tree-like axis that is well

defined and unique for any given object. For objects with holes, the axis will have loops

and will produce a cyclic graph. The axis and the circle radius at each axis point together

make up the Blum MAT.

R
R

Boundary

Boundary

Medial Axis

Tangent Circle

Medial 
Point

Involute 
Point

Involute 
Point

Fig. 2.3 The Blum Medial Axis Transform (MAT)

A point on the a Blum medial axis along with its maximal circle.

A different description is created by looking in from all boundary points in their normal

directions. When two of these rays intersect and the intersection point is equidistant from

the two originating boundary points, the intersection point is a locus on the medial axis.

When I discuss Cores, I will invert this perspective and look out from potential axis
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points; when the boundary is found at equal distances from the candidate point and at ori-

entations that are orthogonal to the view directions, then it is a point on the Core.

Boundary points that are tangent points of the same maximal circle are the prairie-grass

points that would quench at that circleÕs medial point. These tangent boundary points are

involutes. In general, a point on the medial axis has two involutes; such a point is called a

normal medial point. Some special medial axis points do not have a two boundary tan-

gencies. This occurs at either medial axis branch points or at medial axis end points.

Branch points have generically three involutes, with the exact number of circle tangen-

cies equal to the number of axis segments that meet at the medial point. At axis end

points, the two normal involutes coincide at a single point. Equivalently, a circle with ra-

dius equal to the boundary pointÕs radius of curvature osculates the boundary at the endÕs

involute point. For corners in the boundary, the axis ends right at the boundary; here, the

maximal circle can be considered to have zero radius, and the involutes coincide at the

corner point as well.

The Blum MAT is a transform; it contains exactly the same information as the boundary

from which it is generated. Thus, the MAT is merely a different representation of the

boundary. What makes it useful is that boundary information as well as involute infor-

mation can be cheaply and directly derived from the medial axis representation. It is

computationally expensive to derive involute information from boundary representations.

One way of computing the Blum MAT of an object involves mimicking the Òfire-frontsÓ

from the boundary to find their quench points.  For polyhedra, the Blum MAT is merely a

subset of the boundaryÕs Voronoi diagram. The Voronoi diagram for 2D polygons can be

computed exactly, and there are successful algorithms for computing the Blum MAT of

2D polyhedra [Lee82], [Seel94] etc.

There are three kinds of segments of the Blum MAT of 2D polygons. Given a boundary

consisting of line segments and the concave vertices of the boundary, each combination

of line segment and concave vertex gives a different kind of medial segment. The medial

axis between two line segments is a line, and the width function along the line varies

linearly. The medial axis between a concave vertex and a line segment is a parabolic
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segment whose width function varies non-linearly. Finally, the axis between two concave

vertices is a line segment with a non-linear width function.
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Fig. 2.4 Segment Types in the Blum MAT

The three types of Blum MAT segments. A line segment between two boundary line segments,
with linear width function R(t) . A parabolic segment between a boundary line segment and a
boundary concave vertex, with quadratic width function R(t) . And a line segment between
two boundar concave vertices, with non-linear width function R(t) .

2.2.2. Other Medial Representations

Many researchers have followed BlumÕs original MAT and developed other medial rep-

resentations. Some methods are variations of the Blum MAT, differing in the way that

medial points are derived from a bitangent circle. Smoothed Local Symmetries (SLS) de-

fines the axis points to be the center of the chord between the boundary points associated

with the tangencies [Brady84]. Symmetry Sets is similar to the Blum MAT but it broad-

ens BlumÕs maximal circle constraint to include all bitangent circles [Bruce85]. This

definition allows axes to go outside of objectÕs interior, and it also allows a boundary

point to be associated with multiple medial axes. These extensions encode additional

form information compared to the Blum MAT. Process-Inferring Symmetry Analysis

(PISA) uses the midpoint of the maximal circleÕs arc between the two involutes as loci of
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the medial axes [Leyton88]. This approach is shown to be beneficial for a process-

oriented description of form.

While there have been many papers that computer the exact Blum MAT and Blum-like

medial axes, [Siddiqi99] produces a different medial axis that follows from a derivation

that is different than using bitangent circles.  This method simulates the grassfire analogy

by starting with the boundary and letting it evolve through a partial differential equation.

The medial locus is identified as singularities resulting from shocks of the PDE solution,

and the width of the object is derived from the time of the shockÕs occurrence. With the

proper parameter, this method produces the Blum MAT, but with other values for this

parameter it provides a medial description that is more stable than the Blum MAT against

small boundary perturbations.

2.2.3. Multiscale Medial Axes

One of the most severe limitations of the Blum MAT is that it is sensitive to small

boundary perturbations; a minor change to the boundary causes a significant change in

the MAT. This problem arises because Blum treats all scales identically. A small-scale

perturbation in the boundary can affect the large-scale axes. As shown in Fig. 2.5, a small

protrusion from a large scale rectangle creates an entire axis segment from the tip of the

protrusion to the large-scale axis segment.

To solve this problem, multiscale analogs to the Blum MAT have been created. These

solutions use the visual notion of aperture-based scale and regularize the medial extrac-

tion process. For example, [Ogniewicz92] has developed a method of regularizing medial

axes by successively performing operations that remove boundary perturbations. A dif-

ferent representation is obtained in simulating the grassfire analogy using a partial differ-

ential equation [Kimia96]. [Siddiqi99] regularizes this process, where the PDE shocks

corresponding to the quenching of grassfire fronts are detected with the use of two differ-

ent apertures. The first stage of the process Ð finding the distance from the initial bound-

ary Ð is smoothed using one aperture, and the shocks are found using a second aperture.

See [Pizer02] for a detailed discussion of these methods as regularizing via apertures and

a comparison of the properties of the methods.
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Fig. 2.5 Instability in the Blum MAT

An object and its medial axis. The small bump in the boundary at the top of the rectangle
produces a significant addition to the MAT representation. (B y Dave Chen, University of
North Carolina.)

Another general approach to creating multiscale medial representations is to compute

medial loci from a height ridge of medialness. Such methods identify all potential medial

points and send out equal length rays to search for the boundary. At the end of the ray, a

special detector is used to measure how Òboundary-likeÓ the region is at the end of the

ray. This detector is a convolution kernel that is oriented to detect boundaries perpen-

dicular to the ray and whose size is proportional to the rayÕs length. The ÒboundarinessÓ

values of these detectors are in a 5-space (x, y, σ, θ1, θ2), where σ is the ray length or

scale, and θ1 and θ2 measure the orientation of the two rays relative to horizontal.

Summing the pair of boundariness values that stem from a potential medial point gives

the ÒmedialnessÓ of the point, M(x, y, σ, θ1, θ2). This measures the prospect that the lo-

cation is a middle to the object, at that scale. When the two involutes both have a high

boundariness value, it reinforces the medialness measure at the medial point. This ap-

proach explicitly ties scale-based apertures to an objectÕs medial width.`
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As a specific example, Cores are 1D ridges in this 5D medialness space. This medialness

function imposes a graph on the Cores of a complex object, from which a hierarchy of

Cores can be created. See [Eberly93] for a complete description of the mathematics of

ridges, and [Pizer98] for an in-depth discussion of the mathematics of scale-space and

Cores.

[Sz�kely96] reviews many multiscale medial representations, and [Pizer02] gives a com-

prehensive comparison of these three general approaches.

2.2.4. Cores

Cores represent objects by using a medial axis and a width at every point along the axis.

Complex objects are represented with multiple Cores. A significant difference from the

MAT, however, is that Cores are measured over a finite aperture. Rather than looking for

circle tangent points on the boundary, Cores integrate a directional boundariness measure

within a region. The size of the aperture used for this integration is proportional to the

width of the object at that point. This width is a coreÕs scale; it corresponds with the ra-

dius of BlumÕs MAT. A special measure of boundariness gives the ÒendnessÓ of Core

points; high endness values mark an end of a Core axis and correspond to the osculating

end points of the Blum MAT.

Fig. 2.6 Example of a Core

A Core point and its involutes. The objectÕs boundary is measured with an aperture, and the size
of the aperture determines the width of the boundary collar. The boundary at the scale of the
Core (BASOC) is located within the collar. (By Andre State, University of North Carolina.)
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There is an important consequence of the finite apertures used to create Cores. Since the

size of the aperture used to determine involutes is proportional to the scale at their medial

locus, the width of a Core determines the accuracy of its boundary measurement. Thus,

when Cores are created, their boundaries are not exact; rather, the boundary is known to

lie within a bounded region. This region is called the collar. Unlike the Blum MAT,

where every axis point has exact involute points on the boundary, Cores have only a

boundary with precision relative to the scale of the core point. Selecting an exact bound-

ary surface within the collar region is an arbitrary process. While we will know exactly

the object boundaries for polygonal simplification, this collar region is vital in bounding

the locality of simplifying transformations.

Fig. 2.7 Scale in Core Representation

Multiscale medial model of a 2D object. Height above the object indicates a medial pointÕs
scale. The left diagram shows the object and its medial curves. The right diagram shows the
medial curves and representative boundaries. (By Andrei State, University of North Caro-
lina.)

Cores represent form in a multiscale manner, but their real power is that they are based

on a model of perception that embodies many important perceptual phenomena. Cores

naturally reflect the medial and scale information of objects. Local operations are en-

forced through the finite measuring apertures and by restricting operations to a region

proportional to a CoreÕs collar. Symmetry around the medial loci does tie together non-

local boundary points, but in a specific way that can be considered local to the medial

locus. Finally, Cores segment complex objects into simple parts. Each individual Core

defines a part of an object; these parts are called figures. The relative scales of two Cores

defines their hierarchical relationship; smaller scale Cores are children of the larger-scale

ones.
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For all their perceptual and representational advantages, Cores do have drawbacks. They

are expensive to compute, there is no information about how neighboring figures are at-

tached, and Core-finding methods can fail when two figures are very close together. In

this research, I use the Blum MAT as my underlying object representation but perform

operations on it that mimic the figural properties of Cores.

2.3. Object Simplification

The idea of simplifying polyhedral models to render them more quickly has been in the

graphics community for over two decades [Clark76]. Many different algorithms have

been developed to approximate such models with fewer polygons, and two distinct appli-

cations of this idea have emerged. The first one is used for over-sampled objects, such as

those produced by laser scanners or the Marching Cubes algorithm.  Simplifying these

models reduces to the problem of creating a new polygonal mesh that is a very close

geometric approximation to the original mesh but requires far fewer polygons, since the

original model was so heavily sampled.

The second application is interactive rendering such as in virtual reality, where the pri-

mary goal is to produce models that can be rendered at interactive frame rates; within that

constraint, the simplified model must also look as similar as possible to the original. In

this application, if a model looks similar to the original, it can have significant geometric

deviations from the original and still be perfectly suitable for rendering. My work focuses

on this second problem, where the important measure of success is how closely we can

match a userÕs perception of a simplified model compared to the perception of its fully-

detailed original.

For interactive rendering, fully-detailed models are typically transformed into a series of

progressively simplified models, each with less detail and fewer polygons. Each of these

models in the series is called a Level of Detail (LOD) and represents the best possible ap-

proximation to the original object for that given number of polygons. As an object moves

away from the viewpoint during rendering, it becomes smaller and covers fewer pixels.

At this point, an LOD with fewer polygons can be substituted for the more richly detailed

one with little if any visual impact. There are times, too, when the scene contains too
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many objects with too many polygons, and the only way to maintain interactive frame

rates is to introduce lower-detailed LODs even if the change is noticeable. Rendering

systems detect when to switch LODs and implement the blending between them to mini-

mize any discernible ÒpoppingÓ when the new LOD is introduced [Funkhouser92] [Lue-

bke97] [Hoppe97].

(a) (b) (c)

Fig. 2.8 Example of Levels of Detail (LODs)

A 2D object and two simplified levels of detail.

There are several important measurements that simplification algorithms use, as well as

several operations employed to simplify polygonal meshes. Also important are the meth-

ods they use to order the simplifying operations, since this ordering determines which

form cues are present in which levels of detail.

2.3.1. Metrics

The purpose of creating LODs is to reduce the number of polygons that must be rendered

while maintaining the objectÕs appearance as much as possible; in order to do this, algo-

rithms need a way to measure the amount of simplification as well as the degree of simi-

larity between models. The measure of simplification that is used universally is the num-

ber of rendering primitives in a model. Rendering speed is almost always directly pro-

portional to the number of polygons being displayed, so counting polygons to measure

the degree of simplification is an effective metric. My work focuses on simplifying the

perceptual form of objects rather than their representation. The simplification metrics de-

scribed in Chapter 5 are perceptual metrics that are unrelated to polygon count, but ulti-
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mately the simplified objects are converted to a simplified polygonal form where poly-

gons are counted.

A measure of the degree of similarity between an original model and a simplified LOD is

needed to preserve the look of the model at each successive approximation. Many metrics

have been used for this measure. A very common means of measuring similarity is to use

the geometric error between the original model and the approximating LOD. One way to

do this is to measure the distance of each vertex in the new LOD to the original surface;

the largest of these is the maximum error in the approximation [DeHaemer91]. A refine-

ment of this approach is to find the maximum deviation of any point in the new LOD

from the original surface. This has been implemented as a quadric measurement in [Gar-

land97], a geometric norm in [Schroeder92][Varshney94] and [Cohen96] as well as an

energy term incorporating such geometric terms in [Hoppe93], [Hoppe96] and

[Popovic97].

The problem with using a geometric measure to monitor similarities among models is

that the actual goal for LODs is to produce simplified models that look similar to higher-

detailed models. Measures of geometric deviations do not necessarily capture the visual

similarities between two objects. While two models with very small geometric differ-

ences generally will look very similar, a highly simplified model with large geometric

errors may still contain all the relevant perceptual information from the original object.

Many algorithms have addressed this issue by using geometric measures to either esti-

mate the visual similarity or to guide the simplification in a way that preserves the im-

portant similarities. [Schroeder92] identifies sharp edges and preserves those as important

perceptually. [Rossignac93] preserves points that may likely lie on a silhouette and also

tries to remove points that lie in mostly flat regions. [Turk92] suggests that regions with

higher curvature are more important perceptually and uses more polygons to represent

those areas. [Hoppe96] and [Popovic97] have added analysis of non-geometric shading

information such as color and rendering parameters across a surface. They identify dis-

continuity curves across an object where either there is a boundary or there is a disconti-

nuity in shading information, and their algorithms preserve these curves as much as pos-
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sible. [Cohen98] also preserves shading information, minimizing deviations in surface

attributes such as normals and color.

All the metrics described so far have a geometric basis, but there are some researchers

beginning to apply perceptual work to object simplification. Reddy describes a visual

metric that describes the degree of visual detail that a user can perceive in a computer

generated image, based on the images spatial frequencies [Reddy96a], and in [Reddy96b]

he describes a simplification method that is designed to remove high-frequency compo-

nents  of an object before small scale ones and to limit the region of simplification based

on scale.  [Rushmeier95] explores several perceptual metrics for images, and

[Ferwerda96] [Bolin98] and [Pattanaik98] describe detailed metrics for image quality.

[Ramasubramanian99] present a metric for predicting the perceptual threshold for de-

tecting artifacts in scene features.  This measure is based on models of our sensitivity to

background illumination, spatial frequencies and contrast levels.  [Watson01] performed

user studies measuring the visual fidelity of LODs produced by two simplification meth-

ods, and then compared the predictions of three computed metrics against these results.

[Lindstrom00] offers a comprehensive simplification algorithm using a perceptual meas-

ure of similarity. In this work, images are rendered for each potential simplification op-

eration and these images are compared against images of the original model. Using an

image-based similarity metric, simplification operations are chosen to have the least vis-

ual impact. The method in [Lindstrom00] captures visual deviations as measured in the

image plane. It can be adapted to use any image based measure.

My research differs from these works on perceptual metrics.  While all the previous work

is rooted in image-based measures, in this work I take a form-based perceptual approach

throughout the entire simplification process.  I propose new form-based perceptual met-

rics that can be measured directly from the underlying models.

2.3.2. Operations

There are four classes of simplification operations that have been used to simplify po-

lygonal models. Many algorithms use more than one type of operation. The first class,
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adaptive subdivision, was proposed by [Clark76] and is used in [DeHaemer91],

[DeRose94] and [Certain96] Adaptive subdivision is actually the inverse of a simplifying

operation, since each step actually adds detail to an approximation. In this approach, a

very simple, coarse model (even a single polygon) is used to approximate the object. The

model is then subdivided, with each smaller part fitted more closely to the original sur-

face. This subdivision continues recursively until the object is represented to within the

desired tolerance in each subdivided region.

Resampling is another approach to simplification, where a new set of vertices is selected

to represent the object, and these new points are tessellated to create a new polygon

mesh. Some algorithms select the new vertices all at the same time, as in [Turk92] and

[Hoppe93]. Others select new vertices iteratively, as in [Rossignac93], where several old

vertices are replace by a single new one.  The second method of [Cohen96] also adds new

vertices by iteratively adding new triangles.

One of the original methods of object simplification employed image-based resampling

to create texture LODs [Schachter81].  In recent work, He et al. perform image-based

sampling to create new geometric LODs [He95].  In their work, they sample a geometric

model into a 3D volume representation, low-pass filter the volume into mult-resolution

volume buffers and then recreate a geometric model from the volume representations.

A very popular method for performing the simplifying operations is to iteratively remove

geometry from a model. Some algorithms select a vertex to remove from a list of verti-

ces, as in the first method of [Cohen96] and in the second step of [Turk92]. This ends up

removing a vertex and all of its attached edges, leaving a hole to retessellate. Other meth-

ods collapse the two vertices of an edge [Hoppe93][Hoppe96][Popovic97] or any two

vertices [Garland97] into a single vertex, effectively removing a vertex and several edges.

[Erikson00] extends this to allow merging the geometry of different objects in order to

more efficiently simplify scenes with many objects.

Simplification operations in the final class convert a polygonal mesh to a multiresolution

representation. In these representations, models are stored as a very coarse approximation

along with a series of detail-adding perturbations. [Certain96] and [DeRose94] used a
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global multiresolution analysis to convert models into a wavelet representation, while

[Hoppe96] designed a new representation called Progressive Meshes that was generalized

in [Popovic97]. They used geometry-removing operations to create their representations.

The advantage of these multiresolution representations is that many different LODs can

be quickly generated from and compactly stored in a single representation, compared to

traditional methods in which each LOD is stored separately as an entire model.

This work presents another class of simplifying operations. The operations that are pre-

sented here are transformations that alter the perceived form rather than the polygonal

format of the original representation. These shape transformations deform the object in a

way that minimizes a certain perceptual complexity measure while preserving an overall

saliency measure. The perceptual effect they have is to smooth figures, combine them or

completely remove them from the object. Geometric operations are used to implement

the shape transformations, but it is the perceptual aspects of the operations that are im-

portant. The geometric operations are used only to realize the shape alterations. The ob-

jective here is not to directly produce a more efficient representation, and in fact the per-

ceptual simplifications greatly increase the number of primitives required to represent an

object.  Instead, my goal is to produce objects that are simpler perceptually, with the hy-

pothesis that these can then be converted to a representation with a reduced number of

primitives.

2.3.3. Scheduling

The final important aspect of simplification methods is how they schedule their simpli-

fying operations. One scheduling method is to randomly choose the ordering of opera-

tions. This approach is used in many methods [Turk92] [Schroeder92] [Hoppe93] and the

local, vertex-removal method of [Cohen96]. Other methods create a prioritized ordering

of either the operations to perform [Garland97] [Hoppe96] [Popovic97] or of the geome-

try on which to perform them [Cohen96] [Rossignac93]. The wavelet analysis of

[DeRose94] and [Certain96] offers a global analysis that essentially orders the operations

by their location in the multiresolution hierarchy. My research provides a global analysis

and ordering of simplifying operations by associating a measure of perceptual importance
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with every point on an object, and then applying simplifying operations at the points with

the lowest ranking.

This work creates a new metric to determine the similarity between LODs. It is a per-

ceptually-based measure of visual significance that is used to rank the visual importance

of every point on the object. Simplifying operations are scheduled according to this visual

significance; areas on the object with the lowest visual significance are simplified first.

The simplifying operations are actually shape transformations. Instead of creating a new

and simplified object representation that has fewer primitives, my simplifying operations

remove perceptual cues from the object.



CHAPTER 3 FORM AS SUBSTANCE AND CONNECTIONS1

3.1. Introduction

The lure of a form representation that inherently reflects the perceptual qualities of form

has long attracted scientists. Blum proposed his Medial Axis Transform (MAT) as a rep-

resentation that embodies the skeleton of an object as well as the width of the object at

every point on the skeleton [Blum67]. This work has spawned a tremendous amount of

research into the use of the Blum MAT and other skeleton representations [Blum78]

[Brady84] [Bruce85] [Ogniewicz92] [Pizer87] [Pizer98] [Sz�kely96]. A goal of much of

this work has been to create a form representation that defines a natural decomposition of

an object into a set of basic parts that mirrors the object parts we perceive. At the same

time, these representations are intended to allow easy access to the full form information

about each part and about the object as a whole to support form analysis and computa-

tion.

A driving consideration faced by all skeleton methods is the condition put forth by Marr

and Nishihara that small changes to a boundaryÕs form should cause only small changes

to the formÕs representation [Marr78]. This rule insists that skeletons remain stable under

boundary change, and considerable effort has been spent on modifying BlumÕs MAT to

exhibit this kind of stability [August99][Sz�kely96]. Complicating this rule is the prob-

lem that some boundary perturbations actually are important; the growth of a new tail or

limb from a body, for instance, can be a small boundary change that has a large percep-

                                                  

1This chapter has been submitted for publication as Untangling the Blum Medial Axis, by Robert A.

Katz and Stephen M. Pizer.  In order to provide a self-contained description of the material, this chap-

ter has not been edited to remove redundancies with other chapters.
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tual importance. Significant boundary perturbations correspond to the parts of an object;

examples are the fingers on a hand, legs on a table and limbs on a body. In order to de-

compose an object into its parts, any general form description needs to be able to make a

stable and clear distinction between an insignificant bump on the boundary and a separate

and significant part of the object.

Used as originally proposed, the Blum MAT falls short of each of these goals (see Fig.

3.1). It is notoriously unstable since even tiny perturbations can cause the addition of

very long segments with prominent radius values to the MAT. In fact, instabilities in the

MAT can arise even under boundary smoothing [August99]. Furthermore, the MATÕs

network of branching axis segments quickly grows as object complexity grows, causing

difficulty in creating a MAT hierarchy that reflects an objectÕs perceptual parts. Without

a clear hierarchy, there is no distinction between object parts and insignificant object

protrusions.

This paper offers a new method for using the Blum MAT that does not suffer from these

problems. I argue that objects are an assemblage of solid parts and that form representa-

tions should explicitly separate the substance of each part from the connections between

parts. The method proposed here adds a component to the MAT that describes for every

point on the MAT the degree to which the point embodies object substance as opposed to

object connection. I call this measure the substance value.  The measure easily reveals

the natural distinction between the parts of an object and mere bumps, and it is a continu-

ous measure that reflects the naturally ambiguous part classification found in many ob-

jects. The new method also reduces small boundary perturbations to small substance

changes in the new weighted representation, maintaining a stable form description even

with changes to the boundary.  The new method permits a substance-weighted applica-

tion of the MAT where the MAT pieces that cause instabilities in the tradition Blum rep-

resentation are weighted by small values of this new substance measure.  In this way the

method presented here maintains a stable form description even with changes to the

boundary.
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(a) (b)

Fig. 3.1 Challenges with using the Blum MAT

(a) MAT instabilities: A tiny change in the boundary produces a large change in the MAT.
(b) Part/Protrusion ambiguity: Classifying a protrusion as a bump or separate part can be

ambiguous.

While this chapter describes how to instrument the Blum MAT to separate substance and

connection, I anticipate that these ideas are applicable to the general class of skeletons

and medial form representations.

3.2. Objects are Substance and Connections

Objects in our physical world are solid, tangible entities. They have mass and fill space.

Physical objects are real substance and not mathematical abstractions. Complex objects

are perceived as collections of many solid parts. A boulder is a round-ish blob, and hands

are a blob (the region between the wrist and the fingers) with five elongated protrusions

(the fingers).

For multi-part objects, we perceive not only the substance of each part but also the con-

nections between parts. A hand is a hand not just because it has a palm and five fingers
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but because of the way that the parts are connected. The same five parts can be connected

in ways that are not at all hand-like. Clearly, both the substance information in each part

of an object and the connection information between parts are crucial components of

form description.

Another type of connectivity is also implicit in skeleton methods. If we consider each

part of an object as a series of tiny slices, then each slice is connected to its neighboring

slices to form the continuous substance of the part. This continuity information is usually

built into the representation used for a skeleton; for the piecewise linear boundaries used

in this work, BlumÕs MAT uses line segments and parabolic segments to represent the

skeleton, and the continuity along each of these segments is implicitly defined. The dis-

tinction between continuity along a single part and connections between parts is exploited

in this paper.

Analyzing and computing with form requires access to substance information and con-

nection information. Form researchers want to be able to work explicitly with the sub-

stance information for calculations involving the perceptual properties of an object such

as saliency, and they want to work explicitly with the connection information for ana-

lyzing the decomposition of objects into parts and analyzing the relationships between

parts. Medial form representations naturally include substance information. By repre-

senting objects as ÒmiddleÓ points and the ÒwidthsÓ at those points, medial representa-

tions define an object from itÕs inside outward thus implicitly defining a solid object.

Medial representations also can include connection information. In the same way that we

can trace our own bones to know that our legs are connected to the bottom of our torso,

medial representations can naturally define the connectivity of an object.

While medial representations are natural carriers of substance and connection informa-

tion, many implementations do not harness the full potential of the two components. For

example, medial methods such as SLS [Brady84] and Cores [Pizer87] provide substance

information but have no explicit connection information. Fig.3.2 shows how the Blum

MAT contains both substance and connection information, but they are not easily separa-

ble for creating parts-hierarchies or for form computation. The next section describes
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what it is about the standard approaches to using the Blum MAT that fails to discriminate

between substance and connection, and section 3.4 presents a method that successfully

separates the two form components.

Fig. 3.2 Examples of Medial Points

Examples of medial points with high degree of substance information and with high degree of
connection information. Also shown is a perceptual aperture around the substance points,
showing the aperture within which computations are performed.

3.3. Parts Hierarchies and Form Information in the Blum MAT

In order to solve the problems inherent in the Blum MAT, we must understand their

causes. A complex object with many parts and many bumps generates a MAT with a

complex web of axes. There are far more branching axis segments than the number of

parts in the object, and creating a parts-hierarchy requires deciding which axis branches

correspond to part substance and which to part connections. Previous hierarchy methods

have attempted to impose a binary hierarchy, examining every axis point to determine if

it belongs to an object part, either with its neighbors in a single part or on a new object

part that is different from its neighbors, or if it should be pruned away and ignored as

merely connection information.  Shaked and Bruckstein give a good overview of pruning

methods [Shaked98]. Fig. 3.1a shows how using binary decisions to create parts-
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hierarchies is highly unstable. A small change to the boundary can cause a drastic change

in the topology of the hierarchy, and, with binary classifications, insignificant boundary

bumps can change to significant parts as a consequence of the slightest boundary pertur-

bation.

(a) (b)

Fig. 3.3  Instabilities in Blum MAT-based Part Classification.

Unstable part-hierarchies caused by binary hierarchy decisions. A slight change to the boundary
between the index and middle fingers causes a drastic change to the MAT topology in the middle of
the palm (within the rectangles). The thick lines are examples of ligature (top) and semi-ligature
(bottom).

The instabilities in the Blum MAT are due to the fact that the MAT is not a one-to-one

correspondence.  As Fig. 3.3b shows, a single point on the boundary can generate many

medial axis points. Thus, changing a single boundary point can cause many axis points to

change, creating the instability. These many-to-one axis points were identified by Blum

as semi-ligature and ligature (see Fig. 3.3). August et al. nicely describe the instabilities

caused by ligature [August99]. Their work reveals that some ligature points are purely

connection information and some contain substance information as well. They use a terti-

ary classification based on the geometric heat equation to identify axis points with sub-

stance-like information, and then they cull the ligature that roughly corresponds to what I

call connection information; they propose that the culled ligature are the points that cause
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instabilities. However, their classification still requires explicit decisions to be made at

every point, and in this way they encounter the same problems as a binary part-hierarchy.

Furthermore, some objects have a parts-hierarchy that is naturally ambiguous. Fig. 3.4

shows progressive deformations of an object that starts with one clearly defined bending

part and ends with three clearly defined parts. However, there is no exact point in the de-

formation where the object changes from one part to three. Instead, as the deformation

progresses, the single main part exhibits less and less continuity in its substance and more

and more connection among distinct parts. The actual part classification is perceptually

ambiguous for the middle configurations of the deformation. This example demonstrates

the perceptual continuum from substance to connection that must be addressed in any

part-classification approach.

Fig. 3.4  Ambiguous Part Classification

Part classification that is ambiguous under deformation

Based on this line of reasoning, the creation of perceptual parts-hierarchies can be re-

solved by first extracting explicit substance and connection information from the MAT

and then using these components to create a fuzzy parts-classification that allows for am-

biguity. This allows the inherent form information to be used for parts-classification and



38

form computation. By using these measures of substance and connection, the underlying

instabilities of the MAT are not changed but their effects are eliminated.

3.4. Calculating Substance and Connection

In order to create a natural parts-decomposition, this method defines a measure that sepa-

rates substance and connection components for the Blum MAT. Every axis point will be

considered to have these two components, and a measure between 0 and 1 is calculated

for each. Neighboring axis points that have a substance component that is much greater

than their connection component are continuous points on the same part of the object.

Axis points with a high connection component and low substance component are con-

nection points that separate different parts of the object. Axis points with similar sub-

stance and connection measures represent regions of the object that are perceived to have

an ambiguous part classification.

In this work, the two components are defined to be directly related; if ω is the connection

measure, then substance measure ψ is 1 Ð ω. In this way every point in the object is a

blend of substance and connections, and the degree of each component can be repre-

sented with a single value. In the remainder of this section, I will develop the calculation

for the connection measure ω, but I will refer to both the substance and the connection

components of an object.  The end result will be a new component added to the Blum

MAT representation.  Instead of every medial point having just location and scale com-

ponents, (x, y, σ), every point will be a 4-tuple, (x, y, σ, ψ).

As described in Chapter 4, perceptually based form calculations at a medial point should

be integrated over an aperture centered at that point. This idea captures the effects of the

receptive fields in our visual systems that operate at a scale that depends on the medial

width of the object at the point of interest [Burbeck96] [Kovacs94]. According to this

model, the size of the aperture is directly related to the radius of the maximal circle at the

medial point, and calculations within the aperture are weighted with a Gaussian fall-off to

give points closer to the center point a higher influence than more distal points. All cal-
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culations to produce the connection measures for medial points are integrated over and

performed within such an aperture. Fig. 3.2 shows a perceptual aperture with RMS width

that is equal to width of the maximal circle around a medial point.

The key to calculating the connection measure for the Blum MAT is noticing that

branches are the crucial points in determining the connection and substance components

of an object. A single axis representing a simple object would be fully substance with no

connection information. This reflects the intra-part continuity along the axis; there are no

other connected parts and thus there is no connection information. However, when there

is a branch point with three incident axes, we must face the question: Òwhich two axes

combine to form the Ômain bodyÕ of the object, and which remaining axis reflects a bump

on the object or an entirely new part?Ó Or, in other words, Òwhat are the connection and

the substance components of the axes around this branch point?Ó

Any answer to this question must reflect the notion that our visual systems will tend to

follow the main medial path of an object while ignoring less significant off-shoots. This

continuity of a visual path is determined by many factors; two of the most important

factors are the continuity of the direction of the medial axes and the continuity of scale

along the axes. In this work, visual conductance is developed as a measure of how likely

any two of the axes at a branch point will be perceived as the single, main perceptual

path. In the remainder of this section, the properties required for useful perceptual met-

rics such as visual conductance are presented, and then functions, sometimes ad-hoc

ones, are offered that satisfy these properties.

3.4.1. Visual Conductance

To measure the likelihood that we will perceptually connect two axes at a branch point,

visual conductance is defined to be a relative measure that compares, at a branch point,

each pair of the branchÕs axes. When one pair has a high conductance while the other two

pairs are low, the first pair is perceived as the main visual path through the branch, and

therefore that path is perceived as mostly substance while the third axis is perceived as

mostly connection information. When two or all three pairs have similar values of visual

conductance through the branch point, there is perceptual ambiguity about which
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branches are the main visual path, and therefore all branches may reflect a significant

amount of both substance and connection information.

Visual conductance should capture the visual continuity provided by the continuity of

direction along two branching axes, and it should capture the visual continuity provided

by similar medial widths across the medial axes. In order to calculate visual continuity

through a branch according to these notions, a Òvisual vectorÓ is first calculated for each

axis emanating from the branch (see Fig. 3.5), and then these vectors are compared to

produce the visual conductance measures at the branch. Visual conductance of any axis

pair through a branch point is defined to be a value between 0.0 and 1.0, and the conduc-

tance at all non-branch points is defined to be 1.0. The following develops further this

conductance measure for axis pairs through branch points.

Fig. 3.5  Visual Vectors and Visual Conductance

(a) Hand object with its Blum MAT and visual vectors at the branch where the middle fingerÕs
axis joins the other axes. Longer vectors represent greater accumulated visual scale in that
direction.

(b) Visual conductance values for each pair of axes represented by the visual vectors in (a)

The visual vector for an axis emanating from a branch point is defined to be a weighted

directional average of the tangent of the medial axes Ai starting at the branch point and

following that branch axis outward through any neighboring branches. To be consistent

with the scale-based medial view, this directional average is weighted by the width σ(s)

of every axis point s on the averaged path. In this work, the medial width σ(s) is defined
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to be the Blum MAT medial radius R, that is, the radius of the maximal disk centered at

the medial point s. The final magnitude of the vector reflects the accumulated scale of the

object along the vector. The calculation is performed within a perceptual aperture of ra-

dius σ(sb) around the initial branch point b, and closer axis points are given a higher in-

fluence than more distant ones using a Gaussian fall-off G(s) with standard deviation

σ(sb). Finally, since the scale of all axis points around a branch point are nearly the same

(and are exactly equal at the branch point), a term Φ(s) is added to lessen the influence of

axis points very close to the branch.

For a generic branch point with three intersecting axes, there is a visual vector associated

with each of the three axes. In summary, each vector includes in its calculation all the

axes that can be reached by traversing the MAT, starting along axis Ai and emanating

away from the branch point b, traveling along the axes in a depth-first manner up to a

distance of σ(sb).

To incorporate all of these requirements, the visual vector v  along axis Ai emanating

from branch point b is defined as follows. Here, the functions are parameterized as the

arc-length distance from branch point b.
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With visual vectors defined for each axis emanating from a branch, the vectors can then

be analyzed in pairs to determine the visual conductance between each pair of branch
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axes. Our perceptual systems use a combination of factors to determine how we perceive

an object at its medial branching points. Visually, we will tend to follow along medial

axes that provide a straight path rather than a curved path; at the same time will tend to

follow axes that have the most similar scales. For a branch point b, the visual conduc-

tance measure incorporates these phenomena; visual conductance C between branching

axes Ai and Aj at branch b is defined as follows.
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The first term captures the continuity of direction using the dot product function, and the

value is squared as an ad-hoc means to emphasize the continuity along straight paths and

decrease continuity when the path bends. The second term captures the continuity of

scale by comparing the magnitude of the two branches under consideration and then

keeping the comparison value less than one.

There are three measurements C A Ab
continuity

i j,( )  for every generic branch point, with one

for each pair of the three branching axes. If I had been required to deal with the non-

generic case of more than three axes meeting at a branch point, I could have handled that

by dividing the branch into two or more very nearby generic branches.

To use this measure, the visual conductances for each pair of axes at a branch point are

compared. The two axes that have the highest conductance are chosen as the Òmain visual

pathÓ, and their conductance is scaled to be 1. The conductance of the other pairs are then

scaled by the same amount to maintain their relative magnitudes but to have a value less

than or equal to 1. In this way, the main visual path through a branch point fully Òcon-

ductsÓ perceptually while other paths with conductances less than 1 ÒattenuateÓ visual

flow.

For example, in Fig. 3.5, the conductance between the left-most and right-most vectors is

the highest, so it is scaled to be equal to 1.  The conductance between the left-most and

middle vector and the conductance between the right-most and the middle vector are both
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scaled by the same amount.  As Fig. 3.5 shows, while there is full visual conductance

between the axes represented by the left-most and right-most vectors, the conductance is

attenuated between each of those axes and the axis represented by the middle vector.

(a)

(b) (c)

Fig. 3.6  Part-end Adjustment to Visual Conductance

(a) Rounded-end object with its Blum MAT.
(b) Substance measure of an object with only continuity component of visual conductance.

Height at each medial point is the substance measure at that point.
(c) Substance measure with endness adjustment added to visual conductance in order to

capture the visual effects at the tip of a part.

3.4.2. Part-end Adjustment

While this formulation for visual conductance applies to general branch points, it fails

when an object part ends in a curved tip (see Fig. 3.6). The MAT in these regions consists

of a large scale axis segment branching into segments with much smaller scales. As de-

fined so far, visual conductance would recognize the small scale segments at such
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branches as most similar in scale and connect them as the main visual path unless they

meet at a very sharp angle. Clearly, this is not perceptually correct. Visually, at such a

branch point the large scale segment appears to connect with one of the small scale ones

to become the main visual path through the branch, and the remaining segment is seen as

a connecting bump.

In order to implement this, I leverage the understanding in human vision that ends of ob-

ject parts are identified by end-stopped cells independently from the identification of

other features [Orban79a] [Orban79b]. In this work, an endness factor is calculated sepa-

rately for each axis at every branch point. Endness measures the discontinuity in scale

between one axis and its other two branch axes; in other words, the endness factor repre-

sents how much larger in scale each axis is compared to the other two neighboring axes.

The largest endness factor of the three axes becomes endnessb, the degree to which the

branch point b will be perceived as an ending of an object part.

Endness is used in formulating visual conductance to signal branch points in which an

axis with a high degree of endness should be kept as part of the main visual path through

the branch even when the previous conductance calculation indicates that it should not

be. When this is the case, the large scale axis is combined with one of the other two

smaller scale axes to form the visual path, and is given an endness-conductance Cb
endness

that is equal to 1. Then the remaining axis is considered an off-shoot of that path and is

given endness-conductances that are calculated and scaled as in the non-endness case.

If the degree of endness is very low at a branch, the visual conductances at the branch

should not be changed by the endness calculations; if endness is very high, the branchÕs

conductances should become these alternative end-condition conductances. For cases in

between where there is perceptual ambiguity about whether a part is ending at that medial

point, the visual conductance should be a blended combination of the two conductance

values.

The endness measure and final visual conductance are calculated at branch point b, fol-

lowing the path between branch axes Ai and Aj, as follows. The new variables and pa-

rameters are described in the next paragraph.
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Recall that the endness adjustment is intended to modify the visual conductances at the

MAT branches at an end of a part. The initial factor λ is used to detect the part-end situa-

tion by comparing branch-axis scales at a branch to determine the greatest mismatch. The

ad-hoc formulation for the final endnessb factor is designed to create a high threshold that

the end condition must meet before it influences visual conductance. The values of p and

n are used to adjust this threshold, with p typically set to 4 and n typically set to 2. When

a part-end situation is indicated by a non-zero value of the endness measure, the alterna-

tive visual conductance Cb
endness, which is always 1.0, is factored in to the total visual

conductance between two branch axes.

In addition to the endness adjustment, the measures developed here must also account for

multiple branches, as developed in Section 3.4.3.  For a simple object with a single

branch, if a point lies close to the branch and is on the main visual path through the

branch, then that point has a high substance component. Similarly, if the point lies on an

axis whose conductance to the other two axes is much less than the conductance of the

main path, then that point has a high connection component. However, this classification

fails when multiple branches are close together. Each branch point may influence the

substance/connection classification of neighboring axis points. For example, in Fig. 3.7c

the axes labeled A2 and A4 around branch b2 would have a substance measure of 1 if b2

were the only branch in the object. However, because of b2Õs proximity to branch b1, A2

and A4 are low in substance and are mostly connection information as shown in Fig 3.7b.

When many branches are close together, each branch casts a shadow of influence around

itself that affects the calculation of nearby connection measures.
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3.4.3. Connection Shadows

Since the receptive fields in our visual systems process visual input from a region of an

object and not at a single point, there may be many medial branches within this aperture

of viewing, and each branch can affect the determination of connection and substance

components at the focal point. A branch that is close to the point of interest may indicate

that the point is on a high conductance visual path, but a branch farther upstream may

indicate a much lower conductance path at the same point. More branch points may each

indicate a different conductance along the pointÕs path. To combine the effects of many

branch points, there needs to be a way to propagate the influence of a branch through

other branches and combine the many influences into a single measure. At the same time,

any solution to this problem must insulate the main visual paths through an object from

branches that are on a path with low visual conductance to a main path. The solution pre-

sented in this work is to allow branch points to cast a shadow that covers the local region

around the branch. These connection shadows propagate the substance-attenuating effect

of their branch, where this attenuation results in increased connection measure (and re-

duced substance measure) at the points their shadow affects. The large circle in Fig. 3.7c

illustrates a shadow at branch b2, and the following paragraphs describe how the attenua-

tion is calculated.

To implement connection shadows, the attenuating effect cast by a branch along one of

its branch axes is 1 minus the largest of the conductances of that axis connecting with any

of the other branch axes. In this way, a branch will cast a highly attenuating shadow

along its branch axes that are not on a main visual path, and it will cast no attenuation

along its main visual axes. For the example in Fig. 3.7, axis A3 has low conductance with

both A2 and A4, so the shadow from b2 creates a high connection measure on A3. At the

same time, since the conductance between A2 and A4 is 1, there is no substance attenua-

tion cast along those axes by b2. The shadow is adjusted by a fall-off from the branch

point casting the shadow, with the aperture of the fall-off determined by the scale at the

branch point. This provides a high shadowing effect within most of the shadow with a

rapid fall-off at the edges of the shadow.
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(a) (b)

(c)

Fig. 3.7  Connection Shadow

(a) Object with its Blum MAT.
(b) The substance measure of the object.
(c) A blow-up of the highlighted region from (a) showing a connection shadow and the

axes that it covers. See the text for more details.

The connection shadow is calculated as follows, where n is a parameter used to adjust the

rate of fall-off from the branch.

If s is a point on axis Ai, where Ai ends at branch points b1 and b2, and bj of Ai has

neighboring axes Aj,1 and Aj,2, then the shadow from a branch point b cast on an

axis point s that lies on axis Ai is
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This value is clamped to zero if the result becomes negative.

Following the principle that our visual processing occurs within an aperture and not at a

single point, connection shadows are propagated out from a branch along each branch

axis. A high value for the shadow, indicating high connection and low substance compo-

nents, will flow along the axis and along all branching axes downstream from the initial

branch point. This in effect casts a shadow along those axes, and the shadow is used to

determine the connection measure at points along the axes that it covers. With this con-

struction, a branchÕs effect is felt by all points within its shadow even when separated by

other branches.

However, as a connection shadow flows through other branch points its effect should be

attenuated by every branch that it flows through. This can be understood by remembering

that visually there are the main medial paths through an object and there are sub-parts

that branch from the main paths. These sub-parts are separated from the main parts by

axes with a high connection measure, and the medial configuration of the sub-parts have

little visual impact on the main part. For example, in Fig. 3.7c, point s1 is on the main

visual path of the object and its substance measure should not be attenuated by the

shadow shown that is cast from b2. In general, every branch propagates a shadow ac-

cording to the conductance of the path the shadow follows through the branch. In this

way, branches that are located on a path that is already highly connection information

will not cast influence on neighboring branches that are on the main visual path attached

to the connection path. In other words, main visual paths through a branch are insulated

from connection shadows on attached low conductance paths.

In order to compute shadow propagation, the accumulated conductance Vi,b between a

branch point b and a point s on axis Ai must be determined. This is the product of con-

ductances encountered through each branch point on a path starting at branch point b and
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traversing the medial axes to reach axis Ai. These conductances potentially attenuate the

effects of branch point bÕs shadow on the points on a distant axis.

Accumulated conductance Vi,b is computed as follows.

{pi,b,m} for a fixed axis Ai and branch point b is the sequential ordered list of

branch points numbered 1..mmax on the path from axis Ai to branch point b.

{ki,b,m} is the sequential ordered list of axes numbered 1..mmax on the path from

axis Ai to branch point b that is associated with {pi,b,m}.

The accumulated conductance Vi,b between a point on axis Ai and a branch point b

through the path of branch points {pi,b,m } and axes {ki,b,m} is the product of con-

ductances encountered at each of the mmax branch points along the path,

V C k ki b m i b n i b n
m

, , , , ,,= ( )+∏ 1

Finally, the shadowing effect of a single branch point b onto a point s on axis Ai is the

attenuation of the connection shadow multiplied by the accumulated conductance be-

tween the point and the axis: V S si b i b, , ( ).

Combining all of these developments, the final measure ω(s) of the connection compo-

nent (and the related substance measure ψ(s)) at every point on a Blum medial axis is the

combined effects of all branch points b on the point of interest, s. While all branch points

are considered, only those whose shadow overlaps the point of interest will have any ef-

fect on s. This is defined as follows, with a summary of the terms involved.

Substance measure :   =

Connection measure :  

ψ ω

ω

( )

, ,

s s

s V S si b i b
b

1 − ( )
( ) = ( )∑

Accumulated conductance :  V C k ki b m i b n i b n
m

, , , , ,,= ( )+∏ 1
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{pi,b,m} for a fixed axis Ai and branch point b is the sequential ordered
list of branch points numbered 1..mmax on the path from axis Ai to
branch point b.

{ki,b,m} is the sequential ordered list of axes numbered 1..mmax on the
path from axis Ai to branch point b that is associated with {pi,b,m}.

The accumulated conductance Vi,b between a point on axis Ai and a

branch point b through the path of branch points {pi,b,m } and axes

{ki,b,m} is the product of conductances encountered at each of the mmax

branch points along the path.

Connection 
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This is the connection shadow cast by branch point b on a point s on

axis Ai, where Ai ends at branch points b1 and b2, and bj of Ai has

neighboring axes Aj,1 and Aj,2.
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The endness measure and final visual conductance are calculated at

branch point b, following the path between branch axes Ai and Aj.
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In the example given in Fig. 3.7c, the shadow cast from b1 has no effect on s1 because A1

and A5 constitute the main pathway through b1. The shadow does cast its attenuation on

s2, and this is propagated to s3. The shadow is blocked by b2 from affecting s4 because A2

and A4 constitute the main path through that branch. The shadow cast from b2 has no ef-

fect on s2 or s4 because they are on the mail pathway through b2, and there is no effect on

s1 because it is on the main visual path from A2 to A1. The shadow from b2 does cast its

full attenuating effect on s3. Summing all of these effects produces no substance attenua-

tion at s1, but much attenuation at s2, s3, and s4. The results are seen in Fig. 3.7b, showing

the final substance measure ψ(s) for the object.  This measure is added to the Blum MAT

representation, giving a value ψ at every medial point and leading to an augmented repre-

sentation (x, y, σ, ψ) at every medial point.

The Blum MAT produces O(n) axes for n lines on a polygonal boundary.  This means

that the calculation of the substance measure is an O(n2) process.  A first pass over all

branches is required to compute the visual vectors, visual conductances and connection

shadows.  In a second pass over all the axes, the substance measure is actually computed.

3.5. Results

Figs. 3.8, 3.9 and 3.10 show the substance measure of several objects. The medial points

with a high substance measure correspond to the parts of the objects. Points where the

substance measure is low correspond to axes that serve mainly to connect the object
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parts. Points where the substance measure is between 0.0 and 1.0 reflect regions of the

object where a parts-classification is perceptually ambiguous.

These results show how extraneous axes are removed and an objectÕs parts are naturally

extracted. In the cat example, the most salient parts of the cat are signaled by the visual

path that runs from the head through the body and down to the end of the tail. The ears

and front paws are clearly distinct perceptual parts with the connecting axes exhibiting

very low substance measure (and therefore a high connection measure). In a similar man-

ner, the lizardÕs legs are perceptually distinct from its body, and the stem of the leaf is

distinct from the body of the leaf.

The examples also demonstrate how perceptual ambiguity about an objectÕs parts is re-

flected in the substance measure. The five points of the maple leaf have no clear hierar-

chy of parts, and substance measures in the region reflect this. Here, the branching axes

reflect the medial axis filling a region of similar saliency rather than connecting parts.

The object with protrusions in Fig. 3.10 shows how the substance measure captures a

broad range of perceptual ambiguity. Some protrusions are clearly separate parts while

others have some tendency to been seen as an extension of the main object. The bottom-

most protrusions demonstrate this; the lower-right one is clearly an independent part, a

property highlighted by the high connection measure of its connecting axis. On the other

hand, the lower-left protrusion can be perceived as an extension of the central body, and

the lower-middle one can be perceived as an extension of the upper-left protrusion. Per-

ceptually there is no clear hierarchy in this region, and the substance and connection

measures reflect this.

A subtle effect of performing perceptual calculations within a local aperture can be seen

in the object with protrusions example of Fig. 3.10, with the right-most protrusion and

the smaller one underneath it. While the larger, right-most protrusion can be perceived

clearly as being a more salient part in a global sense, at the medial junction of the parts

there is no clear part hierarchy. Within the local region around those branch points, this

can be seen to be valid. The substance and connection measures are not intended to be

used directly for high-level global object interpretation.
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Fig. 3.9 shows a protruding part of an object and two deformed versions created with tiny

perturbations to the objectÕs boundary. The MAT is significantly different in each of the

three versions; yet the substance measures remain very similar. Only the most distal

edges of the MAT pieces created by deforming the object show any change in substance.

This example demonstrates how the substance-weighted MAT reflects only the minor

changes to the boundary even when the underlying MAT shows drastic instabilities.

Finally, Fig. 3.10 shows how the adjustment for ends of figures works and where it fails.

At the tip of each protrusion, only one of the small-scale branches remains and it is con-

nected to the main visual path that passes through the MAT to the tip; the other small

scale branches are identified as connection information with only their very ends possibly

showing any substance. However, Fig. 3.10b shows where the ad-hoc endness function is

applied in a way that generates a substance measure that has no perceptual basis. This

object reflects the case of a large-scale body of an object with the two small wings off of

one end. Clearly, both of the wings are separate parts and neither is a continuation of the

main body. In this implementation, however, two of the axes at a branch are always con-

nected and given a visual conductance of 1.0. While this choice was suitable for using

these ideas to develop a visual saliency measure and an associated object simplification

algorithm (see Chapters 4 & 5), it probably will not support other perceptual analysis. For

such work, the previous endness function could still be used to identify MAT points

where an adjustment should be applied and a new adjustment created that does not con-

nect any axes at that point. Alternatively, a new endness function also could be developed

for these cases.
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(a) Cat

(b) Maple Leaf
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(c) Lizard

Fig. 3.8 Substance Metric Results

The MAT weighted by the substance measure of various objects. Substance measure is the
height of each medial point.
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(a)

(b)

(c)

Fig. 3.9  Stability of Substance Metric

(a) The MAT and substance-weighted MAT of an objectÕs protrusion. (b) and (c) Two de-
formed versions of the object, showing significantly different MATs but very similar sub-
stance-weighted MATs.
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(a) Object with protrusions

(b) Limitation of endness measure

Fig. 3.10 Ambiguity in Substance Metric and a Limitation

Objects and their substance-weighted MATs. (a) The protrusions show how perceptual uncer-
tainty about the part hierarchy is reflected in the substance measure. (b) This example shows
how the implementation of the endness adjustment gives unintuitive results.
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3.6. Conclusions

This paper describes a method for instrumenting the Blum MAT to perform perceptual

part-decompositions of objects and to support stable and robust form calculations. The

method considers objects to be a collection of solid parts and a set of connections among

those parts. A measure is created at every point on the medial axes to grade the amount of

substance information at each medial point and the amount of connection information.

This measure is then used to decompose the object into a set of perceptually defined

parts. A key aspect of this classification is that this metric gives a fuzzy measure of Òpart-

nessÓ, and the parts of an object are not forced into a binary classification scheme.

Using the substance measure and complementary measure of connection as well as the

resulting fuzzy classification of parts, form calculations remain stable under MAT insta-

bilities caused by continuously deforming boundaries. This stability has been demon-

strated by extensive tests and is detailed in Chapter 5.  Even when drastic changes to the

MAT result from tiny changes to the boundary, these instabilities are confined to the

connection component of the object and the substance-weighted MAT shows only the

small deformation. In this way, form analysis can track the minor boundary changes and

remain immune to the sensitivities of the underlying MAT.



CHAPTER 4 MEDIALLY BASED FORM SALIENCY METRICS2

4.1. Visual Saliency Measures

When we perceive objects, we perceive the inherent properties that define them. There

are many ideas and theories on what properties define form and what properties our

brains actually perceive. One little studied notion is the relative contribution of different

form properties to an objectÕs overall saliency. What makes one object more prominent

or noticeable than another? What makes one part of an object stand out more than an-

other? This paper develops a theoretical foundation for the important components of a

saliency measure and introduces a measure to quantify saliency for relative comparisons

among objects.

Saliency metrics can fall roughly into two classes: form saliency and image saliency.

Form captures an objectÕs geometric configuration, representing properties such as size,

symmetry, elongation and the spatial relationship among regions on an object. Form sali-

ency measures visual importance with metrics that are derived from geometric attributes.

Image saliency, on the other hand, measures visual importance using non-geometric at-

tributes, such as intensity, color, lighting and shadows. Image saliency is derived from

these attributes or from image-based techniques such as Fourier analysis. Form saliency

measures were chosen for this work to support the objective of an object simplification

method driven by form-perception.

                                                  

2 This chapter will be submitted for publication as Medial Measurement of Shape Saliency, by Robert A. Katz and

Stephen M. Pizer. In order to provide a self-contained description of the material, this chapter has not been edited to

remove redundancies with other chapters.
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4.2. Purpose of This Work

The purpose of this work is to develop a perceptually sound basis for a practical and use-

ful form saliency metric. This is intended to be a theoretical study to produce a metric

based on perceptual theories and studies. Although thorough testing remains to be done,

the ideas in this chapter have been demonstrated in an object simplification algorithm for

computer graphics.

In this work, a saliency metric is developed to support the process of object simplifica-

tion. An active and pertinent area of research in computer graphics is the problem of sim-

plifying object models to render them more quickly while still maintaining as much vis-

ual fidelity as possible compared to the original, unsimplified model. Saliency metrics

support the approach of simplifying objects at points that are least important visually.

Such metrics can indicate how much the overall perception of an object will change if the

object is simplified at a given point. Also needed in such an approach to object simplifi-

cation is a global saliency measure that can be used to create simplified models that

maintain important perceptual characteristics of the original. The overall goal of the pro-

ject is to explore what new techniques and results follow from a perceptually principled

approach to object simplification.

In addition to focusing the scope of this work on a few properties of form perception, this

work is further limited to 2D objects. All of our visual processing is applied to 2D retinal

images, and any 3D form information is derived from 2D cues in the image. Further, with

the driving goal of this work to develop new algorithms for computer graphics where

polygonal models dominate, the sample objects in this work are polygonal as well.

Finally, this work concentrates on saliency in preattentive perception. Objects that are

visible in a scene without our attention focused on them are said to be preattentively

processed. In the attentive processing stage, more complex form perception occurs such

as recognizing, analyzing and evaluating objects.  Attentive processing is highly context-

dependent; the task a user is performing strongly affects attentive perception [Bruce96].

To explore the basic attributes of form-based saliency, high-level context-driven percep-

tion is avoided here.
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The next section of this chapter discusses key attributes of form saliency.  It argues that

scale is an important part of any form saliency measure, and it presents the idea of figures

as the basic primitives for form.  Section 4.4 develops a saliency metric based on these

properties.  Among these is a measure of visual complexity that is both a component of

the saliency metric as well as an important measure itself.  Then results of the saliency

and complexity metrics are shown and discussed.

4.3. Components of Form Saliency

I argue in this section that three of the fundamental aspects of form perception are aper-

ture-based scale, relationship distances and bilateral relationships. Furthermore, when

these are combined they produce figures, the basic building blocks of objects. This sec-

tion describes each of these ideas and ends with a discussion of figural properties that are

important to form saliency.

4.3.1. Aperture-based Scale

As Koenderink eloquently describes, all visual operations are performed over an aperture

of finite size [Koenderink84]. While mathematics can describe the world with infinite

precision and with an infinitely small aperture, all practical visual systems must account

for an aperture of finite size. The size of the aperture over which visual operations are

performed is commonly called the scale of the operation. A second, distinct notion of

scale is described below. Large apertures give coarsely detailed, larger-scale images.

Small apertures give finely detailed, small-scale images. The same scene viewed with

differently scaled apertures may appear very differently.

At any scale, an image is clarified and more detailed compared to the same scene at a

larger scale. If we treat aperture size as an independent parameter that can be infinitely

varied, we must attach a scale component to any measurement that is made through that

aperture. We no longer think of location (x, y) of an object; we must think of location at a

given scale σ, or (x, y, σ). At small scales, objects are detailed. At larger scales objects

are seen in a summarized manner which may have significantly different properties than

the fully detailed objects. Adding this scale component to our familiar Cartesian coordi-
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nates gives us a scale-space. Scale-spaces are distinguished by the operators that are ap-

plied to image features to create the larger scale representations.

The multi-scale nature of our perception is more than a conceptual model; it is created in

the ÒwiringÓ of our visual systems. The receptive fields of the retina are patches of

neighboring retinal photoreceptors, and the signals from the photoreceptors are grouped

together as they are passed to the visual cortex. Each photoreceptor feeds many receptive

fields, creating receptive fields of many sizes and fields that cover the entire retinal im-

age [Bruce96]. The visual cortex performs its processing on these receptive fields, and

the different size fields that contain the same scene elements lead to visual processing at

different scales.

Young and Koenderink showed how this neurophysiological response could be modeled

with linear combinations of offset Gaussians [Young86] [Young87][Koenderink90]. This

suggests that the human visual system operates over a scale space that has a Gaussian-

like blurring filter, where the size of the Gaussian kernel is directly proportional to the

size of the aperture.

4.3.2. Relationship-distance Scale

The second notion of scale reveals itself when we relate multiple entities on an object or

across objects. These entities may be points on the boundary, a protruding figure and its

parent figure, a medial point and a boundary point, two separate objects, and so on. When

relating such entities, the units for measuring distance between them must be determined.

This is the second notion of scale. It can be thought of as the spacing of our visual ruler;

is the distance measured in meters, inches or maybe some parameter of the object?

For example, consider Fig. 4.1a, where the two points can be thought to be two units

apart, four units apart, or eight units apart. The same entities can have different distance

measurements depending on the scale used to perform the measurement. The choice of

scale can be based on many factors such as the entities being related or the context of the

problem being solved.
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a) c)

b) d)

Fig. 4.1 Scale in Visual Perception

(a) Two points with distance measured in different units. (b) Same two points with distance
measured in width-based units. (c) Two points with distance measured with varying width-based
units. Gradual change in widths implies points are on same part of the object. (d) Same two
points as in (c) but on separate object parts as distinguished by rapid change in width

A natural method for setting the scale of inter-relationship distances is to use an aperture-

based ruler. The natural aperture size we use to view a car body is much larger than that

to view a wheel, and that aperture is much larger than the natural one to view a lug nut. A

scale-based ruler for distance measurements is based on the aperture size of the object at

the points being related. Fig. 4.1b shows the same two points as in Fig. 4.1a with a width-
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based aperture of radius R/2. With this aperture, the points are two units of R apart. In

this way, relationship-distance scale is proportional to aperture size.

There are strong computational reasons for aperture-based distance measurements. In the

process of understanding a stream of visual input, relationships are created among enti-

ties. For every relationship, we start with one entity and seek out a matching entity. This

search spans all locations in all dimensions to find a match. A search that was always

performed at the smallest possible scale would require that a combinatorially large num-

ber of location pairs be searched when attempting to create a relationship. The process

would, at best, be inefficient and place extreme demands on the visual processing system.

At worst, it would make intractable the creation of some simple relationships.

When performing the search for related entities with an aperture, features are sensed with

a spatial tolerance on the order of the aperture width. Search steps are in units of the tol-

erance, giving all the accuracy in relationship distance measurements that is possible at

that scale. This allows a wide range of relationships to be made with a limited amount of

visual processing. In other words, processing requirements can be considered to be pro-

portional to the number of aperture-widths that need to be processed or to the square of

that number.

There is psychophysical evidence for aperture-based distance measurements. [Shipley92]

found that perceived boundary clarity of a square defined by four 3/4 disks forming the

corners of a square remained constant under varying lengths of specified edges and

length of gaps in boundary (non-specified edges) when the ratio of specified length to

total length remained constant. This can also be interpreted as aperture-based distance

measures; when the aperture is scaled relative to total edge length, the gap is perceived as

the same number of units long.

Combining the notion of aperture-based scale with the scale of relationship distances al-

lows entities with different aperture widths to be related. Fig. 4.1c shows two points

within a narrowing object. While the distance between these points, when measured by

aperture widths, can be perceived as greater than the distance in Fig. 4.1b, the two points

are still closely related. The points can be considered local to each other since they are
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local in the left-most pointÕs frame of reference and the scale changes rather slowly as it

progresses to the right-most point.

The same two points in Fig. 4.1d have a very different scale-based relationship. The two

points are separated by the same Euclidean distance as in 4.1c, but there is a very rapid

change in scale along the medial line connecting the points. The locality of the left-most

point does not extend to the right-most one. This leads to our perception that the points

are on different parts of the object instead of the same part as in 4.1c. Also, we perceive

the right-most point to be on a part that protrudes from the larger scale ÒparentÓ region on

the left.

One result of the multi-scale processing in preattentive perception is that the perception

of an object's form at a given point is determined only by the local region surrounding

that point, not by distant features of the object. The perception of our nose's form is not

influenced directly by our shoulders, although it may be affected by the form of our eye

sockets or our cheek bones. Since all visual operations are done in a scale-space, the size

of the local region is determined by the scale of the operation. The perception of our

headÕs form may be influenced by our shoulders, since the head is a larger-scale feature

than our nose and thus is influenced by a proportionately larger region around it.

4.3.3. Bilateral Relationships

Another critical component of form saliency is the relationship of points on opposing

sides of an object. These points can be thought of as being reflections of each other

through a point centered in the object. In other words, every point on an object has a bi-

lateral relationship with a point on the opposite boundary, and these two points are re-

lated through a point in the middle of the object. The two related boundary points are

called involutes.

[Blum67] first introduced this idea with his Medial Axis Transform. As Blum and many

others have described [Brady84] [Leyton88] [Sz�kely96], bilateral relationships are con-

veniently represented with a medial object representation that consists of the middle
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points of an object and the width of the object at each middle point. This creates a skele-

ton of the object in the same spirit as an animal skeleton, with the addition of knowing

how much flesh is affixed at each point on the skeleton. Except for a few isolated special

points, every skeleton point corresponds to two involutes: the opposing boundary points.

This describes an object from the inside out, and it offers the advantage of representing

the substance of the object and not merely the boundary. Many people have harnessed

this representational advantage in computations involving form [Ogniewicz92]

[Sz�kely92].

Beyond the computational advantages of bilateral form relationships and their medial

representations, there is evidence that our visual systems process these relationships di-

rectly and use this information to perceive form at a basic level. [Lee95] presents

physiological evidence of neurons that respond to bilateral stimulus when the associated

medial location falls within the neuronsÕ receptive field. There is also psychophysical

evidence for the importance of medial sensitivity in our perception. [Frome72] performed

a study with subjects aligning forms to reference lines. Ellipses and curved ellipsoids

were used as forms, and the study tested whether the length of the ellipseÕs major axis or

the length of the ellipseÕs medial axis best matched the reference line. The study found

that alignment accuracy correlated significantly better with medial axis length than with

major axis length. In [Psotka78] , subjects were asked to place a single dot inside out-

lined objects, choosing a location that best represents the object. The positions chosen

fell on the medial axes of the object. [Vos93] found a similar tendency to chose a cen-

tered point to represent objects. Finally, [Kovacs94] found that when measuring contrast

sensitivity for a target enclosed by a boundary, maximal sensitivity is along the bound-

aryÕs medial axis.

[Burbeck97] performed a study testing orientation discrimination of rectangular objects

with sinusoidally modulated long edges, with the modulation adjusted in both amplitude

and phase. Strong evidence was found for the importance of across-object relationships

in determining perceived orientation. A similar conclusion can be drawn from the work

of [Kovacs93]. They found that detection of fragmented contours composed of Gabor

patches is greatly enhanced when the patches form a closed contour, thus providing two
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opposing boundaries. Further, detection of a target probe is enhanced when it is located

inside a closed circle.

4.3.4. Scale-based Bilateral Relationships

Beyond the importance of scale and bilateral relationships as independent aspects of form

perception, there is growing evidence that the relationship of medial involutes is deeply

related to scale. Opposite points are related at a scale that is proportional to the medial

width that separates them. Burbeck and Pizer capture this in their theory of Cores [Bur-

beck95]. Cores are loci of medialness that link opposing boundary points that are sensed

through an aperture. Since the size of the aperture used to determine involutes is propor-

tional to the scale at their medial locus, the width of a Core determines the accuracy of its

boundary measurement. Thus, when Cores are created, their boundaries are not exact;

rather, the boundary is known to lie within a bounded region. In [Burbeck96], when sub-

jects were asked to bisect rectangles with two long sinusoidally modulated sides, the per-

ceived center points were determined by the relationship of their corresponding boundary

points. Moreover, the effect of the edge modulation corresponded with the object width,

strongly suggesting that same mechanism determines both the location of the perceived

center as well as its standard deviation.

There is other evidence in the literature for the approximate proportionality between ap-

erture size and the ruler used to determine bilateral relationships. In [Vos93], where the

point that subjects chose to represent an object tracked the objectÕs center of gravity, they

also found that the standard deviation of the chosen point versus the actual center of

gravity grew in proportion to the width of the object. [Kovacs98] describes a multi-scale

medial representation that is similar to medial-axis type representations but uses a small

set of medial points that each represent a maximal amount of boundary information; they

found that their model predicted the results of several contrast sensitivity studies.

4.3.5. Figures

A crucial step in our perception of form is the segmentation and decomposition of objects

into simpler parts. Intuitively, these parts can be thought of as a simple object or a protru-
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sion from or indentation into another part. [Biederman87] proposed a set of geometrically

simple components as the basic parts of an object. Each of his components can be seen as

a configuration with a simple medial axis. [Hoffman84] proposes that our visual systems

decompose objects into parts at boundary points that are concave as viewed from the in-

side of the object and are a curvature maximum, and [Braunstein89] confirms this in a

psychophysical study. These geometric properties hold at the ends of parts, i.e., what we

define below as figures.  [Wolfe94] and [Wolfe97] show that part-decomposition hap-

pens preattentively.

The three aspects of form perception discussed above, aperture-based scale, the scale of

relationship distances, and bilateral relationships, can be combined to describe our visual

systemÕs ability to perceive figures, the basic building blocks of form. A figure can be

thought of as the part of an object represented by a single medial axis, independent of

other protrusions and indentations.  Each protrusion or indentation is a separate figure,

where the term figure is defined as either a whole object or the main object part of a pro-

trusion or indentation in another figure.

[Siddiqi96] reaches a similar conclusion. They decompose limb-based parts where there

is a pair of negative curvature minima with Ògood continuationÓ connecting those bound-

ary points through the limb, and they also define neck-based parts at narrowings in the

object. This theory is supported with a series of experiments that found perceived parts

do correspond to the parts of this model. While they do not describe their work in terms

of a medial model, the effects can be explained easily and directly with scale-based bilat-

eral relationships.

In perceiving figures, the size of the aperture used to perceive boundary involutes is di-

rectly related to the width of their common medial point. [Burbeck96] shows that medial

width determines whether objects with the same wiggly boundaries but different widths

are perceived as straight or wiggly. [Siddiqi96] shows how the distance between oppos-

ing points influences the response strength of perceived parts. As seen also in the contrast

between Fig. 4.1c and Fig. 4.1d, medial width determines the boundary sensing aperture,

and this contributes to the decomposition of objects into figures.
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4.3.6. Figural Components of Form Saliency

Using figures as the primitive components of form, figural attributes become the compo-

nents of form saliency. To measure the saliency of an object, any metric must account for

an objectÕs figural properties. This work proposes the following as the primary figural

attributes: mass of figures, elongation of figures, continuation of figures, ends of figures,

and the relationship between internal and external figures.

Figural mass accounts for the general notion that Òbigger is more prominentÓ; it is de-

fined as the area enclosed by a figure. In general, as a figure grows larger, it will stimu-

late more of the retina which makes it more noticeable to the viewer.

The elongation of figures, i.e., the ratio of length to width, captures the notion that thick,

blobby objects are more prominent than long, thin ones. A dumpling has more saliency

than a piece of spaghetti with the same amount of dough. Blobby objects have similar

widths and lengths, but elongated objects have a much greater length than width. When

perceiving an object through a width-based aperture, more of an objectÕs mass is concen-

trated within one aperture for rounder objects than for elongated ones; one apertureÕs

width contains more of the object. Fig. 4.2 demonstrates this effect. [Michels65] provides

an overview of this parameter of form and studies of its effects.

Fig. 4.2 Figural Elongation

For two figures with the same total area, the more rounded figure has a greater area within
its width-based medial apertures than the more elongated figure.
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For figures that are elongated, those that are straight are more prominent than those that

are curved or bent. This is captured in the continuation of figures and is reflected in their

medial axes. Figures whose medial axes are straighter carry more prominence than those

with bends. While there are no reports directly studying the continuity of medial axes,

there is strong psychophysical and physiological evidence that our visual systems follow

straight contours even with large gaps, and we integrate straighter curves more easily

than those more sharply bent [Pettet99][Polat93][Polat94][Nelson85]. I hypothesize that

similar results will hold for medial curves, where the curvature of a medial axis is deter-

mined by the curvature of its related boundaries and also by the rate of change of the fig-

ureÕs width along the axis.

The ends of figures are special locations visually, and they carry added visual signifi-

cance. For example, the tips of a hot dog have more visual information than the regions

in the middle. [Leyton87] highlights these points in his Symmetry-Curvature Duality,

which states: ÒAny segment of a smooth planar curve, bounded by two consecutive cur-

vature extrema of the same type, has a unique symmetry axis, and the axis terminates at

the curvature extremem of the opposite type.Ó He further proves that these points corre-

spond to the ends of medial axes and argues that they are especially salient, carrying a

maximum of boundary information.  There is also strong physiological evidence for these

kinds of ends. [Hubel77] and [Orban79] have found cells in the visual cortex that respond

to the ends of lines, acting as specialized Òendness detectorsÓ.

Finally, the relationships between the internal figures in an object to its external figures

are also visually important. A simple indentation into an object has no consistent internal

figural representation; it may show up as a narrowing of the interior or as a segmenting

into parts (see Fig. 4.3a). This same indentation, however, can be directly represented

with a single external figure that protrudes into the object (see Fig. 4.3b). Indentations

into the interior are simply protrusions of the exterior regions, and likewise, protrusions

from the interior are indentations into the exterior.
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(a) (b)

Fig. 4.3 Internal and External Figures

(a) The indentation in the top boundary has no direct representation in the internal figure.
(b) Using external figures, the same indentation corresponds to a distinct figure.

In his work that identifies the special significance of figure ends, [Leyton87] includes

both internal and external figures, making no distinction between the two types other than

the flavor of boundary curvature extrema that creates them. [Siddiqi96] suggests a role

for medial-based parts in figure/ground segregation. While they never explicitly mention

medial models, they clearly rely on bilateral relationships as the basis of their theory. In

[Kovacs93], Kovacs and Julesz suggest that figure/ground segmentation is facilitated by

the same closed contours that caused the enhanced sensitivity response along points on

the medial axis, again suggesting a role for figures and bilateral relationships in fig-

ure/ground separation.

4.4. Perceptual Form Metrics

Perceptual metrics contributing to a form saliency metric are developed in this section.

They are based on the preceding development of figures and the figural components of

form saliency. This theory proposes that the bilateral relationships of an object, as repre-

sented by medial axes and the object width along every point on the axes, provide a basis

for form perception. Furthermore, the theory adds that form perception is performed
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within finite size apertures that can vary along an object, creating a multi-scale medial

approach to form processing.

This work has been implemented using the Blum Medial Axis Transform (MAT) as a

medial representation from which to partition figures and calculate metrics. There are

reliable algorithms to extract the MAT from 2D objects, and the MAT can be calculated

exactly for polygons. Using the MAT, however, introduces several new problems. The

MAT is extremely sensitive to small boundary perturbations.  Complex objects, espe-

cially those represented as here by a polygon, contain an overwhelming number of axes

that do not directly represent the objectÕs boundaries but instead serve to connect the

various parts of the objects. These problems are detailed and solved in Chapter 3.

The remainder of this section details the metrics contributing to a form saliency metric as

well as the saliency metric itself.  These include measures for the continuity of figures,

the mass of figures, elongation, the saliency in a local axis interval around a medial point,

and finally the overall saliency of an object. Visual conductance captures continuity of a

figure and the degree of continuity between neighboring figures. Visual mass measures

the area enclosed by a figure, reflecting its overall size. Visual length is a measure of

length per medial width that reflects a figureÕs elongation. Visual potential captures the

local saliency in an axis interval about a medial point, and visual significance measures

the saliency over a region or an entire object.

4.4.1. Visual Conductance

In these metrics, as detailed in Chapter 3, the continuity of figures at a branch point b is

measured by visual conductance Cb, with 0 1≤ ≤Cb . The metric described here is ap-

plied at medial axis branch points to determine how to combine axis segments into fig-

ures. This assumes that conductance Cb=1 along axes between branch points. In an alter-

native development of the metric, Cb at non-branch points could be lowered in proportion

to the curvature of the axis.
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(a) (b)

Fig. 4.4 Figural Continuity

(a) Hand object with its Blum MAT and width-based aperture at the branch where the middle
fingerÕs axis joins the other axes (b) Weighted vectors for each axis emanating from the branch,
with longer vectors representing greater accumulated visual scale in that direction. Also shown
are the visual conductance values for each pair of axes represented by the weighted vectors.

For every medial branch point, three values of Cb are calculated, one for each of the three

pairs of axes emanating from the branch. These values of Cb are based on the widths and

directions of the axes in a medially based aperture centered at the branch point. To cal-

culate Cb for the axis pairs through b, three weighted vectors are calculated that corre-

spond to each of the three branch axes. Each vector summarizes the region of object that

falls within an aperture around the starting branch and that is represented by its corre-

sponding axis emanating from the branch plus any branches traversed within the aperture

while traveling away from the starting branch. The direction of the vector captures a

weighted average of the medial direction for the selected axes, and the magnitude of the

vector reflects the weighted average of the medial width of the selected axes. Fig. 4.4

demonstrates this. For a more detailed description of this measure, see Chapter 3. Cb then

captures the length and direction consistency of axis pairs through a branch, as follows.

At each branch point, the two axes whose vectors have the highest correspondence of di-

rection and scale are combined into a single extended axis with Cb=1. The remaining axis

becomes a distinct figure, and the conductances between it and each of the other two axes
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emanating from the branch are set to a value less than 1, according to the agreements in

length and direction of their vectors. In this way, visual conductance is used to segment,

in a fuzzy manner, a Blum MAT representation into figures.  Using visual conductance to

determine which medial axes should be combined into the same figure and which should

be considered to be separate figures, the axis segments of the Blum MAT are combined

into an approximation of perceptual figures. All of the remaining metrics are based on

this set of figures

4.4.2. Visual Mass

Visual mass, Mv , captures the overall size of a figure, and it is calculated as the Euclid-

ean area. At any medial point s of an object, a differential slice of visual mass, dM sv ( ),

can be calculated. dM sv ( ) measures the differential area defined by a medial point s and

its two involutes (see Fig. 4.5). The visual mass of an entire object is the integration of

each differential slice along all the internal axes of an object. Thus, total visual mass

M dM sv v

s

= ∫ ( ).

(a) (b)

Fig. 4.5 Visual Mass

(a) The differential slice of mass dM sv ( ) for a generic middle point on a figure.

(b) Increased amount of visual mass associated with a figure end point.
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4.4.3. Visual Length

Visual length, Lv , reflects the elongation of figures by measuring Euclidean length per

medial width. Fig. 4.2 shows how round figures capture more of their area within each

medial width-based aperture than elongated figures. The medial width along a figure

provides the step size of the length-measuring ruler as described above in the relation-

ship-distance notion of scale (see Fig. 4.1). Visual length uses this to quantify the visual

notion of narrow figures versus thick figures.

Visual length is naturally invariant to magnification; as an object is magnified, the radius

at every medial point grows but so does the length of each medial axis. In other words,

when an object is zoomed larger or smaller, both its width and its length change propor-

tionately. Any comparison of length versus width will give the same result regardless of

the size of the object. A thick figure protruding from an object will always be perceived

as thick, relative to the rest of the object, regardless of the objectÕs size. Likewise, thin

figures remain thin at any scale because the width of the object along the figure is small

compared to the figureÕs length.

Visual length is a scale-space arc length measuring the distance between two points along

a path in scale-space. In scale-space, the measuring unit varies according to the medial

width of the object. As a simple example, an object six inches long and one inch wide

might be measured in one-inch units based on the one-inch width; this would give a vis-

ual length equal to six units. Another object that is six inches long but two inches wide

would be measured in two-inch units, giving a visual length equal to only 3 units. The

wider object has a shorter visual length than the narrow object, even though both objects

have the same Euclidean length.

Since the width of an object can vary continuously, visual length is measured by first de-

fining the differential visual length at every medial point s along a figure, dL sv ( ) .

[Eberly94] has defined this as dL s
x s s

s
dsv ( )

˙ ˙
=

( ) + ( )
( )

2 2σ
σ

, where σ s( )  is the scale at the
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point s. I use σ s R s( ) = ( ), where R(s) is the medial width at point s. Again, the total vis-

ual length of an object is obtained by integrating each differential slice along each figure,

L dL sv v

s

= ∫ ( ) .

Visual length is used as part of other perceptual metrics, but it is also a measure of visual

complexity.  Visual length is a measure of elongation, and Gestalt views on perception

have long held that elongation is a simple indicator of visual complexity.  Visual length is

the metric I use in Chapter 5 as a relative measure for the degree of an objectÕs simplifi-

cation.  The simplification method described in Chapter 5 ÒblobbifiesÓ objects, making

them thicker and more circular. In the limit, all objects are simplified into one or more

circular blobs which have a visual length of zero. Comparing the visual length of an

original object to the visual length of a simplified version measures how much simplifi-

cation has occurred.

4.4.4. Visual Potential for Single Figures

Visual potential, Potv , is a quantity that reflects the visual importance of small regions of

an object, i.e., when integrated, it measures how prominent any small, local medially-

based region is compared to others. This metric embodies in a single number the density

of saliency of any point on an object or, when accumulated over many points, the sali-

ency of an entire region. The following discussion will incrementally build a formula for

visual potential to show how a single metric can reflect and satisfy all of the form cues

and relationships that have been proposed as desirable in a visual metric for shape simpli-

fication. First, the metric will be developed for a single figure, and then it will be ex-

tended to multiple, branching figures.

By making visual potential proportional to visual mass, it will reflect the perceptual result

that larger or thicker figures are more visually prominent. Since a large visual mass

makes a figure more prominent, Pot sv( ) should grow as M sv ( )  grows. Similarly, figures

with a large visual length are less prominent than figures with a small visual length but
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the same visual mass. By making Pot sv( ) inversely proportional to visual length, Pot sv( )
lessens as L sv ( ) grows.  So far,

Pot s ds
dM s

dL s
v

v

a

v

b( ) ∝ ( )
( )

( )

( )
.

For the simple case of an infinitely long object with constant width,

dM s Rds dL s ds R

Pot s ds
Rds

ds R
R ds

v v

v

a

b
a b a b

( ) = ( ) =

( ) ∝ ( )
( )

= + −

2

2

,   

This constrains a-b=1, and since Pot sv( ) is designed to lessen as L sv ( ) grows, b > 0.

Picking the most simple solution to these constraints, a=2 and b=1.

Pot s ds
dM s

dL sv
v

v

( ) ∝ ( )( )

( )

2

This gives Pot sv( ) as a density function with terms for visual mass and visual length.

Adding to this, we must address the effects of scale and the special saliency at figure end

points. Scale effects are discussed in the next paragraph. For figure end saliency, the

terms α(s) and Aend(s) are added as follows. These terms are discussed in the next section.

Pot s ds t A t ds t
dM t

dL tv
end v

v

( ) ∝ ( ) ( ) + − ( )( ) ( )
( )

α α1
2

Visual potential becomes a scale-space metric by averaging the measurement in an aper-

ture around the point of interest s0  and by tying the size of the averaging aperture to the

scale σ at s0 . To mimic the visual processing observed in studies of the human visual

system, the scale-space used is a Gaussian filter whose kernel is proportional to the size

of the measuring aperture. Integrations in the averaging aperture are weighted by a Gaus-

sian function with the weight of the integrand decreasing as the point of integration

moves away from the apertureÕs center. For single figures, this gives
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Pot s ds e t A t ds t
dM t

dL t
dtv

t s

s end v

v
s k s

s k s
( ) ∝ ( ) ( ) + − ( )( ) ( )

( )






− −
( )







− ( )

+ ( )
∫

1

2
2

2

1σ

σ

σ
α α .

The constant k is set to a value of 3 as developed below. For the scale term σ, I know of

no experimental or theoretical work to suggest the parameters of this weighting; the fol-

lowing discussion develops one. To detect a boundary that is a distance R  from its medial

point s , our visual system must link two boundary detecting neurons that are measuring

the object over a distance of at least 2 R . The boundary location is known only to within

a tolerance that is proportional to its scale R. Making the assumption that this tolerance is

0.5R, the edge of the boundary-detecting aperture in our visual system is a distance of

1.5R from s . Thus, with involutes that are a distance R from their corresponding medial

point s , I assume the visual systemÕs Gaussian filtering has a standard deviation of

σ s R s( ) = ( ) / 2. This same distance is used here to bound the integrating axis along me-

dial axes.

The constant k  in the Gaussian weighting determines the actual limits of the aperture as

measured in arc length along the axes as they emanate from the center of the aperture.

The preceding argument suggests a value of k = 3, to create an aperture with radius 1.5R.

As further support for this value of k, note that we want the Gaussian weight to drop to

zero at the edge of the integrating aperture. An aperture of radius 3σ, or k = 3 in the

equation above, provides near-zero values at its outer limits. While these values for k and

for σ are based on some broad assumptions, they have proven to be useful in this work.

This development of Pot sv( ) addresses points in the interior regions of single figures.

The next section details the effect of figural ends on visual potential; in the section after

that, the metric is extended to include multiple figures.

4.4.5. Visual Potential at Figural Ends

To match perceptual results, it is desired that ends of figures show an increased visual

potential. At the end of a figure, such as the tip of a finger, there is a much larger amount

visual mass associated with the single end point than the differential amount of visual
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mass associated with a generic medial point in the middle of a figure (see Fig. 4.5). Con-

sidering this from another perspective, a generic medial point has two boundary invo-

lutes. but a figural end point relates to an entire arc of boundary; at end points, it is this

correspondence that generates increased saliency. The term α(s) in the formula devel-

oped thus far for Pot sv( ) determines to what degree a medial point should be considered

an end point, and the term Aend(s) reflects the increased visual potential due to this end

response.

[Kovacs98] shows that there is an increase in saliency at the ends of figures, and they

provide some psychophysical data on this response. However, there is no clear indication

of the actual form of this function. Here, I create the perceptual effect by including in

Pot sv( ) the endness factor Aend(s) that increases visual potential at end points. This is im-

plemented as a scaled delta function that is zero at figural middle points and then an im-

pulse at end point send.

A s c R s s send
end end end( ) = ( ) −( )3δ

The amplitude of the delta function in Aend(s) increases with the medial width at the end

point. To match the dimension of the Òinternal axis responseÓ term dM dLv v
2 / , which has

units of R ds R2 1/ /( ) , the amplitude is set to R3. An additional ad-hoc variable cend is

added to adjust the increase in visual potential at end points. A value of 10.0 for cend pro-

duces good results.

α(s) determines the proportional strength of the endness response at a medial point as

compared to the Òinternal axis responseÓ term. As Fig. 4.6 shows, α(s) is chosen to be

proportional to the number of radians of the aperture around medial point s that encloses

part of the boundary. This aperture has a width that is slightly larger than the medial

width at s; in practice, a width of 1.1R is used. Ιn order to emphasize the endness re-

sponse caused by boundary points directly in line with the continuation of the medial

axis, the contribution of each boundary point is weighted by the angular deviation from

the tangent of the axis. This also removes the endness response from boundary involute

points and their local neighbors. Fig. 4.6b details this weighting scheme. The endness
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response is defined to be maximal when a figure ends in a semi-circular end cap; this is

the case when π radians of boundary are enclosed. Thus, α(s) is clamped at a maximum

value of 1.0 when π radians are enclosed, and it is given as follows.

α
ϕ

π
s

w v v v v( ) = ( ) ( )
















∑min
ˆ , ˆ ˆ , ˆ
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Fig. 4.6 Saliency at Figural Ends

(a) An endness-capture aperture and its boundary points enclosed by the aperture
around medial point s.

(b) The weighting scheme used to emphasize the endness contribution of boundary
points directly in line with the continuation of the medial axis with direction u.
This is shown for a single boundary segment; the total endness measure sums
this value for each boundary segment enclosed by the aperture.

4.4.6. Visual Potential with Multiple Figures

In order to extend visual potential to multi-figure objects, the measure must include all

medial axes that represent figures falling within the integration aperture discussed above.
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Where figures meet, there is an intersection of axes in the medial representation. When

the integration within an aperture encounters such an intersection, the integration follows

one and then the other to include values along both of the intersecting figures. The Gaus-

sian weighting within the aperture is based on the distance measured along the medial

axes from the central point through any branch points.

Including the factor of the substance measure ψbranch(s) at branches in visual potential ad-

dresses the fact that figures differ in their degree of connectedness where they branch.

The final expression for visual potential is as follows.

Pot s ds e t t A t ds t
dM t

dL t
dtv

t s

s branch end v

v
s k s

s k s

( ) = ( ) ( ) ( ) + − ( )( ) ( )
( )







− −
( )







− ( )

+ ( )
∫

1

2
2

2

1σ

σ

σ
ψ α α

The substance measure ψbranch(s), discussed below and detailed in Chapter 3, measures the

degree to which medial points reflect the substance of a figure and or act as a connection

between figures. The saliency of axes that serve principally to connect figures is down-

graded. However, rather than a binary indicator for each axis, the substance measure al-

lows for a continuous grading between 0.0 and 1.0.

ψbranch(s) determines the perceptual relationship of neighboring figures. For an object with

a tiny pimple on a large figure, the saliency of the pimple itself is influenced very little by

the larger, parent figure. Similarly, the saliency of the parent figure is affected very little

by the pimple. This independence is reflected in a low value for ψbranch(s) at the branch

where these figures meet. However, in a ÔYÕ-shaped object with three figures of similar

scales, each figure affects the saliency of its neighbors. This, in turn, is reflected with a

high value of ψbranch(s) at the corresponding branch.

The gating of the influence of one figure on another is computed from the visual con-

ductance at each branch. For every non-branch point s along a figure, ψ branch (s)=1. In the

neighborhood of every branch point, the substance measure is proportional to the visual

conductance between figures at the branch, and this value is then multiplied by a fall-off

factor that regulates the effect within an aperture around the branch point. The substance
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weight also includes a component based on the endness response at the branch point. Be-

yond the fall-off aperture, ψ branch (s)=1 again. The effects of multiple branches that fall

within the a weighting aperture are multiplicatively cumulative. See Chapter 3 for a de-

tailed discussion.

4.4.7. Visual Significance

Over a region or an entire object, the total visual saliency is called visual significance,

Sigv. This is simply the visual potential integrated over all points s on all figures Ai, giv-

ing the following:

Visual Significance Pot s ds

t e t A t ds t
dM t

dL t
dt

v

sA

branch

t s

s end v

v
s k s

s k s
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i
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This can be measured over a small, local medially-based region as Pot sv∆  to give a

measure of local saliency, or it can be measured over many figures to give a global

measure of saliency.  Visual significance has been used in a perception-based shape sim-

plification algorithm by calculating the visual potential of an object on all of the internal

and external figures. The least salient point, either internally or externally, becomes the

center of a simplification transformation. The combined visual length over internal and

external figures is used as a measure of simplification; as the object is simplified its vis-

ual length becomes smaller.

4.5. Results

Figs. 4.7 and 4.8 show objects and their corresponding visual lengths. More rounded ob-

jects, such as the tube in Fig. 4.7 and the blobby object in Fig. 4.8 are more circular than

their counterparts and have lower visual lengths; thus they have lower visual complexity.

As these examples show, objects with similar extents and visual mass can have very dif-

ferent levels of visual complexity.  In fact, the object on the right in Fig. 4.8 would have
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even lower visual length if its corners had been rounded, accentuating even further the

difference in complexity.

Lv = 27.984
Lv = 5.578

Fig. 4.7 Visual Length Results for a Rectangle and a Tube

A rectangle and a tube with rounded ends. The visual length Lv  for the tube is much less than

for the rectangle.

Lv = 318.150
Lv = 78.159

Fig. 4.8 Visual Length Results for An Object with Many Protrusions

An object with many protrusions and a blobby object.The visual length for the blobby ob-
ject is significantly lower.

Fig. 4.9 shows the local visual significance of a tubular object.  Notice how the saliency

increases at the ends of the figure, as suggested by [Kovacs98]. The saliency drops

abruptly at the end of the figure, however, in contrast to the tapered drop-off that was
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measured in [Kovacs98]. This is due to the fact that all measurements in this work are

constrained to be on the underlying Blum MAT. The MAT around figure ends is a com-

plex network of axes, and the significant culling and masking of axes that is described in

Chapter 3 is necessary in order to perform stable computations.

Fig. 4.9. Saliency Results for a Tube

Local visual significance of a tube object, showing increased saliency at figural ends.

The local saliency for several objects with a protrusion is shown in Fig. 4.10. As the pro-

trusions grow in width, the visual potential of the main figure grows near the protrusion.

This demonstrates the interaction among figures as their relative scales become progres-

sively similar. In the middle steps of the progression, the parts of the object have similar

scale and there is no clear parent/child relationship; in these configuration, all of the fig-

ures affect the saliency of each other. As the original protrusion continues to grow in

width, it becomes the main figure and the original parent figure becomes two subordinate

figures.

Fig. 4.11 presents two objects with indentations of different widths. Perceptually, the first

object is a thick tube with a narrow indentation and the second is a much thinner, curved

tube. The underlying visual potential imposed on the internal MAT varies greatly as the

indentation grows in width. Again, the topological complexity of the underlying Blum

MAT causes these problems. For indentations, the internal MAT undergoes a drastic

transformation. The external MAT would provide a different picture of indentations,

however. There is a single external figure that represents the indentation, and the width of

this figure, along with its local saliency, are easily tracked. A more suitable medial repre-
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sentation for indentations would be a multi-scale representation that maintained a single,

straight tubular figure at a large scale and then added a varying scale indentation.

Objects with multiple indentations are shown in Fig. 4.12. The object in Fig. 4.12c with

wide indentations is likely to be perceived as two blobby figures connected by a thin

bridge, and this is borne our by itÕs map of local visual significance. The object in Fig.

4.12a, on the other hand, is perceived as a single tubular figure with two indentations. Its

local visual significance map, however, would indicate that it is really two blobby figures

like in Fig. 4.12c. Again, this is a limitation of this method that could be addressed with a

multi-scale medial model instead of the Blum MAT.

Figs. 4.13 and 4.14 show more complex objects and their local visual significance. In

general, regions with larger width show a higher saliency, such as the head and body of

the lizard and cat and the central region of the maple leaf. Distinct figures such as the

legs of the lizard the the catÕs front leg are clearly separate, while axes in the more am-

biguous regions such as the rear legs of the cat and the middle of the maple leaf all dis-

play saliency. These reflect the substance and connections described in Chapter 3.

Fig. 4.13c shows how the ends of the lizardÕs leg figures have increased saliency. The

catÕs body, at the junction of the axes to the rear leg and the tail, also has an endness re-

sponse that is reflected in the decreased saliency of the tail and leg axes. This same effect

can also be seen where the catÕs head connects to the neck. Figures that have more

pointed ends instead of rounded ends do have higher saliency, and this is reflected in re-

gions like the points of the maple leaf in Fig. 4.14c.

In this initial implementation, the running time for the lizard with 59 boundary segments

is 21 seconds on a Sun Ultra 10 workstation.  This is to compute the local visual signifi-

cance that is shown in Fig. 4.13b on all internal and external figures.  For a cat object

with 57 boundary segments, the same computations take 34 seconds.  For a more finely

tiled version of the lizard with 152 boundary segments, the running time to compute in-

ternal and external saliency is 3 minutes 28 seconds.  These timings reflect a prototype

system with no optimizations.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 4.10 Saliency Results of An Object with Progressively Widening Protrusions

An object with a progressively widening protrusion, along with the local visual significance
of each member in the series. In (a), the protrusion is clearly a subordinate figure to the
main body of the object, and in (g) the ÒprotrusionÓ has grown to become the main figure it-
self. In (c) and (e), there is perceptual ambiguity about which the parent and which are the
child parts of the object.
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Fig. 4.11 Saliency Results of an object with Indentations

An object with a narrow and a wide indentation, along with the local visual significance of each.

(a) (b)

(c) (d)

Fig. 4.12 Saliency Results of Two Pinched Objects

Two pinched objects with opposing indentations, and their local visual significan ce.
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(a) (b) (c)

Fig. 4.13 Saliency Results of a Lizard Object

 (a) A lizard object, and (b) itÕs local visual significance. (c) shows a magnified view of the
legs demonstrating the increased saliency at the ends of the figures.
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(a) (b)

(c) (d)

Fig. 4.14 Saliency Results of Cat and Maple Leaf Objects

Cat and maple leaf objects, and their local visual significance.
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4.6. Conclusions

This work claims that the scale-based aperture size through which an object is perceived,

the spatial relationship measures between features on an object, and the bilateral relation-

ship between opposing boundary points are fundamental elements of form saliency.

These elements produce figures, which I propose are the basic visual building blocks of

form.

Using physiological and psychophysical studies of the human visual system, metrics have

been developed for figural properties such as the mass of a figure, its elongation, the vis-

ual continuity between figures and the end response of a figure. These metrics, as well as

the relationship between internal and external figures, have been used to produce a sali-

ency metric for each medial point of an object that reflects it visual impact relative to all

other medial points on the object.

This research reflects certain aspects of form and is specifically focused on form in

preattentive vision.  While this work calls for further testing with user experiments, these

saliency metrics capture form properties in ways that directly relate to properties demon-

strated in psychophysical studies.  This has been demonstrated on a variety of objects.

Among the form properties worthy of further study are figural curvature, the relation-

ships among groups of figures, object topology and the entire domain of attentive per-

ception, all of which are intentionally unaddressed in this work.
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CHAPTER 5 PERCEPTION-DRIVEN OBJECT SIMPLIFICATION

5.1. Perceptual Metrics for Object Simplification

Object simplification algorithms are used in graphics to create new objects that are visu-

ally similar to the original object but that are less complex and thus more economical to

render. Saliency metrics have obvious possibilities for ensuring that simplifications are

visually similar to an original. The goal of this research is to investigate the application of

perceptual metrics to rendering algorithms, and object simplification is the driving prob-

lem behind the work.

For determining that simplified objects are less complex and thus more rapidly rendered,

the hypothesis is that reducing the visual complexity of an object can lead to a lower rep-

resentation cost and therefore more efficient rendering. That is, by reducing the proper

perceptual measures of an object, it can be represented and rendered at a lower cost. Met-

rics have been developed in the preceding chapters that quantify important form proper-

ties, and these metrics have been used to form measures of complexity and of saliency.

For the sake this chapter, I will assume that these metrics do accurately measure com-

plexity and saliency in ways that mirror our perceptual response. This leads to the fol-

lowing question: Òhow does a perception-motivated simplification approach lead to dif-

ferent simplifications than the classical geometrically motivated methods?Ó This chapter

demonstrates that there are qualitatively different results produced by applying medially

based form metrics to the problem.

In general, simplification algorithms are iterative processes that produce a series of

LODs. Every algorithm must include a method to determine the ordering of simplifica-

tion operations Ð what is the schedule for each primitive or region of the object to be

simplified. Every algorithm must also specify its simplification operations; how are the
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simplifications effected. Finally, every method also includes metrics for ensuring that the

simplifying operations maintain as much similarity as possible to the original object and

metrics for measuring the reduction in object complexity.

As detailed in Chapter 2, most of the research done until recently on simplification algo-

rithms has used geometric measures to determine the degree of simplification and the re-

duction in object complexity. Nearly all scheduling of the simplification operations are

also based on geometric measures, and the operations themselves are all motivated geo-

metrically.  The work that has been done on applying perceptual measures to object sim-

plification has all focused on image-based metrics.

What this research provides is an investigation into how form-based metrics can be ap-

plied to object simplification and an investigation into the new possibilities that such an

application may open. The next section describes an approach to perception-based sim-

plification, and the following section describes the results produced by the method. These

results are then visually compared to results produced by a geometric-based algorithm to

examine the qualitative differences.

5.2. Perception-based Simplification

5.2.1. Simplification Schedule

The first task in designing a simplification algorithm is to decide how, at each iteration, a

location will be selected to perform the simplification operations. This decision making

process defines the schedule of operations. Taking a perceptual approach to the problem

suggests that we want to simplify at the location on the object that will least affect the

objectÕs perception. What point on the object will allow modification to itself and its sur-

rounding region with the minimal change in our perception of the object?

For this work, the point with the least local visual significance is used as the location for

simplification. Since visual significance is a measure of saliency based on the objectÕs



93

form, it is a natural choice for this purpose; applying simplification operations around

this point will least affect the way we perceive the object.

As described in Chapter 4, indentations into an object are not easily represented with in-

ternal figures. The boundary points at the tip of a sharply ended indentation may have the

lowest saliency and be ideal for a simplification location, but they can not be identified

with internal figures. However, each indentation is directly represented by a single exter-

nal figure. The saliency of the indentation is also directly reflected in the visual signifi-

cance along the external figure. Thus, searching for the lowest saliency among points on

all internal and external figures will provide a simplification point that will allow for

simplification with the least visual impact.

5.2.2. Visual Complexity and Visual Similarity

Another important choice in designing a simplification method is the metrics that will be

used to track the degree of simplification and for comparing the visual similarity of an

LOD to the original. As discussed in Chapter 2, the number of primitives in an objectÕs

representation is used almost universally to measure the degree of simplification. In this

case, the simplification process directly simplifies an objectÕs representation.

Again, taking a perceptual approach has led to the idea of simplifying the objectÕs un-

derlying form. The hypothesis is that reducing an objectÕs perceptual complexity will

lead to representations that can be rendered more quickly. Perceptually, the elongation of

an object is a measure of its complexity. Objects with many tentacles of protrusion and

indentation have more visual complexity than more circular, blobby objects.

Taking a figural view of objects, each internal figure reflects a protrusion from an object,

and each external figure corresponds to an indentation into an object. Each figure pro-

truding from the a prominent part of an object, such as limbs from a body, adds visual

complexity. Likewise, each figure extending into a prominent part of an object also adds

complexity, as in the indentations that define a neck between head and body. Each of

these figures adds complexity to the object that can be tracked by its elongation, and sim-

plifying away these figures removes complexity and reduces total object elongation.
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Visual length has been designed to measure object elongation. Integrating visual length

along all the figures of an object, both internal and external, provides a measure of the

total elongation of the object. This measure is used here to monitor the degree of simpli-

fication.

The goal of object simplification is to produce LODs that are perceived to be as similar

as possible to the original, unsimplified object. The visual significance metric developed

in the previous chapter is a simple and concise measure of the visual impact of an object.

Visual significance is used in this simplification method to quantify the visual impact of

each LOD, and the difference in visual significance between objects is used as the meas-

ure of their visual similarity. Maintaining a constant visual significance before and after

applying the simplification operations maintains the visual impact of the object. As the

simplification progresses and the object becomes significantly simplified, its impact on

the user will remain close to the impact of the original object.

(a) (b)

Fig. 5.1 Visual Significance Measured on External Figures

(c) A narrow indentation into a wide tube would add a small amount of visual
significance to the tube.

(d) A wide indentation into a narrow, bent tube might add far more signifi-
cance than the tube alone presents.

The visual significance of objects is measured over only internal figures. One might ex-

pect that the significance could be measured over both internal and external objects; for
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example, a tube with a narrow indentation in the middle presents to a viewer both the

visual impact of the tube plus the added visual impact of the indentation. However, a

long, narrow tube bent into a wide ÒUÓ shape would then possess an indentation whose

visual significance would be much greater than the tube itself (see Fig. 5.1). This prob-

lem was not addressed in developing the perceptual metrics of Chapter 4. For the simpli-

fication method developed in this research, it was found that calculating visual signifi-

cance over only internal figures provided consistently better results that including both

internal and external figures.

5.2.3. Simplification Operations

Once a location for simplification is identified, the operations used to effect simplifica-

tion are, again, almost universally based on geometric transformations. Using a strictly

perceptual approach leads to a different direction. The goal of the simplification process

suggests a constrained minimization procedure. We want the successive LODs to have as

little complexity as possible while maintaining visual similarity. Using the measures de-

fined above, this translates to modifying the boundary around the selected simplification

point in a way that minimizes the visual length with the constraint of maintaining a con-

stant visual significance over the entire object.

5.3. A Perception-based Simplification Method

With the preceding motivation, a perceptual simplification method can be written as a

local optimization algorithm. The first step is to calculate the locally integrated visual

potential, Pot sv∆ , at every point on an objectÕs figures and then identify the point with

lowest Pot sv∆ . This point becomes the focal point on the object, around which a simpli-

fying transform is applied to produce a new, simplified object in the second step. The en-

tire process is repeated on the new object, to produce another, even more simplified ob-

ject. This can continue until a desired level of simplification is achieved. When the proc-

ess is done, the simplified objects can be re-tiled in the final step into simplified repre-

sentations that are more economical than the original objectÕs representation.
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5.3.1. Step 1: Identify Point with Lowest Visual Significance

The first step of the simplification process is straightforward; calculate Pot sv∆  for every

point on every figure and find the point with the lowest value. This point becomes the

focal point for the simplification transform. Points on both internal and external figures

are considered here, since the external figures might identify a simplification location

that is undetected by internal figures.

Step 1: Find s0  s.t. ∀ u, , Pot s s Pot u sv v0( ) < ( )∆ ∆ .

5.3.2. Step 2: Apply Simplification Transform

The next step of the simplification process is to apply the simplifying transform to the

object at the point of lowest visual significance. The process of simplifying an object is

implemented by performing a constrained minimization around that point. The total vis-

ual length of the object is the objective function to minimize, the total object visual sig-

nificance is the constraint function to maintain, and sample points on the boundary are

the free variables to adjust in order to reach a minimum.

Recall that for the objective functions, object complexity is measured by the visual length

of an object over all internal and all external figures, and for the constraint function, vis-

ual similarity among LODs is measured using visual significance measured over only

internal figures.

To provide free variables for the minimization, the boundary is sampled within the collar

around the point of lowest visual significance. The collar was initially defined in the dis-

cussion of Cores in Chapter 2, and the size of 1.5R was developed in Chapter 4. Sam-

pling is performed by taking samples along the axes within the collar, and using the in-

volutes related to each medial sample point as free variables. Samples are taken at a sam-

pling rate of n samples per R, the radius at the minimization focal point, where n is a user

parameter. The boundary points beyond the collar are also allowed to move toward or

away from the focal point in order to allow shrinking or stretching of the object during

minimization. These movements are also free variables during the minimization.

As can be seen Fig. 5.2, sampling objects in this way actually increases the number of
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primitives in the objectÕs representation.  Recall that the goal of perceptual simplification

is to lower the perceptual complexity of the perceived form and then to take the final,

simplified form and re-tile that with a small number of primitives.

Core sample points, used to locate the boundary involute samples

Boundary involute sample points, used as free variables in minimization

Collar

Axes to move groups of points beyond the collar

σ

Fig. 5.2 Boundary Sampling Around Point of Least Visual Significance

For minimization, the free variables are sample points on the boundary within the focal pointÕs
collar plus the distances that each group of points beyond the collar moves towards or away from
the collar. In this example, the smaller circle is the medial width at the focal point, the outer cir-
cle is the extent of the collar, and there are two samples per sigma.

The total visual significance of a simplified object must fall within some tolerance ε of

the original object in order to satisfy the constraint function. This constraint tolerance is

also a user parameter. In practice, a tolerance of 2% provides good results.

Step 2: minimize  s.t. L Sig Sigv
total

v
new

v
orig− < ε

Both a genetic algorithm-based minimizer as well as a non-linear optimizer based on se-

quential quadratic programming were used for this step, and both failed to produce reli-

able results.  They regularly stopped in local minima that often yielded geometrically tiny

and visibly imperceptible changes to the boundary.
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In the end, to complete this research I manually performed the minimization for each

simplification iteration. To speed the process, I identified, at each iteration, all the points

whose local visual significance, Pot s sv 0( )∆ , was less than a threshold level. This level

was, at most, 1% of the highest local visual significance found on the object, and it was

often less than 0.1% of the highest value. Around each of these points, the boundary was

sampled using the sampling method described above, and only the boundary points iden-

tified by the sampling were altered.

To perform the minimization, all eligible boundary sample points were manipulated to

create a new boundary, and the total visual length and visual significance were calcu-

lated. At least five such boundaries were created for each iteration, and the boundary with

the lowest visual length that maintained a visual significance within 2% of the original

became the new LOD.

To create a new boundary, the eligible boundary points were not randomly manipulated.

Instead, several guidelines were applied based on the experience of many trials with

many different objects. The first operation performed was to round any polygonal corners

that were identified by Òlowest visual significanceÓ axes. To minimize visual length in

these regions, the boundary sample points were formed into a circular arc whose center

was a point on the lowest-visual-significance axis that produced the sample points. A

second operation was to widen or narrow matching involutes produced by the boundary

sampling process. The third technique that was applied was to move groups of boundary

points that were outside the sampling collar, as described in Fig. 5.2.

While this manual approach certainly did not produce a true optimization for each LOD,

it did yield simplifications where each LOD measured lower in visual complexity while

maintaining visual significance.

5.3.3. Step 3: Iteratively Repeat Process

The process described above represents the heart of this simplification scheme. By itera-

tively applying the first two steps, objects can be simplified to any degree desired, and

many levels of detail can be produced. After each iteration, consisting of steps 1 and 2
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above, a new object is created. Each point on the figures is ranked anew for visual sig-

nificance. Finding the lowest value among those points provides a new focal point for the

next simplification transformation.

5.3.4. Step 4: Re-tile Simplified Objects into Economical Representations

Using perceptual information to simplify shapes does not guarantee a simplified form

representation. Without using the same means to represent an object as our brains use, a

perceptually driven simplification process may end up with a simplified object that re-

quires more primitives to represent it. Objects become, in general, rounded and blobby

when simplified with this method. Using polygonal pieces to represent these smoother

shapes requires more primitives rather than fewer. This weakness is caused by the same

thing that gives this approach its advantages; this method simplifies an objectÕs form

rather than its representation.

Fortunately, there is a simple and effective way to solve this problem. Since most of the

additional primitives are created to represent a smoothing of the object, a single, larger

primitive can easily replace many small ones. Boundary regions that are gently curving,

requiring many primitives, can be represented using one or a few primitives with very

little loss of object information. In effect, the difference between the smooth representa-

tion and a more coarse one is only small scale information that can be safely removed.

This re-tiling of the simplified objects may appear to be identical to many existing sim-

plification methods. A valid question can be asked, ÒWhy not re-tile immediately and

skip the expensive simplification process?Ó What shape simplification adds is the re-

moval of less important visual information from the object so that re-tiling is performed

only on the visually important areas. Areas with high geometric complexity but low vis-

ual importance are simplified away.

The re-tiling method used here is the classical Douglas-Peucker line approximation algo-

rithm [Douglas73], as optimized by [Hershberger92]. In this algorithm, 2D polygonal

curves are reduced to a minimal representation whose points are all within an error toler-
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ance ε of the original curve (see Fig. 5.3). This algorithm is used later, in the next section,

to produce geometric-based simplifications for comparison with the perceptual method.

Using a common geometric simplification method like Douglas-Peucker allows me to

characterize the effectiveness of these perceptual simplifications in terms of the number

of line primitives needed for the LODs.  Line primitives are by far the most common

primitives, and counting primitives continues to be the standard for measuring the degree

of simplification.  Re-tiling the perceptual LODs into a small number of line primitives

allows a direct comparison of this method with a geometric method.  However, it is not at

all clear that line primitives are the best ones for effective representation and rendering.

This is discussed further in Section 5.5.

Fig. 5.3. Geometric Simplification Method

Example of original curve and a simplified version created by the Douglas-Peucker algo-
rithm. (Fig. courtesy of Jonathan de Halleux.)

5.4. Results

When simplifying shapes using this approach, the regions scheduled first are, in general,

sharp corners. As Fig. 5.4 shows, these corners become rounded by the simplification
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process. As the simplification progresses, the corners round with an arc of greater radius.

This rounding of corners removes the high frequency components from the object and

mimics the effect of a low-pass filter.  Carried to the limit, the four corners of a square

would be simplified into a circle.

(a) (b) (c)

(d) (e) (f)

Fig. 5.4. Perceptual Simplification of a Corner

A sharp corner become rounded through the perceptual simplifi-
cation. These corners are, in general, scheduled first.

Fig. 5.5a shows a tubular object with a protrusion, and Fig. 5.5b Ð Fig. 5.5h show se-

lected LODs created with the perceptual simplification method applied to the protrusion.

In the progression of LODs, the protruding figure can be seen to melt into the main figure

of the object. As the protrusion shrinks, the main figure swells to maintain a constant vis-

ual significance. In the final LODs, there is no longer a distinct protruding figure because

it has been absorbed into the main body of the object. The final simplifications show how

the two-figure object becomes a single, bulging figure. Also notable in this example is
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the fact that the main figure shrinks in extent as the two figures merge into one; this is

necessary to maintain a constant visual significance for the object as the mass of the pro-

trusion is added to the mass of the larger scale main figure.
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Fig. 5.5.  Perceptual Simplification of Object with a Protrusion

 (a) A tubular object with a protruding figure. (b- h) Selected LODs created with the perce p-
tual simplification method. (i) A final representation of the simplest LOD in (h) created by
applying the Douglas-Peucker algorithm with a tolerance of 10% of the objectÕs maximum
dimension.
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In Fig. 5.6, the same protruding object is shown simplified using the Douglas-Peucker

line simplification algorithm. Each LOD uses an increasingly larger error tolerance to

allow the points in the LODs greater geometric deviation from the original object. The

geometric algorithm schedules the rounded ends first where it can simplify with little er-

ror tolerance. After several iterations simplifying the ends, the protrusion is scheduled.

The protrusion is simplified to a pointed pimple, and then the ends and main body are

schedule for the rest of the LODs.

 (a) (b) (c)

(d) (d) (e)

Fig. 5.6.  Geometric Simplification of Object with Protrusion

LODs of the tubular object with a protruding figure, generated using the geometry-
based Douglass-Peucker line simplification algorithm.

As discussed above, the perceptual simplification method schedules corners first and

rounds them. Given the tubular object with rounded ends, this approach simplifies the

protruding figure immediately in its sequence. This is in contrast to the geometric

method, which schedules the ends first before the protrusion. In general, geometric meth-

ods like this will simplify rounded curves first, creating a cruder approximation that uses

fewer primitives. In this way, the perceptual scheme and the geometric schemes effect

completely different scheduling, with the perceptual method smoothing corners and the
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geometric method creating corners from smooth curves. If the object in Fig. 5.5 and Fig.

5.6 had been rectangular, then the perceptual approach would have rounded the corners

first before scheduling operations on the protrusion, while the Douglas-Peucker algo-

rithm would have left the corners untouched and immediately scheduled operations on

the protrusion.

(a) (b)

Fig. 5.7 Comparison of Perceptual and Geometric Methods for Object with Protrusion

Comparison of perceptual simplification and Douglas-Peucker geometric simplification,
both with the same number of primitives. (a) Re-tiled perceptual simplification overlaid on
top of original object with protrusion. (b) Douglas-Peucker simplification overlaid on top of
original object with protrusion.

Fig. 5.7a shows the original object with protrusion compared to a perceptual LOD, and

Fig. 5.7b shows it compared to a geomtric LOD. Both LODs have the same number of

primitives. The perceptual LOD has removed the protruding figure and compensated by

creating a bulge in the main part of the object. The ends of the tubular body also retain

some degree of roundedness. In the geometric LOD, the protrusion is retained but the

rounded nature of the main body is degraded. This example demonstrates the tendency of

the perceptual approach to create and preserve rounded areas while removing protruding

figures, and it shows the geometric methods tendency to create corners in rounded areas

and to follow the original boundary as closely as possible. The geometric deviation of the

perceptual LOD in Fig. 5.7a is 12.78 distance units, and the deviation of the geometric

LOD in Fig. 5.7b is 8.89 units.  This shows how the perceptual method permits larger
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changes in the underlying geometry of the object while maintaining a measure of visual

similarity.

Fig. 5.8 shows a tubular object with an indentation and several of its LODs. This example

shows how the simplification of an internal indentation can be considered to be a simpli-

fication of an external protrusion. The filling in of the internal indentation corresponds to

the external protrusion melting into the exterior space around the object. The simplified

versions that are later in the progression show how an object with indentation becomes a

single figure object with a narrowing of the main figure replacing the separate indenta-

tion figure.

In Fig. 5.9, the same indented tubular object is shown simplified using the Douglas-

Peucker algorithm. As in the case of the protrusion, the rounded ends are scheduled for

simplification first. Then the indentation is simplified into a sharply pointed inverted

pimple, and then the rest of the LODs affect the ends. Compare this to the perceptual

simplification in Fig. 5.8i where the indentation is essentially removed. The perceptual

LOD could be easily retiled into a rectangle with fewer primitives. While the geometric

approach retains the indentation figure, the perceptual approach provides the opportunity

to completely eliminate small scale figures. In this way, primitives can be reallocated

from perceptually insignificant areas to those that are more important visually. This ef-

fect can be seen in Fig. 5.10, where the indentation between the catÕs body and front leg

is removed through the perceptual simplification.

Fig. 5.10 shows the original object with indentation Fig. 5.10a compared to a perceptual

LOD and Fig. 5.10b compared to a geometric LOD. Here, the geometric methods goal of

following the boundary as closely as possible retains the full length of the indentation

figure. The perceptual approach, on the other hand, has filled in the indentation and

leaves the main body with only a slight depression in the boundary remaining from the

indentation. The geometric deviation of the perceptual LOD in Fig. 5.10a is 18.46 units,

and the deviation of the geometric LOD in Fig. 5.10b is 3.16 units.  Even with a large

geometric error in the perceptual LOD, the visual difference from the original is arguably

moderate.
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Fig. 5.8 Perceptual Simplification of Object with Indentation

 (a) A tubular object with an indentation figure. (b - h) Selected LODs created with
the perceptual simplification method. (i) A final representation of the simplest LOD in
(h) created by applying the Douglas-Peucker algorithm with a tolerance of 13% of the
objectÕs maximum dimension.
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(a) (b) (c)

(d) (e) (f)

Fig. 5.9. Geometric Simplification of Object with Indentation

LODs of the tubular object with an indenting figure, generated using the geome-
try-based Douglass-Peucker line simplification algorithm

(a) (b)

Fig. 5.10. Comparison of Methods for Object with Indentation

Comparison of perceptual simplification and Douglas-Peucker geometric simplifi-
cation, both with the same number of primitives. (a) Re-tiled perceptual simplifi-
cation overlaid on top of original object with indentation. (b) Douglas-Peucker
simplification overlaid on top of original object with indentation.

Fig. 5.15, found at the end of this chapter, shows LODs of a cat object. In the first LODs

of Fig. 5.15, the sharp corners of the object are rounded. Next, the tip of the tail and the

front paw are scheduled. Once the object is sufficiently rounded, the least significant fig-

ures are simplified. As can be seen in the LODs in Fig. 5.10b and onward, the tail and the

front legs are scheduled, but the indentation between the front legs and the body is also
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modified. Each of these figures is shortened and, to maintain visual significance, they are

also widened in the area where they are shortened. In this way, the tail shortens while the

front leg is drawn into the main body of the cat. This process continues through the rest

of the simplifications. As part of this process, the LODs in Fig. 5.10f and Fig. 5.10i show

how the larger figure of the main body rounds and grows as the protruding figure of the

front leg melts. Fig. 5.10j and Fig. 5.10k show how the head becomes a rounded blob. It,

too, shrinks in size to maintain visual significance.

The Douglas-Peucker simplification of the same cat object is shown in Fig. 5.16 at the

end of the chapter. This approach is similar to many geometric methods in that it replaces

two or more primitives with a single one. This is demonstrated clearly in the catÕs back

over the series of LODs. The original curved back ends up represented by two primitives.

Similarly, the detail along the bottom of the catÕs body and tail becomes a single primi-

tive. One aspect of most geometric approaches is that they attempt to maintain either

original vertex points or new sample points on the original boundary. In this case, the tips

of the catÕs ears are retained as data points in all but the final LOD, even though the ears

themselves are no longer discernible much earlier in the sequence.

(a) (b)

Fig. 5.11 Comparison of Perceptual and Geometric Methods for Cat Object

Comparison of perceptual simplification and Douglas-Peucker geometric simplification,
both with the same number of primitives. (a) Re-tiled perceptual simplification overlaid on
top of original cat object. (b) Douglas-Peucker simplification overlaid on top of original cat
object.
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The differences between the perceptual and geometric approaches are highlighted in Fig.

5.11, which compares an LOD created using the Douglas-Peucker algorithm directly

from the original cat object to an LOD created by using the Douglas-Peucker algorithm

to retile the perceptual LOD of Fig. 5.15k to have the same number of primitives as in the

Douglas-Peucker LOD in Fig. 5.11b.

The perceptual LOD in Fig. 5.11a has eliminated the narrow indentation between the

catÕs body and itÕs front leg, while the geometric LOD in Fig. 5.11b retains the indenta-

tion. The perceptual approach has used its primitives, instead, to better represent the

curve of the front of the catÕs body as well as the profile along the bottom of the body.

Similarly, the curve of the catÕs tail is crudely represented in Fig. 5.11b while the LOD in

Fig. 5.11a removes the curve of the tail but retains more detail along the rest of the tail.

Finally, the perceptual method represents the larger scale form of the catÕs head minus

the ears, while the geometric approach gives more of a bounding polygon around the

head and ears together, resulting in an oversized head. In general, the perceptual simplifi-

cation scheme leads to an LOD that ignores the small scale form information, which is

considered to have least saliency.  Instead, the scheme uses its primitives to represent the

larger scale form information. In contrast, the geometric LOD is heavily influenced by

some of the small scale regions of the object.

In Fig. 5.17, found at the end of the chapter, a lizard object is shown simplified using the

perceptual method. In this progression, the first LODs show the rounding of the lizard

along the entire boundary. Of special note is the rounding occuring where the legs meet

the boundary. This rounding causes the body of the lizard to grow wider; to maintain

overall saliency, the body is simultaneously shortened. This is particularly visible in the

shortening and thickening of the lizardÕs neck. The tips of the legs are also rounded, and

they are shortened as well to maintain the visual significance measure with the original

object. Starting around frame (e) in the simplification schedule, the limbs and tail are

identified as narrow protrusions and they are progressively simplified. This shows up as a

shortening and widening of the figures.
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The Douglass-Peucker simplification sequence is shown in Fig. 5.18, also at the end of

this chapter. The Douglass-Peucker approach removes any rounding and replaces those

areas with a more angular boundary that has fewer segments. The full extent of each pro-

trusion is also maintained, with each LOD extending to the tip of each limb and the tail.

The area enclosed by each of the LODs and by each figural part varies widely across the

LODs. Because of this, all notion is lost of the ÒheadÓ of the lizard being distinct from

the body and of the feet being distinct from the legs.

The two approaches are compared side by side in Fig. 5.12, with LODs of equal nujmber

of primitives overlaid on top of the original object. In the perceptually simplified result of

Fig. 5.12a, the visual impact of the object has been condensed into a shorter but thicker

representation. However, with this low number of line primitives, the rounding of parts in

the perceptual approach is lost, leaving artifacts like the pimple representing the left rear

leg. The geometric approach maintains a sense of each limb and the tail, and a general

size of the object. It introduces artifacts as well, resulting from attempting to match the

zig-zag nature of the limbs. This is seen most in the hind legs, where the LODÕs creates a

shape of the legs that does not follow from the original.

Fig. 5.12 is a good example of the general consequences of these two methods. The per-

ceptual approach tends to smooth smaller scale details and condense visual information

into a more compact form. The geometric method often introduces detail while following

the original boundary as faithfully as possible. It tends to maintain a sense of the extent

of an object even if it introduces artifacts into those protrusions or indentations.
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(a) (b)

Fig. 5.12 Comparison of Perceptual and Geometric Methods for Lizard Object

Comparison of perceptual simplification and Douglas-Peucker geometric simplification, both
with the same number of primitives. (a) Ret-tiled perceptual simplification overlaid on top of
original lizard object. (b) Douglas-Peucker simplification overlaid on top of original lizard ob-
ject.

The Douglas-Peucker algorithm maintains topology although there are many geometric

simplification methods that do not. The perceptual simplification operations developed in

this chapter were limited so as to not break objects into separate pieces or merge pieces

into a single one; that is, they also maintain the topology of the original object. This was

a decision intended to limit the scope of this research. Breaking objects into separate

pieces is a conceivable operation for perceptual simplification. Fig. 5.13 shows an exam-

ple where changing topology may be perceptually appropriate. In this case, breaking the

object would lessen the measure for internal visual complexity but increase the external

complexity. Different scientists will disagree on whether and for what tasks changing to-
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pology is perceptually beneficial to object simplification, and this may be a fruitful area

for perception researchers to explore.

(a) (b)

Fig. 5.13 Changing Topology in Simplifications

(a) An object with a very narrow neck between two main masses, along with its medial
axes.

(b) The same object broken into two pieces, along with the new medial axes.

This example highlights the question of whether or not it would be beneficial to break
objects into separate pieces during a perceptual simplification.

Finally, the calculations necessary for optimizing the perceptual LODs have demon-

strated the stability of the substance and connection measure described in Chapter 3.  In

addition to simplifying a wide range of corners, protrusions and indentations, perceptual

simplifications were calculated for the objects shown in Fig. 5.14.  For each of these ob-

jects, the simplification optimization was performed at many locations using both the

automatic optimizers and the manual approach.  The automatic optimizers, in particular,

generated hundreds of trials with small boundary changes.  In total, I estimate that I per-

formed tens of thousands of calculations of the local visual significance for the objects in

Fig. 5.14. For small boundary perturbations there were always small changes in the met-

rics; large changes in the metrics were caused only by large changes to the boundary.

This was an extensive exercise of the substance-weighted Blum MAT, and it provided

consistently stable results.
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Fig. 5.14. Objects Tested with Perceptual Metrics

Extensive trials with a variety of objects demonstrated the stability of the perceptual metrics
described in Chapter 4.

5.5. Conclusions

This chapter has presented a perceptually motivated approach for object simplification.

The method uses perceptual saliency metrics for setting the simplification schedule as

well as for comparing visual similarity between LODs. A perception-based measure is

also used in measuring the level of simplification for each successive LOD. These meas-

ures are applied in a method that addresses object simplification as a constrained minimi-

zation problem: for each LOD, the method adjusts local regions of the object to minimize

visual complexity while maintaining a consistent visual similarity.

The results of the perceptual simplification method have been compared to results from a

geometric-based algorithm. The perceptual approach showed simplifications that are

qualitatively different than those from the geometric approach. Unlike that geometric ap-
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proach that operates on independent boundary points, the perceptual approach indentifies

protrusion and indentation figures and has the effect of simplifying these perceptual fea-

tures as a whole. Also, successively simplifying a local region of an object using the per-

ceptual method can affect the object globally. As figural features were removed in the

simplification process, the main body of the object was altered to incorporate the saliency

of those features. This contrasts with the geometric approach, where, in general, features

were removed or modified without altering any of the remaining features of the object.

Also, the geometric method had a lower likelihood of removing a protrusion or indenta-

tion. In fact, the extremal points of figures were often retained which caused the volume

of the main body of the object to differ greatly from the original.

Other geometric simplification methods implicitly capture form perception effects.  To

what extent do they capture the effects displayed by this method?  The Simplification

Envelopes method of [Cohen96] maintains sharp corners rather than rounding bounda-

ries, and its local simplification operations do not have any global effects.  [Garland97]

permits arbitrary vertex pairs to collapse together, and thus its operations can have global

effects.  However, it still preserves extremal points and so has the effect of preserving

figures.  The image-driven simplification method of [Lindstrom00] also retains sharp

corners and is limited to local effects with each operation.  As a general framework,

however, it could be extended to use any operation.  The results of [He95] most closely

follow the perceptual simplifications produced by this research.  Recall that their method

samples objects into a voxel representation, performs low-pass filtering on the volume

representation and then recreates a polygonal model from the filtered volume.  Their re-

sults show the same rounding of corners as shown here, and there is some ÒmeltingÓ of

protrusions and indentations.  A detailed comparison of my approach with [He95] might

yield useful insights.

The computing time required to analyze a candidate LOD of the cat object ranged from

34 seconds to more than 4 minutes, and sometimes dozens of candidates were examined

during the optimization process.  This work was intended as an exploration of how to

quantify perceptual form cues and apply such metrics to object simplification.  The

methods described here were merely vehicles for this process.
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Finally, this research suggests the need for modeling and rendering primitives other than

lines or polygons.  This work suggests that using curved surfaces as primitives may

match more closely the representations that provide the most important cues in our per-

ception of form.  As accelerated rendering support for curved surfaces becomes more

widely available, this may be a fruitful direction of exploration.  Further, the basis of this

work is that objects are substance and not just an outline or boundary.  Given this, space-

filling primitives such as circles are a more natural means of rendering.  The volume

ÒsplatsÓ described in [Westover90] provide such a primitive.  The results of this research

suggest that alternative rendering primitives like this may ultimately provide the most

efficient and effective means of conveying form information through computer graphics.
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Fig. 5.15. Perceptual LODs of a Cat Object

 (a) A cat object. (b - k) Selected LODs created with the perceptual simplification method.
(l) A final representation of the simplest LOD in (k) created by applying the Douglas-
Peucker algorithm with a tolerance of 3% of the objectÕs maximum dimension.
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(g) (h) (i)

(j) (k) (l)

Fig. 5.16. Geometric LODs of a Cat Object

The cat object with LODs created by applying the Douglas-Peucker algorithm.
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(e) (f) (g) (h)

Fig. 5.17. Perceptual LODs of a Lizard Object.

 (a) A lizard object. (b - g) Selected LODs created with the perceptual simplification method. (lh
A final representation of the simplest LOD in (h) created by applying the Douglas-Peucker algo-
rithm with a tolerance of 6% of the objectÕs maximum dimension.
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(e) (f) (g) (h)

Fig. 5.18 Geometric LODs of a Lizard Object

The lizard object with LODs created by applying the Douglas-Peucker algorithm.
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CHAPTER 6 CONCLUSIONS

6.1. Research Summary

The first section of this chapter reviews the research in this dissertation, and the next sec-

tion discusses future work that could further expand and deepen this research. The last

section completes this dissertation by exploring several new areas of research suggested

by my experience with this work.

Chapter 3 presented the idea that objects can be represented as a collection of solid parts

plus the information that is required to connect those parts. Applying this idea to the

Blum Medial Axis Transform, a measure was created to grade the amount of substance

information and the amount of connection information at every point on the medial axes.

A new and significant idea is that this measure is allowed to be continuously variable,

allowing points to have both substance and connection components rather than be forced

into a binary classification of one or the other.

Chapter 3 also demonstrated how this measure can be used to decompose objects into

perceptually defined parts. Because the measure is graded, the resulting parts classifica-

tion is fuzzy as well. This corresponds well with our perception of objects, where there is

often ambiguity in determining the parts of an object.

The idea of considering objects to be substance and connections is a new contribution to

the field of medial form analysis. Typically, medial representations either maintain con-

necting information indirectly, requiring a great deal of work to extract it, or they do not

maintain the information at all. This work demonstrates the value in creating distinct sub-

stance and connection components in an object representation.
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Furthermore, the substance and connection scheme and the resulting fuzzy parts-

classification address the longstanding instability problem with the Blum MAT. Using a

substance-weighted Blum MAT, form calculations can remain stable with boundary per-

turbations that cause drastic changes to the underlying MAT. In addition to providing a

solution to the Blum instability problem, this approach is intended for the general class of

skeleton and medial form representations.

Chapter 4 describes a list of key components of preattentive form saliency. Based on the

current body of perceptual theory and physical and psychophysical studies, aperture-

based scale and relationship distance scale were discussed as fundamental components of

saliency. Adding to these the importance of bilateral relationships produced the notion of

figures as the basic building blocks of form.

Measures were then developed to quantify perceptual properties of figures. Visual con-

ductance measures the likelihood that, in perceiving an object, we will visually connect

two adjacent figures. Figure endness captures the special perceptual effects found at fig-

ural ends, and, while incomplete in its development, it measures at every point the degree

to which we would perceive that point as the end of a figure. Visual mass reflects the

overall size of an object by quantifying the retinal area that will be stimulated when

viewing the object, and visual length is a measure of the elongation of a figure or of an

entire object.

Based on these measures, form complexity and form saliency metrics were created. Vis-

ual length serves as a direct measure of form complexity.  Visual potential reflects all of

the figural properties and components of saliency discussed above; when it is integrated

within a local aperture, it produces a local saliency measure, and when it is integrated

over many contiguous medial points it produces a global saliency measure.

These complexity and saliency metrics have been grounded in figural models of percep-

tion.  The measures produced sensible results on varied objects, and the results qualita-

tively matched those predicted by certain studies in the psychophysical literature. While

there is a great deal of work that can be done to refine these measures, this research dem-

onstrates the feasibility of generally applicable form metrics. The chapter also applied the
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measures to object parts Ð protrusions and indentations. This, too, is new. By decom-

posing objects into their perceptual parts and providing a means to determine the saliency

of each part as well as the object as a whole, this work provides a flexible approach for

applying perceptual metrics to objects.

Chapter 5 presents a perception-based approach to object simplification. A perception-

based measure was presented to schedule simplification operations; for each LOD, the

medial point that carried the least visual saliency is selected at the region for simplifica-

tion. This limits the simplifying operations to affecting the region of the object where

modification is least noticable.

A perceptual measure was presented to track the degree of simplification at each itera-

tion. In this way, the method actually simplifies the underlying form of an object rather

than its geometric representation. A perceptual measure was also used to compare the

visual similarity of a potential LOD with the original object. This allows for some large

geometric variations between LODs if their visual consequences are small.

The problem of object simplification was then reduced to a numerical optimization

scheme for each LOD. Operating around the point with the lowest measure of saliency,

the boundary in that local region was manipulated to produce an LOD with the least vis-

ual complexity that exhibited the global saliency of the original object.

Chapter 5 contributes a demonstration of qualitatively different simplification results

from a perceptual approach as compared to a geometric-based method. In short, the per-

ceptual method operates on the parts of an object rather than on geometrically local re-

gions. Moreover, applying simplification operations to an object part can have global ef-

fects as the neighboring parts are adjusted to maintain saliency.

These results suggest that the traditional simplification algorithms may be able to retain

greater visual fidelity in each LOD by accounting for some of the perceptual effects re-

vealed by this workÕs perceptual approach. The contribution of this research includes not

only the perceptual effects uncovered here that may be applied to simplification algo-

rithms, but also the idea of viewing object simplification as a perceptual problem rather
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than a geometric one. One product of that viewpoint is seen with the object simplification

problem cast as a simple constrained optimization. This approach allows each component

of the problem Ð scheduling, measuring visual complexity and visual similarity, and the

simplification operations themselves Ð to be addressed independently within the well-

understood framework of an optimization problem.

The results of Chapter 5 also highlight some limitations imposed by using line primitives

for representing objects.  The perceptual LODs required many more primitives than the

original objects even though they have a much lower level of visual complexity.  The

rounding of boundaries caused by the perceptual simplification could be represented by a

small number of curved primitives, but it requires a very large number of line primitives.

This suggests new possibilities for matching rendering primitives with the needs of our

visual system, a matter discussed in Section 6.3.

Tying all this work together brings us back to my original thesis statement:

Medial form representations can provide a means to quantify perceptual form cues with

measures that qualitatively satisfy perceptual effects over a variety of objects.

Using such perceptual measures for interactive rendering reveals desirable properties

and provides significantly different results than non-perceptually based approaches.

In this research, I have demonstrated how figural properties of form can be quantified

with perceptual metrics and how using the Blum MAT as a medial representation allows

these metrics to be computed. These figural properties embody important form cues that

have been reported in the perception literature, and they include visual length, visual

mass, visual conductance and figural endness. They are key components of form saliency

metrics, and visual length is even used alone to measure elongation and visual complex-

ity.

Even more significantly, I have demonstrated preattentive saliency measures that reflect

perceptual phenomena. The measures use a parts-classification scheme that fits with our

intuition about the parts of objects, and the method allows for the ambiguity of object

parts that we encounter in our perception of the world. The approach even accounts for a
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hierarchical parent/child influence among object parts. The results produced by the met-

rics qualitatively match results from psychophysical studies.

Applying these measures to the computer graphics problem of object simplification has

produced a perceptually based simplification method. This approach produces qualita-

tively different results than a geometric-based method, and these results display impor-

tant perceptual properties that are not present in geometric methods.

6.2. Future Work

There are several opportunities to improve upon the perceptual-based simplification

method described in this work. The measure to detect ends of figures in Chapter 3 is ad-

hoc and differs from the measure presented in Chapter 4 to measure the strength of end-

ness response. Chapter 4Õs method, using an annulus to detect the amount of boundary

within one medial radius, is useful for quantifying endness response for computing sali-

ency. However, it does not adequately detect the endness condition in the midst of a

complex branching of Blum MAT axes, a requirement for use in Chapter 3 for deter-

mining visual conductance. Because of this, conductance among axes is based on the end

condition as computed in Chapter 3, but the endness component of saliency is computed

using Chapter 4Õs calculation, and this produces unexpected results for certain configura-

tions.

The solution to this problem is likely to be a different medial representation other than

the Blum MAT. With a representation that does not see an explosion of axes for curved

boundaries, the ad-hoc endness detection of Chapter 3 could be discarded and the annulus

method could be refined. Possible candidates for such a representation include m-reps

[Pizer99] or Hamilton-Jacobi Skeletons [Siddiqi02].

In my opinion, a medial representation other than the Blum MAT would be a valuable

modification of this work. The MAT varies greatly with every boundary perturbation,

and while the work of Chapter 3 isolates the calculations from this instability, the addi-

tional work required to maintain this insulation over the very large number of Blum MAT

segents is considerable. Calculations such as the annular endness measure, discussed
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above, are derived from attributes such as the tangent of the medial axis. However, be-

cause the axes vary wildly with boundary changes, attributes such as this must be aver-

aged within some region. Performing such a calculation then requires all of the tech-

niques used in Chapter 3, such as using visual conductance and shadowing. A represen-

tation that was less responsive to perceptually unimportant boundary details would aid in

such calculations.

The problems with indentations that were discussed in Chapter 4 would also be addressed

with a different medial representation. Recall that small indentations change the visual

significance of a parent figure very little, while large indentations can carry a higher

value of visual significance than the entire parent figure. A multi-scale medial represen-

tation would allow this to be addressed. A large scale representation of a parent figure

would not be affected by a small scale indentation, while a larger scale indentation could

easily be detected and accounted for.

Finally, the slow speed of the simplification method described leaves it unsuitable for

practical use. For example, on a Sun Ultra 10 workstation, computing the metrics for the

original cat object takes 22 seconds, while the original lizard takes 1 minute 46 seconds.

As the simplification progresses and objects become more rounded, running time is even

longer. Considering the fact that a practical algorithm would call for an automatic opti-

mization scheme that would require dozens if not hundreds of trials for each LOD, the

current implementation would be unusable for all but the most simple objects. While

there are many optimizations that can be applied to this method, the one with the greatest

impact would be to limit the perceptual computations during the optimization loop. When

modifying an objectÕs boundary, only the medial axes in that local area are affected, so

only those need to be recomputed. For example, simplifying around the left ear of the cat

object affects, at most, 9 of the 93 medial axes in the object. This subset contains 78 units

of arclength along the axes out of a total of 1560 over the entire object. In this typical

case, recomputing perceptual metrics on only the medial axes that change would result in

a 20 times increase in speed.
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6.3. New Research Areas to Investigate

In computer graphics, the overwhelming need for simplification comes from 3D render-

ing, so an obvious and important research question to ask on the heels of this work is how

to apply such perceptual simplification to 3D objects. The straightforward approach of

extending these methods to 3D is, in my opinion, a lost cause. While the state-of-the-art

in computing 3D medial surfaces is improving, it is a difficult problem. Furthermore,

even with a perfect medial representation, computing the perceptual metrics on medial

sheets instead of medial curves adds a vexing level of complexity. Medial branch points

in 2D become branch curves in 3D, and while there are two choices of direction along a

2D axis, there are an infinite number of directions on a 3D surface. Given this, there is no

direct extension of these metrics from 2D to 3D.

An area of research that is perhaps more promising than refining the actual simplification

method presented here is to investigate ways to apply the lessons of this dissertation to

more traditional simplification methods.  Current methods could be augmented to detect

figure-like parts on objects, such as protruding regions and indentations.  Then, allowing

interactions among neighboring parts during simplification, such as melting a protrusion

into a larger scale parent part, would mirror some of the fundamental results of this work.

I believe that these effects could be implemented using geometric-based measures.  Also,

this work points to the need to investigate alternatives to line and polygon primitives.

Space-filling primitives like circles and ÒsplatsÓ show promising correspondence to the

perceptual effects shown  here.

In general, I believe that for adding perceptual effects to object simplification, the most

accessible step is to develop a perception based similarity metric or one that incorporates

perceptual principles using geometric measures.  As shown in [Lindstrom01], such a met-

ric could also be harnessed to determine scheduling of simplifications.  This leaves the

task of incorporating perceptual principles into the simplification operations themselves.

I recommend an approach that considers operations affecting a more global region than

the usual vertex-based operations.  This would open the possibility of implementing ef-

fects during simplification operations such as modifying the size of surrounding regions
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or changing the topology of objects based on perceptual triggers rather than geometric

ones.

Another fruitful approach would be to use perceptual measures in a view-dependent sim-

plification scheme.  Our perception is based on projections of the 3D world into 2D reti-

nal images.  A view-dependent simplification algorithm would take 3D objects or an en-

tire 3D scene and create a 2D projection based on the desired viewpoint.  [Lindstrom01]

presents a framework for this, creating a number of projections from viewpoints spaced

on a spherical shell around an object.  Using 2D image-based metrics, they create LODs

that show maximum similarity across all viewpoints.  A 2D perception-based metric

could easily be included within their framework.

[Cohen98], [Lindstrom00] and others demonstrate the importance of including shading

attributes such as color and texture in any similarity measure for simplification.  These

methods measure how much difference there is in a rendering of an LOD compared to a

rendering of the original object.  This can be viewed, in a sense, as a ÒdistanceÓ metric in

image space.  [Rushmeier95] and  [Watson01] discuss perceptually based image metrics

that can be used to measure visual similarity between LODs.  Any of these image-based

metrics can be combined with form-based perceptual measures.  2D objects can be seg-

mented into parts using image-based analysis, and then form measures similar to the ones

shown in this work could be applied to determine which parts have a low visual signifi-

cance.  Then, in these image regions, a higher image-based deviation could be tolerated

than is indicated by the image-based metric alone without losing visual fidelity.

Finally, this work suggests a number of psychophysical experiments.  To start, user

studies could test the effectiveness of simplifications derived from the perceptual ap-

proach described here.  A useful study would compare LODs created with this approach

to LODs created with a geometric approach.  Experiments are also warranted to study the

perceptual measures of Chapter 4.  To what degree do the local image saliency and over-

all object saliency measures match our actual perception?  Is there a difference in our

sensitivity to internal and external figures?  To what degree should the saliency at ends of

figures be emphasized?  How large an aperture should be used for calculating the meas-
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ures?  What are the perceptual triggers for splitting an object into two or more objects,

thereby changing topology?  Studies into these questions would provide important direc-

tion for the further development of perceptual shape metrics for computer graphics.
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