
heightfi eld surface. In Stage 2 we use a vertex program 
to compute per-vertex brush velocities by fi nite differ-
encing, and then a fragment program turns these into 
a texture containing the 3D brush’s velocity at every 
canvas texel. This stage also computes an approximate 
pressure contribution to the velocity from the gradient 
of  the penetration depth texture from Stage 1. Next, 
in Stage 3, a fragment program advects paint volume 
and paint color using a conservative advection scheme 
with the velocity texture from Stage 2. Finally, frag-
ment programs in Stage 4 and 5 compute the amount 
of  paint per-texel transferred back and forth between 
the brush and canvas.

By using the GPU, we are able to compute many 
per-pixel collision queries, velocity calculations, ad-
vection operations and paint transfer operations in 
parallel every cycle taking advantage of  the GPU’s 
SIMD capabilities. Furthermore, many of  the op-
erations required in computing the paint transfer 
between the 3D brush and canvas are naturally 
implemented by rasterizing the 3D brush surface 
under a 2D orthographic projection, a job at which 
the GPU excels. Once the brush is rasterized on the 
GPU, implementing all the remaining computation 
also on the GPU allows us to avoid costly readback.

Paint Rendering
For rendering, we use the Kubelka-Munk (K-M) 
diffuse refl ectance model which accurately captures 
the color characteristics and non-linear blending of  
pigmented materials like paint. We have realized an 
implementation of  these equations in a form suitable 
for effi cient execution using fragment shaders.
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Simulation and Rendering of Viscous 
Fluid Paint on GPUs

Highlights
Real-time, viscous fl uid simulation based on the 
Stokes equations with conservative advection

Kubelka-Munk pigment layer compositing and 
blending

Eight component color space

•

•

•

The Challenge
We have created a digital painting medium, IMPaSTo, 
which leverages the GPU both to simulate and to 
render a virtual material similar to oil or acrylic paint. 
Using our paint model, users can interactively create 
works in a realistic, thick impasto style on the com-impasto style on the com-impasto
puter.

We model the paint using a simplifi cation of  fl uid 
dynamics equations including a conservative, vol-
ume-preserving advection scheme, and render paint 
interactively using a high-accuracy 8-wavelength imple-
mentation of  the Kubelka-Munk diffuse refl ectance 
model. Using the GPU we are able to perform all of  
these calculations in real-time as the user manipulates 
a virtual 3D brush.

Paint Dynamics
Given the computational resources necessary, the mo-
tion of  paint can be modeled convincingly using the 
Navier-Stokes equations which determine a velocity 
fi eld for the fl uid, v:
v
t = -(v •)v+2v-pp +F,    •v = 0,    (1)v = 0,    (1)v
subject to appropriate boundary conditions. We use 
a simplifi ed model for the fl uid dynamics, which cap-
tures only the dominant terms that contribute to v, and 
use carefully chosen heuristics to capture the rest of  
the desired behavior. Additionally, for performance we 
treat a painting as a stack of  height fi elds rather than a 
general 3D volumetric fl uid. We identify two dominant 
components of  v. The fi rst is the boundary velocities, 
which come from the motion of  the 3D brush at the 
brush-paint interface. The second comes from pres-
sure and incompressibility. We simulate paint on the 
GPU using a 5-stage simulation pipeline.

The fi rst stage in the paint pipeline computes a pen-
etration texture containing the exact region of  contact 
between the 3D brush and the canvas’s displaced 

Paint Dynamics: Floating-point textures store the concentration 
and height fi eld values manipulated by the user. The resulting tex-
tures are used as input to the rendering system.
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We allow the user to choose from a palette of  up to 
eight paints, and implement a paint layer as either two 
4-channel textures or one texture with 8 components 
packed as half-precision fl oats. We also evaluate the 
K-M equations using 8 sample wavelengths, rather 
than the 3 RGB samples some previous authors have 
used. 

To properly evaluate the K-M equations, approximate-
ly 450 linear fl oating point operations (add, multiply) 
and 60 non-linear operations (division, trigonometric 
functions) must be performed per pixel. Every updat-
ed pixel must perform the same operations. By using 
GPU-based fragment programs, different pixels may 
be evaluated by every pipeline in parallel. Also, many 
of  the linear operations can be resolved by simple dot 
product operations. The GPU-supported 4 channel 
fl oating point types, along with the single instruction 
dot products, create signifi cant improvements when 
executing these steps. Finally we have found that ac-
ceptable results can be obtained with lower than 32 
bit precision (the fl oat data type). By using GPU sup-
ported 16 bit fl oating point types (the half  data type), 
we are able to achieve a signifi cant speed-up. 

Our rendering pipeline consists of  several fragment 
shaders which convert the initial pigment concentra-
tion and heightfi eld data at each canvas pixel into RGB 
for display. All of  our textures are either half  or full 
precision fl oating point, as determined necessary.

Results
We have integrated our paint model with a prototype 
painting system to simulate an oil-paint-like medium. 
We provide the user with a large canvas, then run 
the simulation and rendering fragment programs as 
needed with the computational rendering window 
clipped to the vicinity of  the brush. On an engineer-
ing sample GeForce FX 6800 board we were able to 
push over 1.5M texels per second through our entire 
5 stage simulation pipeline, and maintain complete 
interactivity under normal usage. 

Color Manipulation: We 
represent a painting’s 
color by storing pigment 
concentrations at each 
cell, and we calculate the 
refl ectance of multiple 
layers of paint using the 
Kubelka-Munk model. Us-
ing Gaussian quadrature, 
we are able to reduce full-
spectrum data to eight 
sample wavelengths for 
use in real-time render-
ing calculations, giving 
us both high spectral ac-
curacy and effi cient utili-
zation of the vector data 
types available to GPU 
fragment programs. This 
also allows us to relight 
a painting under any full-
spectrum illuminant.
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