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Tracking for Interactive Computer Graphics

Highlights
• Technology and algorithms for wide-area tracking

for virtual and augmented-reality systems.

• Sensor systems (acoustic, optical, inertial, etc.)
and algorithms for unobtrusive tracking.

The Challenge
Head-mounted displays, projector systems, and conventional
monitors are used to provide a user with the impression of
being immersed in a simulated three-dimensional virtual
environment, or to augment a user’s natural view of the real
world with computer-generated imagery. To achieve this
effect, the computer must constantly receive precise
information about the position and orientation or pose of the
user’s head, and it must adjust rapidly the displayed images
to reflect the changing head pose. Additionally the computer
might make use of information about the pose of hands,
arms, legs, and feet. Such real-time pose information comes
from a tracking system.

Building accurate, real-time tracking systems for computer
graphics is a difficult task. Our group has built head-tracking
systems that cover room-sized environments with accuracy
on the order of 1/2 millimeter and 0.03 of a degree. One of
our long-term goals involves tracking with reduced
supporting infrastructure in the environment—for, for
example, in ordinary rooms and outdoors. This presents new
challenges because without external infrastructure the
available sensing modalities become relatively limited. In
particular, one is limited to sensing external forces or
physical properties in a self-contained fashion. The problem
is further compounded as these forces or properties are
typically sparsely available and/or provide limited
information. A related goal is head and limb tracking with
reduced user-worn components. This presents a significant
challenge because, in general, a reduction in device size
corresponds to a reduction in signal strength. In addition,

small components on users’ limbs are likely to be hidden or
occluded as the user interacts with a virtual or augmented
environment.

Previous Work
In 1991, we demonstrated a working scalable electro-optical
head-tracking system in the Tomorrow’s Realities gallery at
that year’s ACM SIGGRAPH conference. The system used four
head-worn optical sensors that looked upward at a regular
array of infrared LEDs installed in precisely machined ceiling
panels. A user-worn backpack contained electronics that
digitized and communicated the photo-coordinates of the
sighted LEDs. The system was groundbreaking in that it was
unaffected by ferromagnetic and conductive materials in the
environment, and in that the working volume of the system
was determined solely by the number of ceiling panels.

In the late 1990s, we completed work on a second-
generation system we call the HiBall Tracking System. As a
result of significant improvements in hardware and software
this HiBall system offers unprecedented speed, resolution,
accuracy, robustness, and flexibility. The bulky/heavy sensors
and backpack of the previous system have been replaced by

The HiBall Tracker. Graduate student Dorian Miller experiments with a
novel optical sensor for the Latency Meter project.



a five-ounce, six-camera sensor module that we call the
HiBall. In addition, the precisely machined LED ceiling
panels of the previous system have been replaced by looser-
tolerance panels that are relatively inexpensive to make and
simple to install. Finally, we are using an unusual Kalman-
filter-based approach we call single-constraint-at-a-time,
or SCAAT, tracking that generates very accurate pose
estimates at a high rate with low latency, and simultaneously
self-calibrates the system. Currently, the system generates
estimates at greater than 1,500 Hz, with accuracy on the
order of 1/2 millimeter and 0.03 of a degree, all over a 500
square foot area. The system is now being manufactured and
sold by 3rdTech, Inc. (www.3rdtech.com).

Current Research
We are working on novel technologies and algorithms aimed
at both tracking with reduced environmental infrastructure,
and tracking with unobtrusive user-worn components.
Graduate students Danette Allen and Marcel Prastawa are
developing a mathematical and graphical framework for
exploring and assessing the design space of proposed
tracking systems. Such a framework will enable designers to
find sensors and configurations that optimally trade off
component size, configuration, and performance. Graduate
student Dorian Miller is investigating small, fast, one-
dimensional optical sensors for unobtrusive tracking in
office-sized environments. Dorian is also exploring the
related development of something we call the Latency Meter,
an unobtrusive optical device form measuring end-to-end
graphics system latency. Finally, graduate student Nick
Vallidis is working on a dissertation introducing an approach
that uses spread-spectrum acoustic techniques to achieve
full-body (limb) tracking with very small user-worn devices.
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