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ABSTRACT

Using projectors to create perspectively correct imagery on arbi-
trary display surfaces requires geometric knowledge of the display
surface shape, the projector calibration, and the user’s position in a
common coordinate system. Prior solutions have most commonly
modeled the display surface as a tessellated mesh derived from the
3D-point cloud acquired during system calibration.

In this paper we describe a method for functional reconstruction
of the display surface, which takes advantage of the knowledge that
most interior display spaces (e.g. walls, floors, ceilings, building
columns) are piecewise planar. Using a RANSAC algorithm to re-
cursively fit planes to a 3D-point cloud sampling of the surface,
followed by a conversion of the plane definitions into simple pla-
nar polygon descriptions, we are able to create a geometric model
which is less complex than a dense tessellated mesh and offers a
simple method for accurately modeling the corners of rooms. Pla-
nar models also eliminate subtle, but irritating, texture distortion
often seen in tessellated mesh approximations to planar surfaces.
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1 INTRODUCTION

To create undistorted imagery on a display surface using casually
placed projectors requires the projected imagery to be pre-warped
so that the view of the imagery from the user’s perspective will
appear correct.

If the display surface is a simple plane, the warping function can
be described with a simple homography that re-maps theideal im-
age from the display plane back into the projector’s image plane.
This homography, which can be represented as a collineation ma-
trix, can be concatenated into the graphics transformation stack to
render the pre-warped image at no additional computational ex-
pense [9, 13, 2].

If the display surface illuminated by a given projector is more
complex (e.g. a multi-plane corner or even an arbitrarily shaped
curtain), then we and others [12, 10, 15, 1] use a 2-pass rendering
algorithm to re-map the desired image so it looks perspectively cor-
rect from a given viewpoint. The actualwarping is achieved in the
second pass by using the graphics hardware to projectively texture
the ideal image rendered in the first pass onto a 3D model of the
display surface.

Many 2-pass display implementations use a calibrated, stereo
camera pair in an up-front calibration step to first evaluate 3D points

Figure 1: FlightGear displayed into a complex room corner without
distortion.

on the display surface based on features that are actively projected.
Many types of patterns and codings are commonly used to make
feature extraction and the stereo correspondence problem as sim-
ple as possible. The resulting 3D-point cloud representation of the
display surface is commonly triangulated to produce a tessellated
mesh surface description used in the aforementioned 2-pass ren-
dering algorithm.

The challenge with these reconstruction methods is producing
an accurate surface model. If sampling is too sparse, the piece-
wise approximation will not accurately model the display surface
shape. This is commonly the case when trying to find the corners
of a room. If the sampling is too dense and the tessellated mesh is
not simplified, corners may be found with reasonable accuracy but
the cost of rendering such a model in the second pass may be be-
come overly expensive. In addition, the noise inherent in all image-
based stereo reconstruction processes produces 3D points with er-
ror. These resulting noisy surface models can produce subtle, but
noticeable re-mapping errors in many rendered scenes.

To avoid these difficulties, we have pursued another approach to
the task of accurate display surface fitting. It is based on the notion
of function reconstruction [6], which turns the task of surface fit-
ting into one of mapping common surface functions (planes, cylin-
ders, spheres) to the surface domain represented by the point cloud
samples. In fact, function fitting has been applied by Raskar [11] to
reconstruct quadric surfaces for curved-screen projective displays.

In this paper, we describe a method for functional reconstruc-
tion of the display surface that takes advantage of the knowledge
that most interior display spaces are in fact piecewise planar. Us-
ing a RANSAC plane fitting algorithm, we firstrecursivelyextract
individual plane definitions from a complex point sample set orig-
inally derived using standard stereo reconstruction methods. The



plane definitions are then processed and converted into simple pla-
nar polygon descriptions. The resulting geometric model is signif-
icantly less complex than a dense tessellated mesh and more accu-
rately models the corners of rooms, which are computed from the
intersection of planes. Using the smooth planar models in the 2-
pass projective texture rendering process also eliminates the subtle
texture distortion often seen in tessellated mesh approximations to
planar surfaces in tiled projective display applications.

In Section 2, we describe our method, in Section 3 we present
and discuss some results, and in Section 4 we summarize and offer
thoughts on future work.

2 DISPLAY SURFACE M ODELING

To re-iterate, display surface modeling along with projector calibra-
tion are required in order to pre-warp and thus create perspectively
correct imagery for a given user’s view. In this section, we detail
the three steps our new procedure uses to create an accurate display
surface model of complex room geometry.

This room model is then used in the 2-pass application rendering
process to achieve the necessary pre-warp of the projected images
to create imagery that can wrap around the walls of the room, pro-
viding an undistorted immersive experience for the user.

2.1 3D-Point Cloud Generation

A calibrated, stereo camera pair is used to reconstruct the display
surface and create the initial 3D-point cloud representation. The
basic steps in stereo reconstruction are well established:

• Extract feature points from the stereo camera images.

• Establish pairwise feature point correspondences.

• Triangulate to find the 3D point representing the ray intersec-
tion of each corresponding (x,y) feature point pair.

Since ideal display surfaces are without texture, it is most conve-
nient to use the projectors themselves to create the image features
needed for surface extraction. Features outside the illuminated re-
gion are not needed as it is only necessary in the rendering process
to re-map the ideal view image into the image space of each projec-
tor.

Figure 2: (a) Checkerboard feature pattern. (b) Reprojected 3D
feature points.

Only a rather sparse sampling of the piecewise planar surfaces
is required for RANSAC plane fitting, so we currently project a
checkerboard pattern to establish robust features. The Open Com-
puter Vision library (a SourceForge project) is used to extract the
corner features in the stereo images. If the piecewise planar seg-
ments of the display surface are small, such as the narrow corner
column visible in Figure 2a, we can shift the projected checker-
board pattern horizontally and/or vertically to create more feature
points.

To make the task of identifying corresponding features simple
and robust between the stereo image pair, we also project a se-
ries of images with binary-coded markers that are centered on the
checkerboard corners that give each corner feature a unique identi-
fication code. Figure 2b shows the resulting 3D points being ren-
dered and reprojected onto the display surface. Missing points may
result from checkerboard corner extraction failures or feature point
identification decode errors that are generally associated with low
image contrast.

Given the list of 2D matching image points and the camera
matrix P for each camera, we use a simple linear triangulation
method [4] to find the corresponding 3D points. For each point, this
involves solving for four homogenous unknowns in four equations
using a singular value decomposition method of the DLT algorithm.

2.2 RANSAC Plane Fitting for Recursive Plane Extraction

Since the point cloud generated in our system calibration process
could represent multiple planar surfaces, it would be necessary to
first segment the data into plane-related point clusters if one were to
use a standard iterative minimization technique (e.g. least squares)
for plane fitting. This segmentation process would basically clas-
sify points as inliers and outliers with respect to a given plane fit
operation.

To avoid this complex segmentation step, we use a Random Sam-
ple Consensus (RANSAC) algorithm [3] to fit planes to the point
cloud data. RANSAC is designed to work in the presence of many
data outliers. The algorithm begins by fitting a plane to a set of 3
points randomly selected from the input point cloud. These 3 points
are then classified as inliers. All other points are then compared to a
cost function (distance from the plane) and are reclassified as inliers
if they are within an epsilon distance of the plane. These two steps
are repeated until the number of inliers converges to a maximum or
a count limit is reached. A least-squares fit of the consensus inliers
then defines the output plane definition.

To fit planes to all the data in the the point cloud description,
the RANSAC plane fitting process is repeated with the candidate
points for the next pass coming from the outliers of the previous
pass. We terminate the plane generation loop after either a user-
specified number of planes are evaluated or the number of outliers
remaining to be processed falls below a heuristic threshold.

Figure 3: Matlab rendering of successively reconstructed planes.

Figure 3 shows the extraction of four successive planes begin-
ning with a combined 3D-point cloud generated for a display sur-



face looking into a room corner that contains a rectangular column.
The green triangle in each image represents the plane extracted on
that pass, while the blue points show the inliers and the red points
the outliers for that plane. Notice that the number of points to pro-
cess in each subsequent pass diminishes as inliers for each fitted
plane are removed.

Our current plane fitting implementation is in Matlab and we
utilize the ransacfitplane.m function authored by Kovesi [7].

2.3 Plane to Polygon Conversion

Given the set of plane definitions generated from the RANSAC
plane fitting step, we next create a polygonal representation of the
display surface for use in the projective texturing step of our 2-pass
rendering algorithm.

The general solution to this task can be a complex issue of which
planes to intersect in order to created bounded polygons. To sim-
plify this decision, we currently restrict the display to vertical wall
surfaces. This allows us to create a 2Dfloor plan representation
of the point cloud data by projecting the inliers of each extracted
plane down onto a virtual floor plane of the room, thus creating
a line segment for each plane whose endpoints span the projected
inliers.

In general, the line segments representing the walls of the room
may not overlap due to a lack of point cloud data in the corners of
the room. To determine which line segments correspond to contigu-
ous walls, we extend the endpoints of each line segment in order to
form intersecting corners. To avoid erroneous corner detection, we
consider only those intersections which require the least amount of
line segment extension to become intersecting corners.

After extending the line segments in the floor plan to form the
corners of the room, it is trivial to create a polygonal display model
from the result. We merely extend each line segment in the up-
direction by some desired height to turn the line segments into
quadrilaterals, forming a simple piecewise planar display model.

3 RESULTS

The ability of our plane fitting method to automatically extract ac-
curate piecewise-planar display surface models is illustrated in Fig-
ures 1 and 4b. These images show two different application pro-
grams displayed onto a room corner with no perceived distortion.
Without an accurate surface model the 2-pass rendering system
would simply not be able to create such precise, pre-warped pro-
jected imagery in which straight lines remain straight. As a mea-
sure of the amount of pre-warping required, Figure 4a shows the
actual pre-warped output that projected to create the scene captured
in Figure 4b.

Figure 4: Piazza San Marco, Venice. (a) Pre-warped frame buffer
output. (b) Undistorted projected view.

Figure 5a shows the actual room cornerwithoutprojector illumi-
nation. It is a complex 4-plane structure that includes a 5” x 12”
offset column. Figure 5b shows the reconstructed computer model

of this corner with room-aligned coordinate system axes. Begin-
ning with 3618 reconstructed vertices, our RANSAC plane-fitting,
surface reconstruction algorithm produced an output display model
represented by just 4 quadrilaterals defined by ten 3D vertices. The
plane fit tolerance specified was 5 millimeters.

Figure 5: (a) Real-world room corner. (b) Reconstructed display
surface model.

One measure of comparing the real room with the extracted
model is to compare the dimensions of the offset column. In do-
ing so, we found that the offset column feature was modeled with
less than 2.3% dimensional error.

As another measure of the overall display system modeling ac-
curacy, we can also render the display model with each plane dis-
tinctly colorized. If the model and projector matrix computation
are accurate, then the projected colorized planes will map back pre-
cisely onto the their respective planes in the real-world. Figure 6
shows just such a re-projection. Close examination shows a very
accurate remapping with color transitions occurring as expected at
the surface intersections with one minor exception. In the lower
part of the image, the yellow plane overlaps onto the real-world red
plane a few millimeters.

Figure 6: Extracted display model re-projected onto the real-world
corner.

Our testing to date has involved configurations of one and two
projectors (ProjectionDesign F1 SXGA) illuminating a corner of
a room. We have explored two different corner configurations -
a standard 2-plane corner and the more complex 4-plane corner.
The material presented in this paper is based on a single projector
configuration illuminating the complex wall corner.

Our calibration toolset is a combination of C/C++ code and Mat-
lab scripts running on Windows XP. Beginning with a pre-calibrated
stereo camera pair, the script-driven process runs automatically tak-
ing less than 5 minutes to complete the full rendering system cal-



ibration from checkerboard image capture to display model poly-
gons and projector matrices out.

4 SUMMARY AND FUTURE WORK

We have demonstrated a new method for functional reconstruction
of projective display surfaces that takes advantage of the knowl-
edge that most interior display spaces are piecewise planar. Using
a RANSAC algorithm to recursively fit planes to a 3D-point cloud
sampling of the surface, this new solution clearly generates geomet-
ric models that are both simple and accurate in their representation
of the display surface shape. As a result, we are now able to more
precisely create geometrically correct and pleasing immersive im-
agery on the walls of any room with casually placed projectors than
previously possible when modeling the surface as a complex tessel-
lated mesh.

There are a number of areas for future research including:

• Scaling up to handle more walls and projectors and thereby
create a more immersive, wide-area visual display system.

• Improve the robustness of the current plane to polygon con-
version algorithm to handle without restrictions an arbitrary
configuration of extracted plane definitions.

• Implement the optimal triangulation algorithm [4] to replace
the less precise homogeneous DLT method used now.

• More fully review the literature for the applicability of other
surface fitting strategies that can model a wider variety of
shapes and sharp features. Certainly the research of [5, 14, 8]
and others is of relevance. Also, the multiRANSAC algorithm
[17] for detecting multiple planar homographies in parallel is
of importance.

Longer term, we are especially interested in developing tech-
niques whereby the calibration process is not just a pre-process
step to rendering, but one [16] that continuously and successively
refines and improves display quality while the user application is
running.
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