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The recent flurry of display technology development has produced families of technologies that make fixed
and projected pixels cheaper, faster, more flexible, and of higher quality. These advances enable “smart
pixels” and enable a number of burgeoning applications ranging from displays being used for better and
more flexible images, to user interaction, scene sensing, and environment enhancement. Some example
workshop submission topics include:

• multiview, multifocal, or high dynamic range displays;
• omnistereo projection systems;
• ad hoc or “poor man’s” projection systems;
• ultra wide field of view HMD optics;
• ultra fast displays;
• head-worn or hand-held (mobile) paradigms;
• hybrid display systems and applications;
• adaptive projector display systems;
• extended color gamut or color matching displays;
• projector-based user/device tracking, interaction, or Mixed Reality reconstruction;
• embedded pixels for Spatially-Augmented Reality; and
• rendering techniques associated with the above.

EDT 2006 will be the second “Emerging Display Technologies” workshop. It should provide an opportunity to
expand attendee thinking about ways to use contemporary display devices in VR systems and applications.
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Message from the Workshop Organizers

Dear EDT 2006 attendees,

So, how many computers are in the room with you now? How many screens and keyboards surround you?
Think about your office, your lab, your mobile phone, your PDA, ....

As our culture and society become increasingly enveloped by computational technologies, we are quietly
entering the world of a continuous cyberspace as real as that predicted by science fiction writers. The only
difference is that the connection jack that was to have been implanted in the back of our skulls is in fact
turning out to be our collections of display and interface devices.

We feel it best to embrace this inevitable path by inventing, studying, discussing, and understanding such
devices, and thus—this workshop.

Andreas Simon, Greg Welch, and Mark Bolas
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A Large Scale Interactive Holographic Display

Tibor Agócs, Tibor Balogh, and Tamás Forgács
Holografika, Hungary∗

Fabio Bettio, Enrico Gobbetti, and Gianluigi Zanetti
CRS4, Italy†

Eric Bouvier
CS Communication & Systèmes, France‡

Figure 1: Holographic display example. The images that were taken from different positions in front of the display.

ABSTRACT

Our work focuses on the development of interactive multi-user
holographic displays that allow freely moving naked eye partic-
ipants to share a three dimensional scene with fully continuous,
observer independent, parallax. Our approach is based on a scal-
able design that exploits a specially arranged array of projectors
and a holographic screen. The feasibility of such an approach has
already been demonstrated with a working hardware and software
7.4M pixel prototype driven at 10-15Hz by two DVI streams. In
this short contribution, we illustrate our progress, presenting a 50M
pixel display prototype driven by a dedicated cluster hosting multi-
ple consumer level graphic cards.

CR Categories: B.4.2 [Input/Output and Data Communications]:
Input/Output Devices—Image display

Keywords: holographic displays, 3D displays

1 SHORT OVERVIEW

We present a large scale interactive multi-user holographic display
that allows freely moving naked eye participants to share a three di-
mensional scene with fully continuous, observer independent, par-
allax. The display is an instance of a scalable holographic sys-
tem design based on a specially arranged array of projectors and
a holographic screen. The feasibility of such an approach has al-
ready been demonstrated with a working hardware and software
7.4M pixel prototype driven at 10-15Hz by two DVI streams[1]. In
this short contribution we illustrate our progress, presenting a large
scale holographic display prototype with 50M pixel overall resolu-

∗e-mail: {t.agocs|t.balogh|t.forgacs}@holografika.com
†e-mail: {Fabio.Bettio|Enrico.Gobbetti|Gianluigi.Zanetti}@crs4.it
‡e-mail: eric.bouvier@c-s.fr

tion. The display is driven by a dedicated cluster hosting multiple
consumer level graphic cards.

Figure 2: Schematic diagram. A large number of light beams can create a
spatial point.

Display concept. Our 50Mpixel display prototype uses a spe-
cially arranged array of 64 XGA commodity projectors and a holo-
graphic screen with a diagonal of 1.8m. The projection modules
project their specific image onto the holographic screen to build up
the 3D scene. The applied distributed image organization makes
it fundamentally different from other known multi-view solutions.
The module views are not associated with specific view directions.
Instead, the light beams to be emitted by the projection modules,
i.e., the module images that are generated by the projectors, are de-
termined by geometry. Each module emits light beams toward a
subset of the points of the holographic screen. At the same time,
each point of the holographic screen is hit by more light beams
arriving from different modules. The light beams propagate to ad-
dress fixed spatial positions that are independent from the viewer’s
position. Many modules contribute to each view of the 3D image,
thus no sharp boundary occurs between views, and the display of-
fers continuous and smooth change at different image areas, result-
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Figure 3: Holographic display example. Images that were taken from different positions in front of the display. Objects appear at fixed physical positions.

ing in a truly 3D experience with continuous horizontal parallax.
Multiple projectors illuminate each pixel on the screen, and the op-
tical modules can be seen under different angles by looking from
the pixel’s point of view. The holographic screen transforms the
incident light beams into an asymmetrical pyramidal form. The cut
of this light distribution is a long rectangle, where the vertical size
of the rectangle is the vertical field of view, while the horizontal
size corresponds to the neighboring emitting directions. This con-
figuration corresponds to the horizontal-only-parallax capability of
the current prototype display. The principles on which the display
is based would make it possible to provide vertical parallax. Doing
so, would require, however, another order of magnitude increase in
data size, rendering times, and system complexity, for little gain in
the visual performance in standard settings. The horizontal light
diffusion characteristic of the screen is the critical parameter influ-
encing the angular resolution of the system, which is very precisely
set in accordance with the system geometry. In that sense, it acts as
a special asymmetrical diffuser. However, with standard diffusers
and lenticulars it would be difficult, if not impossible, to produce
the shape of the required angular characteristics. The screen is a
holographically recorded, randomized surface relief structure that
enables high transmission efficiency and controlled angular distri-
bution profile. These fully randomized (nonperiodic) structures are
non-wavelength dependent and eliminate moiré, without chromatic
effects. The precise surface relief structures provide controlled an-
gular light divergence. The angular light distribution profile intro-
duced by the holographic screen, with a wide plateau and steep
Gaussian slopes precisely overlapped in a narrow region, results
in a highly selective, low scatter hat-shaped diffuse characteristics.
The result is a homogeneous light distribution and continuous 3D
view with no visible crosstalk within the field of depth determined
by the angular resolution (see figure 2).

Driving the display. The display is driven in parallel by 64 DVI
streams, one for each XGA projector. These streams are generated
by an array of 16 PCs, connected to the display through four DVI
connections each. Each PC runs a server that controls a graphics
frame buffer. The server is responsible for generating images as-
sociated to a fixed subset of the display rendering modules. In the
50M pixels prototype, each PC generates 4 XGA images using two
double head NVIDIA boards controlling a 4096x768 frame buffer.
In order to support legacy graphics programs and to simplify the de-
velopment of new holographic applications, we have implemented
an OpenGL compatible front-end. The front-end runs on a client PC
and looks to applications like an ordinary OpenGL library which, in
addition to executing local OpenGL commands, also transparently
broadcasts the graphics command stream to the dedicated cluster
driving the holographic display. The client PC is connected to the
cluster through dual Gbit ethernet links. The back-end servers listen
to the network and decode the stream of multicast graphics com-
mands coming from the client. Once decoded the commands are
interpreted and sent to the local graphics renderer. The interpre-
tation of the graphics commands involves modifying the way they

are generated according to parameters available from the local con-
figuration service, in order to transform the original central view
into the view associated with each of the associated optical mod-
ules. For each of the optical module views, the graphics commands
of the current frame are re-executed, with the following modifica-
tions: the original perspective matrix is replaced with a matrix that
matches the module’s specific position and viewing frustum; a ge-
ometrical calibration is performed, to correct nonlinearities in the
display/optical geometry; a light calibration is performed to cor-
rect the intensity and contrast differences response of the optical
modules; an angular resolution correction is performed for depth
dependent anti-aliasing. The parameters required for each of these
transformations are defined at configuration time.

Implementation and results. We have implemented a proto-
type hardware and software system based on the design discussed
in this paper. The developed large scale prototype display is already
capable of visualizing 50M pixels by composing optical module
images generated by 64 XGA commodity projectors. The display
provides continuous horizontal parallax with a approximately 45
degrees horizontal field-of-view. The luminance is over 5000 lu-
men (10000 lumen in high brightness mode) and allows the display
to work under almost any kind of ambient lighting conditions.

The rendering library’s front-end runs on either Linux or Win-
dows operating systems, and currently implements most features of
OpenGL 1.1. The library back-end, which drives the optical mod-
ules, is currently running on an array of 16 Linux PCs.

It is obviously impossible to fully convey the impression pro-
vided by the display on paper or video. As a simple illustration
of the display capabilities, figure 3 presents photographs that were
taken from different points of view in front of the large scale dis-
play. An accompanying video shows sequences of scenes recorded
live using a moving camera.

Conclusions and future work. Our display allows freely mov-
ing naked eye participants to share a three dimensional scene with
fully continuous, observer independent, parallax. The image qual-
ity of our prototype is comparable to nowadays projector-based
Geowall displays, with the additional advantages of not requiring
users to wear any kind of viewing device. The display looks like an
ideal solution for high end multi-user applications. We are currently
working on exploiting it for large scale model visualization.

Acknowledgments. This research is partially supported by the COHER-
ENT project (EU-FP6-510166), funded under the European FP6/IST pro-
gram.

REFERENCES

[1] Tibor Balogh, Tamás Forgács, Tibor Agocs, Olivier Balet, Eric Bou-
vier, Fabio Bettio, Enrico Gobbetti, and Gianluigi Zanetti. A scalable
hardware and software system for the holographic display of interactive
graphics applications. In EUROGRAPHICS 2005 Short Papers Pro-
ceedings, Conference Held in Dublin, Ireland, August 2005, 2005.

IEEE VR 2006 Workshop on Emerging Display Technologies March 26, 2006

3



Xphere: A PC Cluster based Hemispherical Display System 
 

Dongsik Jo*                  Hyun Kang†            Gun A. Lee‡               Wookho Son∮ 

Digital Content Research Division, Electronics and Telecommunications Research Institute 

 

ABSTRACT 
Visual information has the greatest effect among five senses of 
human. Therefore, the satisfaction of visual information for 
representing virtual environments is necessary for good results in 
information acquisition, virtual training, virtual prototyping, etc. 
Recently, although there have been a large variety of display 
systems, there is no such a fully immersive and clearly projected 
display with high-resolution. In this paper, we describe a 
hemispherical display which supports a fully immersive 
experience and high-resolution images. In our display system for 
generating high-resolution images, a virtual scene image is 
divided into several pieces those are rendered by a PC cluster and 
projected with multiple projectors. In this paper, we also describe 
the PC cluster and projectors designed for optimized performance 
and a convenient control. 
 
CR Categories: H5.m. Information interfaces and presentation 
(e.g., HCI): Miscellaneous. 
Keywords:  Virtual realities, distributed system, process control, 
real time 

1 INTRODUCTION 
 

In virtual environments, visual displays play key roles. Therefore, 
many users have made requests for an innovative display 
technology such as head mounted displays and large projection 
displays (e.g., CAVE [1]). Immersive displays needs to support 
not only large-scale images but also high-resolution images to 
maximize visualization effects for various applications (e.g., a 
design review of a car interior or exterior, a virtual training and 
simulation of work arrangements). There are many cases of 
development of immersive display systems for user’s needs, but 
these systems still lack of full immersion, stereoscopy, high-
resolution and scalability. In this paper, we propose an immersive 
display with a screen in spherical shape, which is called “Xphere” 
(eXtensible Platform for spHErical REndering). We use a back-
projection hemispherical screen with multiple projectors for 
visualizing a high-resolution seamless image in wide field of view. 
Also, we construct a PC cluster for processing distributed 
photorealistic rendering and for generating real-time visualization 
of 3D scene.  

2 RELATED WORK 
 

A variety of display systems for presenting virtual environments 

have been developed from wearing device such as HMD to fully 
immersive display system such as CAVE [1]. Tiled display from 
Fraunhofer IGD is a tiled-screen for supporting not only a large-
scale image but high-resolution images [3]. A single seamless 
high-resolution image is composed of multiple images using tiling 
technique. The Vision station from Elumens is the most well 
known display product for its screen with spherical surface [7]. 
The screen has 1.5m diameter providing 160 degrees of field of 
view. In comparison, our Xphere differs from these with 
completely acceptable next characteristics:  
 
�Provides higher resolutions 
�Immersive VR environment 
�Covers full FOV(filed of view) of humans 
�Projection image occlusion avoided by back projection 
�3D stereoscopic view: less ghost effects 
�Seamless images: continuous projection surface 
�Scalable system for generating higher resolution 
�Supports multiple participants 
�Supports convenient control 

3 IMPLEMENTATION 

3.1 Multi-projection based hemispherical display 
 

The Xphere have consists of three main hardware components: a 
curved screen of hemispherical shape, a set of multiple projectors, 
and a PC cluster. First, the screen has a shape of a partial sphere 
with 3m diameter horizontally and with 2m height vertically. 
Second, we used multiple projectors for generating high-
resolution images with 16 projectors. And, we arranged multiple 
projectors to project 4x2 tiled images on the rear-projection 
hemispherical screen surface with stereoscopic view (figure 1). 
But, because geometrical distortions are unavoidable when 
projecting images on a non-planar surface with projectors, we 
have a process for calibrating 3D position and orientation of each 
projector relative to the screen before rendering the virtual scene 
in order to correct these distortions (figure 2). 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 1: Xphere’s configuration 
 

* e-mail: dongsik@etri.re.kr 
†e-mail: hkang@etri.re.kr 
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Figure 2: Geometry and color correction on spherical surface: The 
left picture shows four projection images overlapped on the 
hemispherical screen surface. In the middle, geometrical distortions 
are corrected by projective texture rendering technique [4] which 
first renders the virtual scene into a texture image with normal 
rendering pipeline, and then renders the final image by projecting 
the rendered texture image onto a geometrical surface. The right 
picture shows the seamless image produced by color correction. 
We use alpha blending technique by blending a color map image 
with the rendered image so that two images would blend smoothly. 
 

Finally, a PC cluster for distributing the visual output of standard 
application is established. Each cluster nodes are connected 
through a gigabit Ethernet network for high speed data 
communication and synchronization. 

The installed Xphere systems provide users with 4096 x 1536 
resolutions including stereoscopy and 180o x 90o of field of view. 
These cover the whole sight of the user and are adequate to full 
capacity of visual information (figure 3). 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 3: Xphere in use for reviewing a car interior design 
 

3.2 The design of PC cluster and performance test 
 

The Xphere’s PC cluster for executing 3D visual contents 
visualizes high-resolution images through a real-time process. 
Generally, we can classify the design of PC cluster by 
transmission differences of data structures between master and 
slave.  

Distribute geometry is that primitives partitioned and sent to 
slaves.  On the other hand, distribute control is that each slave 
node runs full application and master synchronizes running 
application [6]. We compared each method using a same 
polygonal data under same platforms and was able to aware that 
the rendering speed of distribute control is faster than distribute 
geometry (figure 4). This is due to store of 3D model data on all 
slave node and exchange of only synchronization information 
through the configured network. 

Therefore, the 3D graphics distribution software for visualizing 
Xphere’s contents is based on an open source library, OpenSG [5], 
which has been selected by considering rendering quality and 
performance. 
 
 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
Figure 4: This picture shows the result of rendering speed (frame 
per second) between distribute geometry (red bar) and distribute 
control (blue bar). Distribute control has double than distribute 
geometry. As a software platform, we use OpenSG [5] library for 
distribute control and Chromium (http://chromium.sourceforge.net/) 
for distribute geometry on Microsoft Windows XP operating system. 
 

3.3 Centralized control of PC Cluster and multiple 
projectors 

 
The scalable display wall systems (e.g., tiled display, CAVE) such 
as Xphere consist of multiple resources including PC cluster, 
multiple projectors, software and user input. Therefore, these 
systems need to have management toolkits which provide easy 
and fast operations [2]. For this purpose, we developed the 
Xphere’s control software for PC cluster and multiple projectors. 
Provided functions include program execution at the same time, 
selection of various contents, rebooting and shutdown of cluster 
nodes. The control software also provides control of multiple 
projectors such as power on/off and selection of the input source 
(figure 5). 
 

 
Figure 5: Xphere’s control software:  this picture shows a 
functionality of exchanging the command and executing the 
program simultaneously for all cluster nodes. 
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ABSTRACT 
This paper presents a novel mixed reality (MR) system for 
virtually modifying (e.g., denting, engraving, swelling) shape of 
real objects by using projection of computer-generated shade. 
Users of this system, which we call HYPERREAL, perceive as if 
the real object is actually being deformed when they operate the 
system to modify the shape of the object while only the 
illumination pattern of the real object is changed. The authors are 
aiming to apply this technology to product designing field: 
designers would be able to evaluate and modify form of their 
product more efficiently and effectively in an intuitive manner 
using HYPERREAL than conventional design process (typically, 
computer aided design, or CAD, systems and solid mock-ups) 
since the system is able to provide users with actuality/presence of 
real mock-up and flexibility of shape data on a computer system, 
such as CAD system, all at once. 
 
CR Categories: J.6 [Computer-Aided Engineering]: Computer-
Aided Design (CAD) 
 
Keywords:  mixed reality, form design, visual perception 
 

1 INTRODUCTION 
This paper aims a new design supporting system by virtually 
controlling the shape of the real object without damaging 3-D 
presence and realistic touches of the object.  

While computer aided design (CAD) systems are widely used 
for product design and development currently, designers often use 
real object like clay model or mock-up of the final product (e.g. 
automobile) when they evaluate appearance of 3-D surface of the 
product. Use of fully designed mock-up has been seemed 
unavoidable since it is hard for us to get a sensibility of realistic 
touches of the object from object’s model rendered by computer 
graphics (CG) especially on a 2-D screen. However, we cannot 
control shape of the real object freely unlike we can on a CAD 
systems. Thus in design process designers must copy the shape of 
the first mock-up into a CAD model, after modifying its shape on 
the CAD, designers must rebuild its mock-up by kinds of 3-D 
printer to evaluate impression of its design. This process goes 
over and over until the final shape of the product is fixed. The 
design process using the real object costs long time and disturbs 
creative activities of designers. The authors aim to solve these 
problems using recent development of mixed reality (MR) 
technology. 

 
There are several MR systems superimposing virtual texture 

image onto the real object using the light projection that gives 
users high spatial and stereoscopic effect watching the real object 
[1-5]. In these systems and other related researches, modifying the 
object shape has not been considered so that the real objects need 
to have exactly the same shape with virtual objects. The authors 
propose a projector-based MR system which can apply to any 
shape. We call this HYPERREAL design system. 

Figure 1: The system overview. A real object onto which 
computer-generated shade and motion particles are projected 
provides user with illusion as if the object is actually deformed. 
The computer keeps tracking the position of the user and the 
motion of the forming device and regenerates the projection 
image so as to reflect the deformation done by the user with 
coherence of user’s vision retained.  

 

2 METHOD 
In this paper, the authors put emphasis on solution to the problem 
of how to display the illuminated object with 3-D presence and 
realistic touches. Projector-based MR systems allow us to easily 
modify the appearance of object’s surface as we like by 
illuminating them with rendered images. On the contrary, the 
shape of the object itself seems, indeed, not modifiable. 

Though we can perceive depth information roughly with 
binocular stereopsis, strict depth information is perceived by a 
surface texture such as shade and shadow, or brightness and 
darkness [6]. The authors denote these factors of depth perception 
psychological factor. For example, we cannot perceive bumpy 
surface of the golf ball without psychological factor on the surface 
of the ball. Shade and shadow on the surface does create an effect 
of bump on the surface of the golf ball. With psychological factor, 
it is possible to express high-definition spatial effect by using CG 
technique such as shading and shadowing. The authors realize 
virtual forming of real object by illuminating real object with 
psychologically adjusted CG images. 

*email: {his, takase, kei, kanaya}@sens.sys.es.osaka-u.ac.jp 
†email: sato@sys.es.osaka-u.es.jp  
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So as to enhance the effectiveness of shading and shadowing, 

the authors also explore the possibility of using particle rendering 
combined with conventional surface rendering for HYPERREAL 
system. Motion of particles has been used to illustrate specific 
information on shape of the static 3-D object intuitively and 
effectively on the 2-D display [7]. However, the use of motion as 
a mean of changing shape of the real object has been a rather 
unexplored area. In this paper we present how the flow of moving 
particles coupled with shading and shadowing along the object's 
surface can be used to provide the user with supplemental 
perception of object's shape and structure. 

It is important to note that virtual forming creates the 
appearance of the surface, but does not affect the shape of the 
surface itself. The shape of the real object retains its original form. 
We must consider the position of the user’s head every time the 
user moved his/her head, for creating the appropriate rendered 
images, since the shade and shadow move on the surface as the 
viewpoint changes. 
 

Figure 2: Outlook of the HYPERREAL design system 
 

3 HYPERREAL – A VIRTUAL FORMING SYSTEM  
The overview of the HYPERREAL design system is shown in 
Figure 1. The outlook of the experimental setup is shown in 
Figure 2. This system runs on a PC workstation (Intel Pentium-4).  
A six-dof position tracker (Polhemus Fastrack) is used to detect 
the position of the user's head.  The authors use a projector (Plus 
V1100) to render images directly on white (natural, unmodified) 
object used as a screen. 

Virtual forming process is done as follows. First,  we set a 
neutral object of known shape within the range of projector’s 
illumination. Before virtual forming, the 3-D shape model of the 
real object is captured on the computer. Changing the shape of the 
object, or virtual forming, is done in the virtual space on the 
computer. Then, the HYPERREAL system simulates appearance 
of the object from a certain viewpoint on the virtual space using 
the CG technique to produce the appearance of the object as it 
ought to be after virtual forming. The photometric pattern 
obtained from the simulation is used to illuminate the neutral 
object and give an illusion of the different surface shape. These 
sequences of processes go on in real-time. 

Users can modify the surface of the object by directly!
touching the surface with special hand piece whose position is 
tracked by the HYPERREAL system. The system computes 
corresponding appearance of the object as the user intended and 
replaces the pattern of the illumination so that the user gets an 
illusion as if the object has actually been deformed. 

Figure 3 shows examples of virtual forming. Figure 4 shows 
actually dented surface (for comparison) and virtually dented 
surface.  
 

 

  !    
(a)                           !                     (b) 

Figure 3: (a) Object with virtual-shade projection  
 (b) Object with virtual-shade plus particles 

 

 
Figure 4: Actually dented surface (left)  

and virtually dented surface (right). 
 

4 CONCLUSION 
In this paper, the authors have presented a new design supporting 
system applying MR technology. This system has enabled to 
control the surface shape of real object without actually modifying 
it. While more work is needed, the authors also demonstrate the 
effectiveness of motion rendering combined with shading and 
shadowing as a mean of enhancing shape perception. The authors 
currently are developing user-friendly device to modify shape of 
objects in more intuitive way. The authors expect this system 
helps the designers to design 3-D forms intuitively and speedily 
without disturbing their creativity and imagination. 
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ABSTRACT 
We developed an autostereoscopic display for distant viewing of a 
three-dimensional (3D) computer graphics (CG) image without 
using special viewing glasses or tracking devices. The images are 
created by employing a light field rendering and pixel distribution 
algorithm for integral photography (IP) / integral videography 
(IV) imaging. How to enhance the image depth, especial the long 
visualization depth, is a challenge work. In this study, the images 
are rendered from a referential viewing area for each viewpoint 
and the elemental images are reconstructed by pixel redistribution 
method. The corresponding result images are projected to a screen 
that is separated from the lens array by a referential viewing 
distance as the setting of image rendering. A photographic film is 
used to record the elemental image through each lens with a 
photograph-taken method. Our photograph-taken based IV display 
enables precise 3D images with long visualization depth to be 
displayed at long viewing distances without any influence from 
deviated or distorted lenses in a lens array. We created an 
autostereoscopic display that appears to have three-dimensionality 
even when viewed from a distance, with an image depth of 5.7 m 
or more in front of the display. To the best of our knowledge, the 
presented long-distance IV display is technically unique as it is 
the first report of generating an autostereoscopic image with such 
a long viewing distance in the field of computer graphics. 
CR Categories and Subject Descriptors: B.4.2 Input/Output 
Devices – Image Display 
Keywords: autostereoscopic display, integral photography, 
integral videography, long visualization depth 

1 INTRODUCTION 
Computer graphics (CG) is the field of visual computing, which 
utilizes computers both to generate visual images synthetically 
and to integrate or alter visual and spatial information sampled 
from the real world. The images can be photographs, drawings, 
movies, or simulations -- pictures of things which do not yet exist 
and maybe could never exist. Images from places we cannot see 
directly, such as medical images from inside body, can also be 
reproduced by CG. Most of CG-generated three-dimensional (3D) 
image are displayed on two-dimensional (2D) screen by use of 3D 
object rendering algorithm, such as shading, lighting, mapping, 
color creating, ray tracing at al. The motion parallax and the 
image depth can not be reproduced when the 3D image displayed 
on 2D screen. 

Traditional stereoscopic display consists of creating a 3-D 
illusion starting from a pair of 2-D images. It creates depth 
perception in the brain by providing the eyes of the viewer two 
different images, representing two perspectives of the same object, 
with a minor deviation similar to the perspectives that both eyes 

naturally receive in binocular vision.  
The binocular stereoscopic technique in combination with the 

CG has been popularly applied in field of virtual reality. Most of 
that research focused on the development of stereoscopic display 
multiple perspective views inherently requires a very high display 
resolution. The binocular stereoscopic display reproduces the 
depth of projected objects by using fixed binoculars; because the 
images for the left and right eyes are formed separately, there is a 
disparity in the reproduced image. Therefore, different viewers 
can have inconsistent depth perception. 

The use of autostereoscopic display for CG displaying is a 
technological improvement because it augments the image depth 
for 3D display without use of any supplementary glasses or 
tracking devices. Integral photography (IP) [1] is an ideal way to 
display 3D autostereoscopic images—spatially formatted visible 
images can be formed from an arbitrary viewpoint. This 
autostereoscopic technique is also called “fly's eye lens 
photography” because of its use of an array of tiny lenses and a 
film for capturing and displaying images. A number of elemental 
images are recorded on the film. When the film is placed at the 
same position relative to the lens array and is irradiated with a 
diffused light, the rays retrace the original routes and reproduce 
the image at the same position as the located object. IP uses both 
horizontally and vertically varying directional information and 
thus produce a full parallax image, making it a promising method 
for creating 3D autostereoscopic displays. Integral videography 
(IV) is an animated extension of the IP.   

Most of the reported studies have focused on widening the 
viewing angle and improving the viewing resolution of IP/IV 
image. These devices only have an image depth of several 
centimeters to several decade centimeters. To the best of our 
knowledge, there has been no report about producing a 3D 
autostereoscopic image with a depth of several meters for viewing 
with the naked eye.  

In this paper, we present a 3D autostereoscopic display for 
distant viewing of a 3D CG image with an image depth of several 
meters in front of and behind the display. The images are 
calculated from a referential viewing area for each viewpoint and 
the elemental images are reconstructed by pixel redistribution. We 
proposed a photograph-taken method for recording the 
corresponding result images to a photographic film through each 
lens. The images displayed have three-dimensionality even when 
viewed from a distance. 

2 LIGHT FIELD RENDERING BASED IV IMAGE GENERATION  

2.1 Referential Viewing Area and Light Field Rendering 
A referential viewing area based elemental images rendering 
technique is proposed to increase the depth of the IV image. The 
setting of the referential viewing area will be also used in 
recording the IV elemental images for each lens. The images can 
be created by CG software or captured by cameras from different 
viewing directions corresponding to the divided referential 

7-3-1 Hongo, Bunkyo-ku, Tokyo 113-8656, Japan 
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viewing area (Fig. 1). The viewing distance and the setting for 
image rendering is the same distance used in recording and 
viewing the IV image. Since the image rendering and recording of 
our 3D imaging system is based on a standard viewing distance 
and viewing area, the developed autostereoscopic display could be 
free from the distortion of the lens array and the image, as will be 
described in section 2.5. 

As a method of rendering the images for each viewpoint, light-
field rendering could be used to render arbitrary view of a static 
3D scene [2] [3]. Light fields were designed as a method for 
rendering a fast 3D image. We can simulate the function of IV 
display with the process of reproducing light rays by CG. 
 

 
Figure 1. IV elemental image generation using referential viewing 

area based ray tracking algorithm. 

2.2 Computer Graphics based Image Generation 
The elemental IV image is one of rendered result of special CG 
technique. Any kind of CG rendering method can be used for IV 
image generation. Figure 1 shows the computing principle of 3D 
images for convex lens of a lens array in a 3D display device. We 
set the referential viewing distance as the distance from the 
location of the elemental image behind the convex lenses to a 
plane (a referential viewing area) located at the position where 
combined elemental images can be viewed as a 3D IV image. 
The quality of IV image will be improved when the resolution of 
the rendered image is increased. We can synthesize a high quality 
image by interpolation of the contiguous elemental images [4]. 
The viewing area is decided by the optical characteristic of the 
lens and the corresponding position of the covered elemental 
image. 

The elemental images are calculated according to the following 
procedure. First, the referential viewing area is divided into a 2-D 
M by N matrix of small areas in accordance with the resolution of 
the 3D image to be reproduced. For each small area, the image 
viewed from each viewpoint is rendered by CG software. The 
point at which the ray becomes incident with the object is 
determined to be a surface point of the object. Brightness and 
color are calculated based on surface color of the object and the 
lighting conditions, as if the object were viewed from the center of 
the small area. This procedure is repeated for all M by N areas.  

The viewing direction of virtual camera from each viewing 
point is as the line connected the viewpoint and the center of the 
screen. The light filed of the image taken by virtual camera covers 
all of area of the lenses. Since the center of the screen will not be 
changed when we render the image, the 3D object can be moved 
forward of backward with different image depth.  

 
Figure 2. CG based image generation for each viewpoint and 

elemental image corresponding to each lens. 

2.3 Pixel Distribution for Elemental Image  
The principle of CG-based image creating method for elemental 
IV image is shown in Fig. 2. For each small viewing area, one 
image is taken. The resolution of the image should be greater then 
the total number of lenses. To achieve a high-quality IV image, 
we first rendered the image with a 2×2 times pixels number of the 
total lenses number. Corresponding pixels are extracted and 
synthesized to create IV elemental images.  The rendered M×N 
images are distributed to the IV elemental images. Each elemental 
image is saved as a single image file in PC.   

The pixel distribution calculation describes how to distribute 
the pixel for each elemental image as follows. We set the 
coordinate of X axis as horizontal and Y axis as vertical. The 
definition of viewing point and the lens number are shown below. 

ViewPoint(m, n) ; (m = 1, 2, …., M; n = 1, 2, …., N). 
Lens(i, j); (i = 1, 2, …., X ; j = 1, 2, …., Y). 

The M and the N are the numbers of divided viewing area in 
horizontal direction and vertical direction. The viewing area 
number is the same as the pixel number of the elemental image 
corresponding to each lens. The X and the Y are the total lens 
number of lens array in horizontal and vertical direction. The 
plane image of the object obtained with ViewPoint(m,n) is definite 
as               . The elemental image behind the Lens(i,j) is              .  

Consider of the possible pixel viewed from the viewpoint is 
recorded as the intersection of the screen and the straight line that 
connects the center of lens and the viewpoint. The pixel of 

]][[, jiVmn
is corresponding to the position of line ][i and low 

][ j behind the lens as shown in Fig.4. The entire pixel 
jiV in the 

rendered image is distributed to the corresponding lenses as below. 
]1][1[]][[ ,, !"!"# nNmMLjiV ijmn
 

By repeating this processing about the image     obtained with 
all viewpoint (m, n), the whole elemental images can be 
calculated. This method also solved the problem of two-step IP 
proposed by Ives [5] using computer generated IP. 

2.4 Long Visualization Depth Autostereoscopic Display 
To reproduce a 3D image precisely by utilizing a conventional 
lens array, the lens arrangement and the geometry of each lens 
should be absolutely flawless. In practice, it is very difficult to 
obtain a flawless lens array. We succeeded in creating an image 
display that appears to have three-dimensionality even when 
viewed from a distance. The present method solves the above-
mentioned problems, thereby letting a display device present 
virtually deviation-free and distortion-free 3D image. Perfect 3D 
images are obtained by minimizing the deviations of light rays in 
the observing areas, even if some lenses in the array are deviated 
and/or distorted. 

mnV

]][[ YXVmn ]][[ NMLij
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Figure 3. Configuration of IV image generating device. 

Figure 3 shows a configuration of the 3-D image generating 
device. The device comprises a lens array having a predetermined 
number of convex lenses arranged in a matrix and a photographic 
film arranged behind the lens array almost on the focal plane. The 
lens array and the film are placed in a black box. The 3-D image 
generating device also includes an X-Y stage shutter moving 
device holding a shutter and a bellows. Except for the lens directly 
behind the shutter, the other remaining convex lenses are covered 
by the black box and the bellows so that portions of the film 
corresponding to the remaining lenses are not exposed. The X-Y 
stage and the shutter are connected to a computer. A projector is 
connected to the computer so that the calculated elemental images 
can be projected on the screen. The screen is separated from the 
lens array by the referential viewing distance of the 3-D image 
generating device [6].  

Elemental images on the film are generated according to the 
following steps. The photographic film is placed near to the focal 
plane behind the lens array frame. We control the X-Y stage and 
move the shutter to the position in front of the desired convex lens. 
The corresponding image to the selected lens is read from the PC 
memory and is projected on the screen. The projected images and 
the exposure time are automatically controlled by the computer. In 
this procedure, only a portion of the recording means behind the 
desired convex lens is exposed by opening the shutter. Except for 
the desired lens, the other remaining convex lenses are covered by 
the black box and the bellows so that portions of the recording 
means corresponding to the remaining lenses are not exposed. 

2.5 Long Visualization Depth Autostereoscopic Display 
The same lens array used for generating images is also used for 
displaying the generated images. Despite that the generated image 
will deviate from the intended position if the lenses are deviated, 
the displayed image will be reproduced at virtually the right 
position on the referential viewing plane, since the generated 
deviated image is compensated by the same deviated lenses, 
which returns the deviated light rays to designed positions in the 
referential viewing area. Since the light rays are scarcely deviated 
in the vicinity of the referential viewing area, the presented 
method can reproduce a 3D image with the desired position and 
geometrical shape. 
 

3 LONG  VISUALIZATION DEPTH IV DISPLAY  

3.1 Display and lens array 
The lens array is composed of 105×70 lenslets. Each lenslet 
element was made of glass and has a uniform base size of phi 6 
mm. The focal length of each lenslet is 13 mm. Taking into 
account the spherical aberration, diffraction, the focal length error 
of the lenslet, the iris diaphragm of phi 3 mm was chosen and the 
lens array was arranged in the shape of hexagon with a lens pitch 

of 10 mm. The lens array frame is made of aluminum with high 
precision manufacture technique. The lens array is covered by an 
iris array.  

We used a positive glossy film (Konica, QAC7-TDO) to record 
the image in these experiments. The resolution of film was 
measured by using a test chart with a set of white and red binary 
stripes. The results show that the resolution of the film is over 
65cycle/mm (pixel pitch: 0.00769mm), which is satisfied with the 
requirement of recorded IV elemental image (pixel pitch of 
0.0127mm, 3.6mm / 284 viewpoint, where 3.6 mm is the size of 
each elemental image). Each lens covered 280×210 pixels, the 
elemental images were calculated by using the referential viewing 
area based light field rendering algorithm.  

3.2 CG-based images and distributed elemental image 
We evaluated the image depth using 3D objects that were placed 
at different depths in front of and behind the lens array. The 
structure of displayed objects include a club with 2 m in front of 
the screen and 4 m behind the screen, a ball at 1 m in front the 
screen, a cube at 0.5 m behind the screen, letter “IP” 0.5 m in 
front of the screen, “ATRE” at the lens display point and “3D” 1.5 
m behind the screen (Fig.4). The object was rendered from 
different viewing point by use of CG software (Shade, Expression 
Tools Inc.). The lens array is combined by 105 (H) × 70 (V) 
lenses. Each lens covers an elemental image with a resolution of 
280×210 pixels. Some of selected distributed images are shown in 
Fig.5. 
 

 
Figure 4. 3D model structure of displayed image. 

Lens No.: (H)   20   30       40        50         60
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Figure 5. Selected reconstructed elemental images corresponding 

to the lenses at the position of line 15, 25, 35, 45, 55 and law 
20, 30, 40, 50, 60.  
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3.3 Manufactured long distance IV display  
The manufactured long visualization depth IV display is showed 
in Fig.6b. At a viewing distance of five meter, the yellow part of 
club jumps out about two meter from the screen and the green part 
of club appears about four meters inside the screen (Fig.6). The 
viewer can move up or down, right or left, and the image will 
track as fixed in the position of the hand in the figure shows 
(Fig.6a, 6c); the club appears to be directly on the palm. The 
projected IV images were taken using a digital camera (Nikon 
D1X). The focal length and the F-number of camera lens were 50 
mm and 16, respectively. The pupil diameter of the camera iris 
was about 3 mm, which is similar to the pupil diameter of the 
human eye in an ordinary lighted indoor environment. The 
viewing angle was 13.6 o in horizontal and 10.2 o in vertical. 

The motion parallax of the projected IV image was 
continuously observed. The image could be observed clearly from 
different directions. The palm was placed two meter in front of the 
display and was adjusted to the position under the yellow club. 
The reconstructed IV images (in this case club) are on the same 
position their relative position does not change from any viewing 
angle.  

3.4 Manufactured long distance IV display  
We also evaluated the maximum spatial resolution of the 
displayed images by using a set of black and white strips. The IV 
images of the projected stripes were taken using a digital camera. 
The focal length and the F-number of camera lens were 50 mm 
and 16, respectively. The pupil diameter of the camera iris was 
about 3 mm, which is similar to the pupil diameter of the human 
eye in an ordinary lighted indoor environment. The resolution was 
determined by the minimum width at which the stripes could be 
clearly observed. Experiments were conducted in which five 
observers each made five viewing attempts and these revealed that 
with this apparatus, images could be displayed in a range from 5.7 
meters in front of the screen to 3.5 meters into the screen.  
 

4 SUMMARY AND FUTURE WORKS 
Our 3D images obtained by the image-generating device were 
designed to be observed from an apparent area in the vicinity of 
the referential viewing distance, the positional errors of the light 
rays in the apparent area were so small that no deviations in the 
reproduced images could be perceived.  

Since our algorithm generates the IV elemental image for each 
lens using pixel distribution method, it is not necessary to perform 
special hidden surface processing in IV image generation. This 
method addressed the issues of IV/IP image rendering and made it 
free from the pseudoscopic image problems. Furthermore, the 
common CG rendering method like translucence, reflection, 
peculiar surface processing can be directly used in IV image 
generation.  

We proposed a CG-based IV image generation method for high 
quality IV image generation. Since the images are calculated 
based on respective points in the referential viewing area, light 
rays in the vicinity of the referential viewing area are calculated 
with high precision. The display can be viewed by multiple 
peoples from a distance of 5 m or more. The image depth is over 
5.7 m in front of the display that could be observed by multiple 
peoples. 

Our future works include developing a dynamic long 
visualization depth IV display and improving the image quality of 
the reproduced IV image. The CG based IV rendering algorithm 
should be improved and a more computational power should be 
enforced in the future work.  
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Figure 6. A 3D computer graphics image produced by the IV autostereoscopic display for distant viewing, viewed from the left to right. 
The club stands out in mid-air on the palm of the viewer's hand about two meters away (yellow) and four meters inside the display. 
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Upponurkka: An Inexpensive Immersive Display for Public VR Installations

Tapio Lokki∗ Tommi Ilmonen† Wille Mäkelä‡ Tapio Takala§

Helsinki University of Technology
Telecommunications Software and Multimedia Laboratory

ABSTRACT

Upponurkka is an inexpensive immersive display system for public
virtual reality installations. It is designed for public places to be ro-
bust, wireless, and light-weight. The system consists of two passive
stereo screens and optical tracking. In this paper the hardware and
software of Upponurkka are briefly presented. In addition, experi-
ences of using the system in a public art exhibition are reported.

CR Categories: B.4.2 [Hardware]: Input/Output Devices—Image
display; J.5 [Computer Applications]: Arts and Humanities—Fine
arts

Keywords: virtual reality, immersive display, VR for public

1 INTRODUCTION

Upponurkka (literally “a submersible corner” in English) is a low-
cost immersive display, especially designed for public VR instal-
lations. Like a cave, it is a multi-user display, although only one
viewer is tracked so that he/she sees the correct perspective. Spe-
cial attention in design was paid on the robustness of the system.
As a starting point we made a policy decision that from the user
perspective the system should be wireless and light-weight.
The motivation for Upponurkka was to build a cost-effective 3D

display which could be used in an exposition of immersive art in
Kiasma, Museum of Contemporary Art in Helsinki, Finland. The
presented immersive art is created by drawing into the air 3D im-
ages with free-hand style in a cave-like environment [4, 5]. The
exhibited artworks are the result of series of studies in which we
are seeking an immersive free-hand medium for artists. The im-
mersive art is painted with a special drawing device resembling a
data glove, presented in more detail in previous papers [3, 6].

∗e-mail:Tapio.Lokki@tkk.fi
†e-mail:Tommi.Ilmonen@hiit.fi
‡e-mail:wmakela@tml.hut.fi
§e-mail:Tapio.Takala@tkk.fi
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Figure 1: The components of Upponurkka.

2 EQUIPMENT

The equipment, both hardware and software, of Upponurkka is
completely self-made and constructed from off-the-shelf compo-
nents. The total cost of all equipment was about 13,000e.

2.1 Hardware

The schematic illustration of the hardware is depicted in Fig. 1.
The projection system consists of four off-the-self LCD projectors
equipped with passive polarization filters in front of their lenses,
see Fig. 2. In fact, the emitted light from LCD projectors is al-
ways polarized. However, in this case the polarization angle was
45 degrees from vertical/horizontal direction and it was practical to
rotate the polarizations with the filters to vertical and horizontal di-
rection. Of course, we could have tilted the projectors and manage
without the filters (and obtain more luminance), but then the pro-
jector rack construction and image adjustment to the screens would
have been more complicated. In the current setup, the projectors
produce passive stereoscopic images to two 3x3m polarization pre-
serving screens which are mounted in right-angle. The projectors
are positioned slightly off-center to minimize reflection of the pro-
jected light from one screen to the other.
The images are rendered with two PCs, named the application

PC and the rendering PC in Fig. 1. Each computer has a single
graphics card with dual outputs and both are responsible for render-
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Figure 2: Projectors are mounted to the rack that is hanging from
the ceiling.

Figure 3: Cameras for motion tracking. To work properly cameras
need extra light, produced by ordinary spotlights.

ing 3D content to one pair of projectors. The PCs have integrated
1 GB Ethernet controllers that take care of the communication be-
tween PCs.
The tracking of the head of the user is based on custom made op-

tical tracking. The tracking hardware consists of two Apple iSight
FireWire cameras that are equipped with wide-angle converters.
They are connected to the application PC via the FireWire hub. In
addition, for good performance the tracking needs some extra light
which is produced with normal spotlights, mounted as close to the
cameras as possible, see Fig. 3. The tracked user is wearing passive
stereo-glasses which are equipped with color balls that are covered
with retroreflective material, see Fig. 4. Such solution is very inex-
pensive and robust in public environment.

2.2 Software

Upponurkka is run by in-house software on top of the Linux op-
erating system. The graphics to be rendered is distributed to the
rendering PC with the Broadcast GL (BGL) [2]. It is an alternative
approach for managing graphics clusters. The application using
BGL broadcasts binary encoded OpenGL API calls to the render-
ing slaves over a UDP/IP socket. In Upponurkka the application
PC runs the main application and both the application PC and the
rendering PC operate as independent rendering slaves. The BGL is
very efficient in data-intensive applications that require good scala-
bility to multiple displays.

2.2.1 Optical Tracking

Maybe the most interesting innovation in Upponurkka is a cheap
optical tracking system. The software is based on the FLUID cam-
era tracking code [1] and it tracks two color balls with two cameras.

Figure 4: Top: Polarizing stereo glasses in use, one equipped with
tracking markers. Bottom: Blue and red retroreflective markers with-
out (on the left) and with (on the right) spotlight illumination.

The tracking is performed with 30 Hz sampling frequency and it
works very well in the viewing area which is about 3x3m in front
of the screens.
For optical tracking we needed markers that would not be con-

fused with other objects in the room. At first we considered us-
ing markers with rare color that would seldom appear in clothes of
users. In practice such colors do not exist, since the museum visi-
tors may have any kind of clothing. As a next step we tested how
a retroreflective material would work. As seen in Fig. 4 retrore-
flective markers appear very bright when the spotlight illuminates
them. Such illumination is easily obtained by mounting spotlights
close to the cameras. As a result the markers can be detected based
on two features. First the markers have a well-defined color and
second the markers are brighter than any normal objects. In exhi-
bition settings in addition to the markers the only bright objects are
the ones with glossy reflection that hits the camera (leather hand-
bags etc.). Such reflections are typically white (regardless of the
color of the material) and easy to filter out.
The applied Apple iSight FireWire cameras don’t, unfortunately,

support the control of the color balance. Therefore, color drift oc-
curs as the cameras adjust their color profile automatically. This
problem was overcome by using monochromatic markers (red and
blue) — a pure red is pure red, at least green and blue values are
close to zero, regardless of the color balance of the camera.
The complete motion tracking pipeline is:

1. Capture images.

2. Detect the markers from the images.

3. Calculate the ray from camera to the marker.

4. Calculate the marker locations from the ray information.

5. Calculate head location from the marker locations.

6. Perform Kalman filtering on the location data to obtain
smooth input for graphics rendering.

At each stage we encounter noisy data that needs to be dealt
with. For this reason the system implements several ad-hoc error
correction/recovery methods on stages 2–4.
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Table 1: Distribution of exhibition visitors, grouped with time spent watching artworks.

user wear wear tracked pick main focus: main focus: spent rough % of
type glasses glasses a set interface artworks time visitors
A - - - + - 10 sec 10
B + - - + - 20 sec 10
C + + + + - 1 min 10
D + + + + - 2-5 min 40
E + + + - + 10-20 min 20
F ? ? ? ? ? ? 10

3 USE CASE: IMMERSIVE ART EXHIBITION

Upponurkka was mounted to a separate room in Kiasma, the Mu-
seum of Contemporary Art in Helsinki, for a period of three weeks
in November 2005. During this time, a few thousand visitors ex-
perienced the immersive art exhibition, ”Painted into air”, by Wille
Mäkelä and ten guest professionals of traditional fine art. Fig. 5 is
taken in the museum and in Fig. 6 a few sketches are presented. The
total of 25 artworks were first painted in the cave-like environment,
most of it with the first version of the painting software [4, 5]. In
Kiasma, the 3D paintings were presented automatically one by one,
for about a minute each which is close to a normal museum visitor’s
time per an art work. The paintings were shown in three separate
series, following the steps of the painting tool development. When
a set ended, the tracked user could pick a new set by walking against
one of the three symbol columns. Besides the picking of a set, the
user had no other interaction options but walking in the immersive
artworks. With such user interface no action buttons or other in-
teraction devices, which attracts the user to game behavior, were
needed. Besides, such assessories tend to break down in public VR
installations. Naturally, an user guide and a thumbnail map of the
artworks were presented on the side walls.
To find out the approximate behavior of the visitors, we saved

log data, such as tracker data, security videos, message interface,
and notes. Some people who came to the room when it was empty
did not wear either the tracked stereo glasses or the usual ones, just
shortly looked at the user interface (stuck columns) on the screen
and went out. Some others learned intuitively to use the tracked
glasses and saw every single artwork in a row.
Table 1 explains the visitors action in the art exhibition. User

types A and B are alone and do not find any support. Type C user
has more guts and gets a very interesting and disturbing new ex-
perience, withdrawing immediately to smelt it. User in category D
is enjoying the interface with an amusement park attitude, walking
and diving around, trying to fool the computer with fast runs, very
often attracting more people to gather around with normal stereo
glasses, even 20 by the same time. Finally, type E user is alone
or with a small group, focusing on an aesthetic experience. Ap-
proximately, people found it intuitive and very interesting to use
the system. Apparently a new user learned to use the system eas-
ier if the user came to the room at a moment when somebody was
already using the tracked glasses.
The room was mostly without a guarding guide. Still after the

three weeks, only five of the 20 polarization glasses were broken,
including one pair of target glasses. In spite of little kids jumping
against the walls, the silver screens were still in one piece, only a
little worn out at the low edge.

3.1 Discussion

Scrutinizing the user types A-F suggests that a better support should
be given to types A and B. Upponurkka was located in the isolated
space in the museum, therefore an individual did not often see any

others to use the system. Thus, tacit knowledge about the use of
the installation did not flow in the best way. Next time, a more
open exhibition space should be considered. An ideal place might
be a corner of a large exhibition hall, letting the spectators to have
a gradual approach from the periphery to the stereo glass zone and
then to the hot spot of the tracked user. For museum personnel,
the open solution would ease the task of guiding and guarding. An
important condition would then be that all the other installations in
the hall should also use dim lights.
People should have understanding about what harms the system.

Basically, written warnings are not the way to make clear security
rules. The best way is the tacit knowledge coming from other peo-
ple, either users or museum personnel. A foot list could though be
adjusted to protect the low edge of the screens.

4 CONCLUSION

The inexpensive and robust to use immersive display system for
VR applications is presented. Both applied hardware and software
are overviewed and user experiences are reported. The presented
system has been applied in public art exhibition without technical
problems. In the exhibition the system run smoothly, without any
interruption, for three weeks and people found out intuitively how
to operate with an immersive display and deal with other users. This
proves that VR applications can be shown also in public places.
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Figure 5: Upponurkka in action in Kiasma, Museum of Contemporary Art in Helsinki.

Figure 6: A few example sketches painted in the air by Wille Mäkelä.
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ABSTRACT
  

Los Alamos National Laboratory (LANL) has deployed a 43-

megapixel multi-panel immersive environment, La Cueva Grande  

(LCG), to be used in visualizing the terabytes of data produced by 
simulations. This paper briefly discusses some of the technical 

challenges encountered and overcome during the deployment of a 

43-million pixel immersive visualization environment. 

CR Categories and Subject Descriptors: I.3.7 [Computer 

Graphics]: Three-Dimensional Graphics and Realism – Virtual 

Reality; H.5.1 [Information Interfaces and Presentation]: 
Multimedia Information Systems – Artificial, augmented and 

virtual reality. 

1 INTRODUCTION 

Designed by Fakespace Systems and LANL personnel, LCG is 
the highest resolution stereo immersive facility in the world. In 

this paper, we discuss the requirements and design of this facility, 

its implementation, and its software infrastructure.  

2 MOTIVATION AND BACKGROUND 

Today, ASC scientists have the capability to perform a single 

production calculation that generates more data than is contained 
in the Library of Congress print collection. Currently, a large 

three-dimensional problem may have 500 million cells with tens 

of variables per cell.  A single time-step dump from such a 
problem is on average about 150 gigabytes. This means that a 

single time-step dump from such a calculation is about 100 times 

larger than the complete time sequence saved from a typical 2-
dimensional production run done in 1997. Usually, 350 to 400 of 

these time steps are saved for a single physics calculation. A 

comprehensive visualization infrastructure is needed to do post-
processing analysis of such large amounts of data.  

 LANL scientists have had access to visualization facilities 

ranging from high-end desktops to small multi-panel displays, to a 
Fakespace RAVE™ (FLEX) immersive system, to a PowerWall 

Theater, a large multi-panel stereo display seating more than 80. 

The new LCG was designed as a very high-resolution immersive 
room for the use of ASC scientists. 
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3 REQUIREMENTS  

Requirements for this facility were developed from past user 

experiences with the LANL RAVE immersive system and other 
LANL visualization systems.  
 Members of the development team also reviewed publications 
[1, 3, 7, 10, 12] and visited facilities at the Beckman Institute at 
the University of Illinois at Urbana [6], where a six-sided 
immersive system has been deployed, and at the Electronic 
Visualization Lab at the University of Illinois at Chicago [4], 
where the first CAVE®, was developed.  
1a) Room size. Requirements dictated by the size of the available 

room forced several design decisions. This room measured 30x30 
ft, was two stories high, and this constraint precluded many 

possible configurations of the system.  

1b) Room location.  The available room is located on the second 
floor of the building.  This had implications for the weight load 

that could be sustained. 

2) Projector brightness and dynamic range. Digital projectors 
were required rather than the old CRT projectors for this facility, 

since digital projectors are much brighter, and because digital 

projectors provide excellent dynamic range of colors, making it 
possible to discriminate between slight differences in color in the 

visualizations of the users’ simulations. 

3) Resolution and pixel density. Good resolution is a necessity for 
a high-quality exploration of scientific data. [10] High resolution 

and high pixel density were important requirements for this 

facility for the following three reasons: 1) the complexity of user 
data demands extremely high resolution, so that small, yet 

important, features can be clearly seen, and 2) individual pixels 

are much more obvious in a digital projector than in a 
conventional CRT projector. 

 

Figure 1. Several LANL scientists look up at data from a foam 

crush simulation visualized in La Cueva Grande. Data courtesy of 

Scott Bardenhagen, LANL. Photograph by Presley Salaz, LANL. 
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4) Video formats. Each screen was required to have square pixels, 
and the same resolution as all other screens, since otherwise, it 

would have been impossible to genlock the graphics cards. 

5) Tracking. The tripping hazard in the small space made wireless 
tracking a requirement. Wireless tracking also has the advantage 

of greater resolution than magnetic tracking. 

6) Sonics. The environment was required to be relatively free of 
system noise. It was also necessary to minimize echo. 

7) Conformance to the LANL Visualization Corridor. The system 

had to conform to the standards of the LANL Visualization 
Corridor. This required integration of the computing platform 

with the video distribution system, and required consistency of the 

visualization software environment with that on other systems.  

4 DESIGN  

4.1 Facility Design 

The new immersive display had to meet the space limitation of the 

room. It also had to meet the demanding needs of pixel density, to 

compare with the other multi-panel facilities in the visualization 
corridor of the SCC building. Another design question was the 

shape and number of surfaces in the facility, and whether all 

surfaces should be rear-projected.  

4.1.1 Facility geometry 

La Cueva Grande uses a rear-projected floor. This design choice 
was made based on prior experience with the LANL RAVE. The 

RAVE uses a front-projected floor where the projection is onto a 

durable reflective material, but all the walls are rear-projected 
onto glass. The display colors thus can never be perfectly matched 

between these two projection surfaces. The shadows of the users 

are also highly visible on the floor, because of the brightness and 
great depth of field of the digital projectors. So, to enable color 

matching and to eliminate shadows, we chose rear projection. 

 Because a rear-projected floor had been chosen, it was possible 
to have a ceiling. Configurations having a ceiling included a five-

sided room and a six-sided, totally enclosed room. However, the 

sixth side was less necessary to LANL needs, and had the 
disadvantage of producing greater echo than a five-sided space. A 

permanent non-immersive observation space outside the display 

area proper was also desired. Thus, a six-sided space was rejected. 

4.1.2 User-accessible area 

The user area inside of the display space is a volume 15 ft across 
by 12 ft high by 10 ft deep, which leaves enough room for the 

light paths to fill the 5 ft wide by 4 ft tall panels. The observation 

platform outside of LCG proper is approximately 12 ft deep and 
25 ft across.  

4.1.3 Resolution, projectors and screens 

High resolution was desired for this facility. There were, of 

course, other considerations, including room size and overall cost.

 LANL personnel and Fakespace system engineers found that 
arrays of 5x4-ft panels could be used on each of the five surfaces 

to give a front wall that was 15 ft wide by 12 ft tall. This front 

wall uses a 3x3 array of panels/projectors. The side walls were 
designed to match up with the front wall in 3x2 and 2x3 arrays of 

panels/projectors for the floor, ceiling, and the two side walls. The 

front wall uses a direct light path, while the side walls, the floor, 
and the ceiling displays all use mirrors to get the light to the 

screens. This maximized the screen surface that would fit into the 

room. There are 33 panels (and projectors) that make up the full 
display system, and the pixel density in the facility is 21 pixels per 

inch.   

 Human visual acuity, when measured as the ability to resolve 

two distinct point targets, is about an arc-minute. [12] At the 21 
pixels/inch provided in the above scenario, a person would no 

longer be able to make out distinct pixels when standing about 

13.6 feet away, which is a few feet outside of LCG, in the user 
area platform. Of course, in a facility of this nature, the closer one 

can approach, the better. For example, for the pixels to be 

indistinguishable at 4 feet (the middle of LCG) the pixel density 
would have to be to 71 pixels/inch, which would nearly triple the 

number of projectors needed to fill the display space, 

unfortunately leading to much greater cost and also an increased 
heat load and increased projector noise. In the end, a balance was 

reached between resolution, cost, and size. 

 Christie Mirage 2000 projectors were chosen for LCG. The 
screens are Draper™ screens that fit on top of structural clear 

Plexiglas screens to maintain the 'flatness' of the walls.  The floor 

uses special 3-in-thick clear Plexiglas in each panel to allow users 
to safely walk on the display floor. The infrastructure installed in 

the room was calculated to be able to handle the weight of the 

display system.  The total weight of the display system is 60,000 
lbs., and the floor was estimated to be able to handle a dead 

weight load of approximately 100,000 lbs. Originally, the 

superstructure of the system, was specified to be steel, but this 
added too much weight to the system, so fiberglass beams were 

used to lighten the load. 

4.1.4 Tracking system 

The Vicon optical tracking is composed of eight high-resolution 

cameras, which together cover the entire display space, and much 
of the observation area. Objects to be tracked, such as stereo 

glasses, gloves, or other interaction devices, are marked with 

reflective markers, and infrared strobes flash the space at 60 times 
per second. The cameras capture images of the markers attached 

to the tracked objects. This tracking system has high spatial 

resolution, at .5 mm, and also has good temporal resolution.  
 The cameras are mounted on the ceiling of the facility. Because 

of the need for coverage, it was necessary to place four of the 

cameras in front of the LCG ceiling screens. Also, the camera 
strobes are in the visible spectrum, in contrast to the usual Vicon 

strobes, which are infrared. This was necessary because the 

infrared strobes interfered with the infrared emitters that 
synchronize the stereo glasses with the screens. In practice, the 

cameras and strobes are not found to be too intrusive. 

 Two more cameras are deployed on the ceiling just outside the 
LCG, on each side. The final two are situated on the ceiling in the 

back of the user area, about 11 feet from the front of the LCG. 

This placement gives excellent coverage of the LCG screen area, 
and much of the user platform is covered as well.  

 The cameras are mounted from behind, so there is no occlusion 

from the mounting system. The eight cameras provide enough 
redundancy so that user occlusion is not in general an issue. 

 A major advantage of this type of optical system lies in its lack 

of wires and other tethers. This enables a great deal of freedom of 
motion. Another advantage is the freedom it provides to define 

gestural and other interfaces. 

4.2 Computing System 

The 33 projectors and the console designed into La Cueva Grande 

required new computing power not available at LANL prior to 

this design effort. SGI had just developed a follow-on SMP 
system that could address our needs - run CEI's EnSight suite of 

visualization and analysis tools right out of the box and support 

the 34 graphics devices we wished to drive. The new SGI system 
is an Onyx4 3900 with a modular design that was configured with 

34 graphics engines (or pipes) based on an ATI FireGL X1. SGI 

integrated the cards into the architecture so that the cards were 
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genlockable. The system was delivered with 17 GBricks each 

containing 2 graphics pipes and 20 CBricks (computer modules) 
for a total of 80 processors and 80 gigabytes of memory with a 

fiber-channel-based disk system with more than 1 terabyte of 

storage capacity.  

5 CONSTRUCTION OF THE FACILITY  

5.1 Construction Sequence 

This section comprises a sequential series of illustrations that 

show the construction of LCG.   

Construction Phase 1:  The contractor installed the major 
structural elements and did as much as possible to complete dust-

generating activities prior to equipment installation.  Major 

subelements in this phase included the steel floor grid, the user 
platform and stairway, rough-in of HVAC, electrical, fire 

suppression, and security subsystems, and a 1-ton ceiling bridge 

crane. 
Installation Phase 1: Fakespace installed the major structural 

elements, including the four-tier fiberglass mezzanines, the steel 

and aluminum screen support assembly, the acrylic screens, 
projector stands, and mirror stands. 

Construction Phase 2: The contractor returned to finish installing 

all infrastructure, including electrical conduit, fiber wireways, 
HVAC ducting, fire suppression pipes, and sprinklers. 

Installation Phase 2: Fakespace returned to install the electronic 

equipment and wiring (projectors, controller, etc), and do final 
alignment and color matching of the display images. 

 
 

Figure 2. The fiberglass first level is installed. 

 

 

 
 

Figure 3. The acrylic screens are set into place over the steel and 

aluminum supports.   

 

Figure 4. The first projectors and mirrors are loaded into the room. 

 

Figure 5. Final assembly.   

5.2 Challenging Elements and Lessons Learned 

1. Integrating the expectations and practices of two very different 

trades. Ordinarily, the architectural and construction trades 
execute as-built tolerances that can be measured in inches. 

However, the immersive visualization “trade” has significantly 

tighter requirements for fidelity to design, measured in 1/32-in. or 
even 1/64-in.increments.  This is due to the necessity of keeping 

the highly sensitive human eye from seeing misalignments in 

images displayed across multiple screens.  
Lessons Learned: Effort should be made to impose strict 

discipline in this respect during the construction rough-in. 

2. Load Management.  The steel superstructure initially designed 
by the supplier was found to be too heavy for the design load of 

the second-floor slab, so fiberglass was used instead. 

Lessons Learned: It would simplify and cut costs if any future 
installation of this scale were executed on a ground floor level. 

3. Life/Fire Safety. Due to the extensive use of fiberglass and 

acrylic materials in the installation, the Laboratory Fire Marshal 
was compelled to impose extraordinary requirements to ensure the 

safety of staff and to minimize risk of damage to other facilities.  

Lessons Learned: The need for fiberglass in place of steel for the 
mezzanine structure greatly increased the flame-spread and the 

smoke-generation characteristics of the installation. It would 

simplify such an installation to be executed on a ground floor.   
4. Ensuring Serviceable Utility.  During design, attention was paid 

to ensure that construction did not interfere with the servicing of 

the display equipment. This effort resulted in the early detection 
of instances where planned infrastructure, such as HVAC ducting 

and fire suppression pipes, made access to projectors problematic. 

The supplier pointed these instances out in a timely way, and 
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design corrections followed.  It is estimated that about 90% of 

such potential flaws were caught early in the design cycle. 
Lessons Learned:  The decision to build in multiple phases 

logically meant that critical infrastructure would be in place prior 

to display equipment. It is highly recommended that this approach 
be taken in the deployment of any similar facility. 

5. Quality Assurance, and Fidelity to Original Intent. The pixel 

count is a principal and defining characteristic of LCG. The pixel 
count requirement ultimately dictated nearly every design 

parameter, as it set the requirement for projectors, for screen size, 

and therefore for the mezzanine structure, power, and cooling. 

6 SOFTWARE INTEGRATION 

An important part of the post-deployment effort was the 

integration of the software with the rest of the LANL 

Visualization Corridor. The visualization corridor was designed 
so that any user could use any system, once he or she had become 

familiar with the basic components of the corridor. The LCG had 

to meet this requirement to maximize ease of use. 

6.1 CEI’s EnSight software 

Computational Engineering International (CEI) EnSight software 

is the standard scientific visualization tool in use at LANL. It runs 
on all the ASC architectures on both shared and distributed-

memory rendering platforms, and can be used in any of the LANL 

ASC display environments. Every ASC user code is interfaced to 
this tool. This software is fully integrated into the multi-panel, 

non-planar immersive facility. Users can come into the facility, 

start EnSight the same way that they normally would at their 
desktops.  

6.2 Tracking software 

The images gathered by the tracking cameras of the Vicon system 
are sent to an image processing system that uses the Vicon Tarsus 

software. Tarsus extracts from the images positional and rotation 

data corresponding to the objects being tracked. However, the 
EnSight software does not use the native Tarsus format, but 

instead uses the VRCO Trackd interface for tracked input devices.  

  LANL personnel have written a translator between the Tarsus 
and Trackd formats, so that EnSight could make use of the 

tracked data. Included is an interface to permit users to define and 

add their own tracked devices easily, thereby allowing them to 
take advantage of the flexibility and freedom provided by Vicon.  

6.3 Other software  

Other software in use in this facility includes StereoMoviePlayer, 
a LANL movie player, as well as CEI’s EnLiten geometry 

browser and EnVideo movie tool.  

7 FACILITY USE 

La Cueva Grande is a very attractive and intimate working space. 

The high resolution, the small pixel size, the close-up view, and 

the brightness of the projectors provide an excellent sense of 
presence and give the objects in the space solidity. 

 Once the facility was deployed, it became clear that the 

perceived constraint of small room size was actually an 
advantage. Many users have remarked upon its usability as a 

working space and this is due in part to the intimacy of the 

environment, combined with the resolution of the facility. 
 An emergent mode of use is when a group allows one person to 

interact with the visualization, while others observe and discuss. 

When a change in position is desired, the group asks the driver to 
make the change, thus putting the user interface at one remove. 

This was an unexpected mode of interaction, and it is currently 

the mode of choice by the users. The scientists who are observing 

are not distracted by the need to interact, and are free to 

concentrate on the simulation. The need to learn these interactions 
impedes use, and as more natural interactions are developed, we 

anticipate greater success. 

 The LCG is about half as deep as it is wide, so is shallow but 
non-planar, having side walls at right angles to the front wall. It 

affords use as a PowerWall with side views to infinity. The 

viewer has a view as if he or she were looking out a window into 
the space. Because this view goes to infinity, any object placed in 

front of the viewer can be seen in its entirety, which is not true of 

any planar PowerWall. 
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ABSTRACT

The University of Southern California and its collaborative
research partner, Fakespace Labs, are participating in a number of
research programs to invent and implement new forms of display
technologies for immersive and semi-immersive applications.
This paper briefly describes three of these technologies and
highlights a few emerging results from those efforts.

The first system is a rear projected 300 degree field of view
cylindrical display. It is driven by 11 projectors with geometry
correction and edge blending hardware. A full scale prototype
will be completed in March 2006.

The second system is a 14 screen projected panoramic room
environment used as an advanced teaching and meeting space. It
can be driven by a cluster of personal computers or low-cost DVD
players, or driven by a single personal computer.

The third is a prototype stereoscopic head mounted display
that can be worn in a fashion similar to standard dust protection
goggles. It provides a field of view in excess of 150 degrees.

1 CYLINDRICAL DISPLAY SYSTEM

In late 2004, the University of Southern California Institute for
Creative Technologies was asked to design and deploy a display
system for training soldiers in close air support (CAS) tasks. CAS
requires a ground-based soldier to guide an aircraft to a target
using radio communication. The project called for a minimum
270 degree horizontal field of view and the ability to view aircraft
directly overhead. The physical dimensions of the system had to
fit within a former vehicle repair garage. Initially, a front
projection dome system was considered. However this approach
was not feasible due to equipment cost restrictions and long term
maintenance concerns.
The final design was a rear projected cylinder with a ceiling

screen as illustrated in Figure 1. Our initial specifications
provided a twenty foot radius ceiling projection covering an eight
foot high vertical screen. These dimensions provided a 300
degree horizontal field of view exceeding the application
requirements.

1.1 Implementation Process

A significant project challenge involved producing the highest
display resolution possible within a somewhat limited budget. To
accomplish this goal, we looked to the work of University of
North Carolina at Chapel Hill researchers who in the late 1990s
developed high resolution displays by blending and warping
imagery from multiple projectors [1]. Commercial hardware
incorporating these techniques have emerged in the past several
years.
Leveraging the availability of these products, we designed our

final system to use eleven 1400x1050 resolution DLP projectors.
Each projector is equipped with built in geometry correction and
edge blending hardware. Seven projection channels provide
imagery for the vertical screen and the remaining four channels
provide the ceiling sky projection. Each channel connects to a
single PC image generator (IG). Imagery on all IG nodes is
synchronized via a master graphics client broadcasting global
event changes. We chose rear projection to prevent user shadows
on the large interior display surface.
The display was developed by first fabricating a small scale

prototype, five foot high with an approximately 180 degree field
of view (Figures 2-3). This system informed the construction of

*e-mail:bolas@well.com
!e-mail: pair@ict.usc.edu
"e-mail: haynes@ict.usc.edu
""e-mail: ian@well.com

Figure 1: Rendering of final cylindrical display system
to be deployed March 2006
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the final version by allowing us to evaluate projection throws,
geometry correction, blending performance, and screen materials.

The rear projected cylinder required a highly specialized
frame design. We employed the services of a mechanical design
contractor to design a unique solution utilizing a rigid steel frame
in combination with suspension cables positioned outside the vast
projector throw areas.

1.2 Project Findings

This effort highlighted the clear advantage of developing
prototypes when designing new display systems. With our small
scale system we immediately learned that an eight foot screen
height provided an inadequate level of presence. We revised our
final design by raising the screen height to twelve feet, which
#$%&'()('*+ ,-''.+ )/(+ 0.(12.+ 3(1)-#4'+ ,-('5+ $,+ 3-(6+ 6/(7+ '$$8-79+
straight ahead.

A key project hurdle involved selecting an appropriate screen
material. In addition to covering a large surface area, the screen
could not be prohibitively expensive. Initial tests revealed the
obvious need for screens with a relatively low gain factor. It was

difficult to find a rear projection material of the size we needed
without fusing together multiple vinyl segments. This process
creates distracting seams in the displayed imagery. After testing
several materials and contacting multiple manufacturers, we were
ultimately able to identify an affordable vinyl material that could
accommodate our twelve foot height and 300 degree field of view.

The construction of the full scale system will be completed in
March 2006, and soldiers will begin using the system for close air
support training soon afterwards. At that time, we plan to solicit
0.(1+,((5:4#8+$7+)/(+5-.&'4*2.+(,,(#)-3(7(..+)$+90-5(+)/(+5(.-97+$,+
our future immersive systems.

2 LARGE AREA VISUALIZATION DISPLAY FROM A SINGLE
COMPUTER

It is generally agreed that increasing display screen real estate
increases a user's productivity and benefits collaboration and
communication in classroom and meeting room environments.
Until recently, it was impractical - except in very special
installations - to provide more than a few screens to most
computer users due to the size and cost of the displays themselves.
Given recent technological and commercial advances in flat

panel and projection displays however, it is suddenly becoming
both financially affordable and physically possible. As such,
providing large numbers of displays for group presentation
environments, and even for individual users, is close to being
within reach for general adoption. One limitation remains:
driving multiple displays is problematic from both a hardware and
application software perspective.

++++++;$%(+.*.)(%.<+.0#/+4.+=>;>+>%(.2+?/*&(164''<@+ABC+0)-'-D(+
one computer per display screen, thereby overcoming the problem
of bandwidth limitations. Using one computer per display screen,
however, is obviously expensive and also requires that custom
application software be developed to synchronize a cluster of
computers.

In trying to overcome this challenge, it is instructive to realize
that much of the data on a computer display changes less often
than 60 times a second, thus the video channel has redundancy
that can be reduced to drive more displays without increasing the
channel bandwidth. For example, there is little need to update the
visual data for fairly static images, such as spreadsheets, text
documents, or the like, at 60 Hz. In addition, a user looking at a
bank of computer displays typically concentrates on a single

Figure 2: Rear view of small scale
cylindrical display prototype with suspension

cables and rigid steel frame

Figure 3: Interior view of small scale prototype
Figure 4: Large area visualization display at

#$%&'()*+*,-.'(/*0.1(2134516457

IEEE VR 2006 Workshop on Emerging Display Technologies March 26, 2006

22



GPU

FreezeBox
Controller

Buffer Display

Buffer Display

Buffer Display

Buffer Display

Buffer Display

Buffer Display

Buffer Display

Buffer Display

Application

display at a time, thus offering an opportunity to further reduce
the overall required bandwidth.

2.1 Implementation:
Our system (Figures 5-6) synchronizes the video output from a
single personal computer using a freeze-frame buffer that is a
standard feature of the 14 DLP projectors (NEC Model LT260K)
we use. A PC routes its single video output signal to a
distribution amplifier that relays the signal to the projectors. The
PC then uses a USB port to convey commands to our custom-
developed 'freeze box' to either freeze or un-freeze the projected
video on selected projectors. In this way, a single PC can drive
multiple projectors. The freeze box consists of a simple micro-
controller that interfaces to the projectors via 14 remotely located
infra-red LEDs which it drives to mimic standard remote-control
commands - including 'freeze frame'.

For example, the PC can be programmed to sequentially
display 14 full screen JPEG images, with each image displayed
for 2 seconds before cycling to the next image. As it cycles
between the images, a different projector is commanded to freeze
its image. In this way, 14 unique images will be displayed at the
end of the cycle. The 2 second delay is required to ensure proper
timing given the projectors' characteristics and the open-loop
control architecture.

2.2 Discussion

The system has been used for a number of applications including
presenting panoramic imagery [3] and allowing for massive
amounts of imagery to be simultaneously viewed. A proof of
concept test with extremely detailed imagery from Clifford Ross's
R1 camera system [4] was implemented and highlighted the need
for such tiled systems to meet the demand of the human eye for
resolution. The room is often used for collaborative presentations
in which a presenter and the audience work together to add visual
content to the many screens [5].

Although it would be interesting to pursue alternative
architectures that allow for multiple applications and GPUs to
directly address each display's buffer, we have been struck by the
value of limiting the system to a single PC and GPU. The ease
with which applications can be modified to work with the
approach is quite valuable. It requires only that software be
modified to drive multiple displays from a single application,
rather than trying to synchronize multiple instances of an
application distributed across a cluster.

3 FAST ACTION WIDE FIELD OF VIEW HEAD MOUNTED
DISPLAY

Humans use peripheral vision for spatial orientation and motion
cues, while central vision is useful for detailed imagery and color
perception. In many ways, central vision can be thought of as
telling one 'what' is in an environment, while peripheral vision
informs the user about the 'where' of an environment. Early
HMDs focused on providing a sense of presence through the
power of peripheral vision. In the quest for crisp central imagery,
many modern HMDs have reduced their fields of view to the
point of eliminating their ability to provide a feeling of
immersion, or have grown bulky to the point of interfering with
natural head motions.

The Virtual Technologies and Environments program at the
Office of Naval Research sponsored the development of novel
approaches for the design and development of Head Mounted
Displays that can meet the requirements of training for close
quarters battle (CQB) requirements. Such a display system must
be capable of providing spatial and situational context to the
soldier, thus it requires a very wide field of view that can display
imagery to fill the user's peripheral vision. Additionally, CQB
requires rapid head and body motions, thus demanding a very
lightweight display solution and innovative mounting
configuration.
Fakespace Labs and its STTR research partner USC have

recently developed an HMD to meet these requirements and have
just begun to qualify the capabilities and experiences that can be

Figure 5: System architecture

Figure 6: Prototype Fast Action HMD (FAHMD)
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created with the prototype HMD called the Fast Action HMD
(FAHMD).

3.1 Discussion

The FAHMD employs a canted optical approach similar to the
Cyberface II [6] to achieve a 160 degree field of view. It provides
a generous exit pupil that eliminates the need to adjust the IPD for
different users and is light enough to allow for reasonably rapid
head motions.
While we have only recently completed the prototype system,

our initial experiences were significant, although strictly
qualitative. The handful of users that have tried the system
typically had over 10 years experience with immersive display
systems and technologies. They reported a sense of presence on
par or beyond that of most previous immersive system
experiences.
Designing environments for the FAHMD has proven to be

more difficult than expected, as the users are surprisingly finicky
4:$0)+6/4)+'$$8.+?1-9/)@+-7+)/(+(73-1$7%(7)E+ +F7+%47*+64*.<+6(+
feel that the field of view is providing a sense of presence strong
enough to begin to evoke reactions similar to those described by
Masahiro Mori in his theory "The Uncanny Valley" [7]. As the
(73-1$7%(7).+ 9()+ #'$.(1+ )$+ ?1(4'@<+ 0.(1.+ :(9-7+ )$+ 1('4)(+ )$+ )/(+
virtual environment in a natural fashion, thus deviations from
natural become increasingly objectionable.

An anecdotal example of this concerned the color of virtual
human models in a room environment (Figure 7). Users
commented that the color of a particular character's skin appeared
too gray, and as a result the model looked like a corpse. When a
graphical mask was used to crop the field of view to 60 degrees
diagonal, the virtual human's tint did not immediately appear
wrong. We theorize that the larger field of view was allowing the
user to consider the overall lighting model of the room, with
respect to which the virtual human's tint was incorrect. With the
60 degree field of view, it was not possible to be close enough to
the human model and simultaneously explore the room's lighting
conditions to make such an observation
We expect to begin testing how this ability to visually

determine context affects a user's experience of color, size, and
motion, and hope to then explore the effect on presence.
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ABSTRACT

Using projectors to create perspectively correct imagery on arbi-
trary display surfaces requires geometric knowledge of the display
surface shape, the projector calibration, and the user’s position in a
common coordinate system. Prior solutions have most commonly
modeled the display surface as a tessellated mesh derived from the
3D-point cloud acquired during system calibration.
In this paper we describe a method for functional reconstruction

of the display surface, which takes advantage of the knowledge that
most interior display spaces (e.g. walls, floors, ceilings, building
columns) are piecewise planar. Using a RANSAC algorithm to re-
cursively fit planes to a 3D-point cloud sampling of the surface,
followed by a conversion of the plane definitions into simple pla-
nar polygon descriptions, we are able to create a geometric model
which is less complex than a dense tessellated mesh and offers a
simple method for accurately modeling the corners of rooms. Pla-
nar models also eliminate subtle, but irritating, texture distortion
often seen in tessellated mesh approximations to planar surfaces.
CR Categories: I.3.2 [Graphics System]: Distributed/network
graphics— [I.3.5]: Computational Geometry and Object
Modeling— [I.3.7]: Three-Dimensional Graphics and Realism—
Virtual reality I.4.8 [Scene Analysis]: Range data, Stereo, Surface
fitting— [I.6.7]: Simulation Support Systems—Environments
Keywords: functional reconstruction, RANSAC plane fitting, 3D-
point cloud simplification, surface fitting, projective display

1 INTRODUCTION

To create undistorted imagery on a display surface using casually
placed projectors requires the projected imagery to be pre-warped
so that the view of the imagery from the user’s perspective will
appear correct.
If the display surface is a simple plane, the warping function can

be described with a simple homography that re-maps the ideal im-
age from the display plane back into the projector’s image plane.
This homography, which can be represented as a collineation ma-
trix, can be concatenated into the graphics transformation stack to
render the pre-warped image at no additional computational ex-
pense [9, 13, 2].
If the display surface illuminated by a given projector is more

complex (e.g. a multi-plane corner or even an arbitrarily shaped
curtain), then we and others [12, 10, 15, 1] use a 2-pass rendering
algorithm to re-map the desired image so it looks perspectively cor-
rect from a given viewpoint. The actual warping is achieved in the
second pass by using the graphics hardware to projectively texture
the ideal image rendered in the first pass onto a 3D model of the
display surface.
Many 2-pass display implementations use a calibrated, stereo

camera pair in an up-front calibration step to first evaluate 3D points

Figure 1: FlightGear displayed into a complex room corner without
distortion.

on the display surface based on features that are actively projected.
Many types of patterns and codings are commonly used to make
feature extraction and the stereo correspondence problem as sim-
ple as possible. The resulting 3D-point cloud representation of the
display surface is commonly triangulated to produce a tessellated
mesh surface description used in the aforementioned 2-pass ren-
dering algorithm.
The challenge with these reconstruction methods is producing

an accurate surface model. If sampling is too sparse, the piece-
wise approximation will not accurately model the display surface
shape. This is commonly the case when trying to find the corners
of a room. If the sampling is too dense and the tessellated mesh is
not simplified, corners may be found with reasonable accuracy but
the cost of rendering such a model in the second pass may be be-
come overly expensive. In addition, the noise inherent in all image-
based stereo reconstruction processes produces 3D points with er-
ror. These resulting noisy surface models can produce subtle, but
noticeable re-mapping errors in many rendered scenes.
To avoid these difficulties, we have pursued another approach to

the task of accurate display surface fitting. It is based on the notion
of function reconstruction [6], which turns the task of surface fit-
ting into one of mapping common surface functions (planes, cylin-
ders, spheres) to the surface domain represented by the point cloud
samples. In fact, function fitting has been applied by Raskar [11] to
reconstruct quadric surfaces for curved-screen projective displays.
In this paper, we describe a method for functional reconstruc-

tion of the display surface that takes advantage of the knowledge
that most interior display spaces are in fact piecewise planar. Us-
ing a RANSAC plane fitting algorithm, we first recursively extract
individual plane definitions from a complex point sample set orig-
inally derived using standard stereo reconstruction methods. The
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plane definitions are then processed and converted into simple pla-
nar polygon descriptions. The resulting geometric model is signif-
icantly less complex than a dense tessellated mesh and more accu-
rately models the corners of rooms, which are computed from the
intersection of planes. Using the smooth planar models in the 2-
pass projective texture rendering process also eliminates the subtle
texture distortion often seen in tessellated mesh approximations to
planar surfaces in tiled projective display applications.
In Section 2, we describe our method, in Section 3 we present

and discuss some results, and in Section 4 we summarize and offer
thoughts on future work.

2 DISPLAY SURFACE MODELING

To re-iterate, display surface modeling along with projector calibra-
tion are required in order to pre-warp and thus create perspectively
correct imagery for a given user’s view. In this section, we detail
the three steps our new procedure uses to create an accurate display
surface model of complex room geometry.
This room model is then used in the 2-pass application rendering

process to achieve the necessary pre-warp of the projected images
to create imagery that can wrap around the walls of the room, pro-
viding an undistorted immersive experience for the user.

2.1 3D-Point Cloud Generation

A calibrated, stereo camera pair is used to reconstruct the display
surface and create the initial 3D-point cloud representation. The
basic steps in stereo reconstruction are well established:

• Extract feature points from the stereo camera images.

• Establish pairwise feature point correspondences.

• Triangulate to find the 3D point representing the ray intersec-
tion of each corresponding (x,y) feature point pair.

Since ideal display surfaces are without texture, it is most conve-
nient to use the projectors themselves to create the image features
needed for surface extraction. Features outside the illuminated re-
gion are not needed as it is only necessary in the rendering process
to re-map the ideal view image into the image space of each projec-
tor.

Figure 2: (a) Checkerboard feature pattern. (b) Reprojected 3D
feature points.

Only a rather sparse sampling of the piecewise planar surfaces
is required for RANSAC plane fitting, so we currently project a
checkerboard pattern to establish robust features. The Open Com-
puter Vision library (a SourceForge project) is used to extract the
corner features in the stereo images. If the piecewise planar seg-
ments of the display surface are small, such as the narrow corner
column visible in Figure 2a, we can shift the projected checker-
board pattern horizontally and/or vertically to create more feature
points.

To make the task of identifying corresponding features simple
and robust between the stereo image pair, we also project a se-
ries of images with binary-coded markers that are centered on the
checkerboard corners that give each corner feature a unique identi-
fication code. Figure 2b shows the resulting 3D points being ren-
dered and reprojected onto the display surface. Missing points may
result from checkerboard corner extraction failures or feature point
identification decode errors that are generally associated with low
image contrast.
Given the list of 2D matching image points and the camera

matrix P for each camera, we use a simple linear triangulation
method [4] to find the corresponding 3D points. For each point, this
involves solving for four homogenous unknowns in four equations
using a singular value decomposition method of the DLT algorithm.

2.2 RANSAC Plane Fitting for Recursive Plane Extraction

Since the point cloud generated in our system calibration process
could represent multiple planar surfaces, it would be necessary to
first segment the data into plane-related point clusters if one were to
use a standard iterative minimization technique (e.g. least squares)
for plane fitting. This segmentation process would basically clas-
sify points as inliers and outliers with respect to a given plane fit
operation.
To avoid this complex segmentation step, we use a Random Sam-

ple Consensus (RANSAC) algorithm [3] to fit planes to the point
cloud data. RANSAC is designed to work in the presence of many
data outliers. The algorithm begins by fitting a plane to a set of 3
points randomly selected from the input point cloud. These 3 points
are then classified as inliers. All other points are then compared to a
cost function (distance from the plane) and are reclassified as inliers
if they are within an epsilon distance of the plane. These two steps
are repeated until the number of inliers converges to a maximum or
a count limit is reached. A least-squares fit of the consensus inliers
then defines the output plane definition.
To fit planes to all the data in the the point cloud description,

the RANSAC plane fitting process is repeated with the candidate
points for the next pass coming from the outliers of the previous
pass. We terminate the plane generation loop after either a user-
specified number of planes are evaluated or the number of outliers
remaining to be processed falls below a heuristic threshold.

Figure 3: Matlab rendering of successively reconstructed planes.

Figure 3 shows the extraction of four successive planes begin-
ning with a combined 3D-point cloud generated for a display sur-
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face looking into a room corner that contains a rectangular column.
The green triangle in each image represents the plane extracted on
that pass, while the blue points show the inliers and the red points
the outliers for that plane. Notice that the number of points to pro-
cess in each subsequent pass diminishes as inliers for each fitted
plane are removed.
Our current plane fitting implementation is in Matlab and we

utilize the ransacfitplane.m function authored by Kovesi [7].

2.3 Plane to Polygon Conversion

Given the set of plane definitions generated from the RANSAC
plane fitting step, we next create a polygonal representation of the
display surface for use in the projective texturing step of our 2-pass
rendering algorithm.
The general solution to this task can be a complex issue of which

planes to intersect in order to created bounded polygons. To sim-
plify this decision, we currently restrict the display to vertical wall
surfaces. This allows us to create a 2D floor plan representation
of the point cloud data by projecting the inliers of each extracted
plane down onto a virtual floor plane of the room, thus creating
a line segment for each plane whose endpoints span the projected
inliers.
In general, the line segments representing the walls of the room

may not overlap due to a lack of point cloud data in the corners of
the room. To determine which line segments correspond to contigu-
ous walls, we extend the endpoints of each line segment in order to
form intersecting corners. To avoid erroneous corner detection, we
consider only those intersections which require the least amount of
line segment extension to become intersecting corners.
After extending the line segments in the floor plan to form the

corners of the room, it is trivial to create a polygonal display model
from the result. We merely extend each line segment in the up-
direction by some desired height to turn the line segments into
quadrilaterals, forming a simple piecewise planar display model.

3 RESULTS

The ability of our plane fitting method to automatically extract ac-
curate piecewise-planar display surface models is illustrated in Fig-
ures 1 and 4b. These images show two different application pro-
grams displayed onto a room corner with no perceived distortion.
Without an accurate surface model the 2-pass rendering system
would simply not be able to create such precise, pre-warped pro-
jected imagery in which straight lines remain straight. As a mea-
sure of the amount of pre-warping required, Figure 4a shows the
actual pre-warped output that projected to create the scene captured
in Figure 4b.

Figure 4: Piazza San Marco, Venice. (a) Pre-warped frame buffer
output. (b) Undistorted projected view.

Figure 5a shows the actual room corner without projector illumi-
nation. It is a complex 4-plane structure that includes a 5” x 12”
offset column. Figure 5b shows the reconstructed computer model

of this corner with room-aligned coordinate system axes. Begin-
ning with 3618 reconstructed vertices, our RANSAC plane-fitting,
surface reconstruction algorithm produced an output display model
represented by just 4 quadrilaterals defined by ten 3D vertices. The
plane fit tolerance specified was 5 millimeters.

Figure 5: (a) Real-world room corner. (b) Reconstructed display
surface model.

One measure of comparing the real room with the extracted
model is to compare the dimensions of the offset column. In do-
ing so, we found that the offset column feature was modeled with
less than 2.3% dimensional error.
As another measure of the overall display system modeling ac-

curacy, we can also render the display model with each plane dis-
tinctly colorized. If the model and projector matrix computation
are accurate, then the projected colorized planes will map back pre-
cisely onto the their respective planes in the real-world. Figure 6
shows just such a re-projection. Close examination shows a very
accurate remapping with color transitions occurring as expected at
the surface intersections with one minor exception. In the lower
part of the image, the yellow plane overlaps onto the real-world red
plane a few millimeters.

Figure 6: Extracted display model re-projected onto the real-world
corner.

Our testing to date has involved configurations of one and two
projectors (ProjectionDesign F1 SXGA) illuminating a corner of
a room. We have explored two different corner configurations -
a standard 2-plane corner and the more complex 4-plane corner.
The material presented in this paper is based on a single projector
configuration illuminating the complex wall corner.
Our calibration toolset is a combination of C/C++ code and Mat-

lab scripts running onWindows XP. Beginning with a pre-calibrated
stereo camera pair, the script-driven process runs automatically tak-
ing less than 5 minutes to complete the full rendering system cal-
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ibration from checkerboard image capture to display model poly-
gons and projector matrices out.

4 SUMMARY AND FUTURE WORK

We have demonstrated a new method for functional reconstruction
of projective display surfaces that takes advantage of the knowl-
edge that most interior display spaces are piecewise planar. Using
a RANSAC algorithm to recursively fit planes to a 3D-point cloud
sampling of the surface, this new solution clearly generates geomet-
ric models that are both simple and accurate in their representation
of the display surface shape. As a result, we are now able to more
precisely create geometrically correct and pleasing immersive im-
agery on the walls of any room with casually placed projectors than
previously possible when modeling the surface as a complex tessel-
lated mesh.
There are a number of areas for future research including:

• Scaling up to handle more walls and projectors and thereby
create a more immersive, wide-area visual display system.

• Improve the robustness of the current plane to polygon con-
version algorithm to handle without restrictions an arbitrary
configuration of extracted plane definitions.

• Implement the optimal triangulation algorithm [4] to replace
the less precise homogeneous DLT method used now.

• More fully review the literature for the applicability of other
surface fitting strategies that can model a wider variety of
shapes and sharp features. Certainly the research of [5, 14, 8]
and others is of relevance. Also, the multiRANSAC algorithm
[17] for detecting multiple planar homographies in parallel is
of importance.

Longer term, we are especially interested in developing tech-
niques whereby the calibration process is not just a pre-process
step to rendering, but one [16] that continuously and successively
refines and improves display quality while the user application is
running.
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ABSTRACT

Searching of spread documents on a real desk is an arduous task.
The chaos on the desk makes users’ searching of the desired docu-
ments difficult. In this paper, we propose Limpid Desk which sup-
ports a document search on a desk by transparentizing the upper
layer of a document stack in projection-based mixed reality envi-
ronments. In the system, the special pattern light which is calcu-
lated to compensate the appearances of the upper layer documents
as if they are transparent is projected to the stack, and as a result,
users can visually access to the lower layer document. We pro-
pose a touch sensing method using a thermal image for the input
interface of the system. The method realizes that users’ touch areas
on real documents can be detected with no worn or hold devices.
Hence, users can intuitively select the stack, which they would like
to transparentize, by their simple touch gestures. We present three
intuitive interaction techniques which allow users to figure out what
the lower layer document is without physically removing its upper
documents. Since the searching space, the manipulating space, and
the display space are completely unified onto a real desk, users can
directly access to the lower documents without PC monitor and in-
terface. We claim that this kind of spatial consistency of the manip-
ulation is the key for realizing the intuitive interaction.

CR Categories: H.5.1 [INFORMATION INTERFACES AND
PRESENTATION (e.g., HCI)]: Multimedia Information Systems—
Artificial, augmented, and virtual realities

Keywords: Projection-Based Mixed Reality, Radiometric Com-
pensation, Smart Desk, Transparentized Documents, Thermal Im-
age, Touch Sensing

1 INTRODUCTION

It is difficult to search a desired document on a real desk where
many documents are multiply stacked. In contrast, in a PC’s desk-
top, users can easily find the window which they would like to
edit or see from all opening windows. For example, Application
Switcher in Apple’s Mac OS X allows users to access to the de-
sired applications only by Command-Tab key. Furthermore, Mac
OS X offers an intuitive window search interface, Exposé, by which
users can see all opening windows immediately and find the desired
one only by their one action. And, Microsoft announces that the
glass-like interface elements that users can see the lower layer win-
dows through its upper ones is planned to implement on the next
OS, Windows Vista. We apply these methods to the real document
search task.

∗e-mail:iwai@sens.sys.es.osaka-u.ac.jp
†e-mail:hana@sens.sys.es.osaka-u.ac.jp
‡e-mail:chinatsu@kjo.setsunan.ac.jp
§e-mail:sato@sys.es.osaka-u.ac.jp

Projector

Figure 1: The design concept of Limpid Desk

In this paper, we propose an intuitive document search system,
Limpid Desk, which utilizes a projection-based mixed reality (Fig.
1). In the system, a radiometric compensation technique is applied
to transparentize the upper layer documents of the stacks, and users
can visually access to the lower layer document without physically
removing its upper ones. We also propose a touch sensing method,
by which users’ touch areas on real documents can be detected, us-
ing a thermal image for the input interface of the system. And then,
we describe three intuitive interaction techniques such as users can
browse and direct the whole stacked documents which they would
like to transparentize or see only by their simple touch gestures.

2 TRANSPARENTIZING DOCUMENTS IN PROJECTION-
BASED MIXED REALITY

Some researchers used projector to transparentize real objects
[1, 2]. Their target objects are suitable for projection because they
are high quality screens like a refrigerator’s simple white door and
a retro-reflective material. But, real documents like magazines and
photos have spatially varying reflectance properties which modu-
late the appearance of the projected image. There are some works
on controlling real objects’ color appearances using the radiometric
compensation method of a projection-based mixed reality technol-
ogy to solve this problem [3, 4]. We apply these methods to trans-
parentize upper layer documents which have complex textures.
Figure 2 shows the result of the transparentizing of the upper

layer document by the radiometric compensation method. Figure
2a and 2b shows the document stack and the lower layer document
before projection. Figure 2c and 2d shows the projection result
when the original and compensated image of the lower layer docu-
ment is projected to the upper layer document. It is confirmed that
the appearance of the lower layer document is not reproduced in
Fig. 2c because of the spatially varying reflectance properties of
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(a) Document Stack (b) The lower layer document

(c) After projecting the original image (d) After projecting the compensation image

Figure 2: Transparentizing the upper document with projection of
compensating light

Mask Process

Captured Image
(Visible Image)

Background Subtraction
(Mask Image)

Temperature Varied Region
(Touch Region)

Captured Image
(Thermal Image)

Process Region

Background Image

Figure 3: Flow of the touch area sensing

the upper layer document, but in contrast, it is almost reproduced
in Fig. 2d. This result indicates that the projection-based mixed
reality technology is able to almost transparentize real documents
in limited applications of human interface.

3 TOUCH SENSING METHOD

It is important to construct an input interface of the system which
can detect users’ touch areas on real documents without any user-
worn or -hold devices, to realize seamless and consistent interac-
tions as the users browse and direct stacked documents only by
touching them. But, it has been a difficult problem to detect users’
touch areas on real objects. In this paper, we propose a touch sens-
ing way to realize such interface suitable for desktop environments
using thermography.
The thermographic method uses the heat storage phenomena

on users’ touch areas on real objects. For example, when a user
touches an object, his/her body heat is transferred to it. And then,
when the user releases his/her hand from it, the heat remains at its
surface for a while. The method measures this heat storage on the
real object through a thermal image to detect the user’s touch area.
A temperature varied area in the thermal image denotes a user’s

touch area. Particularly, not only a touch area but also a user’s body
itself causes a temperature varied area in the thermal image. We
involve a CCD camera to use a visible image to eliminate the user’s
body area from the thermal image. The process flow is shown in
Fig. 3. First, the background subtraction eliminates the user’s body
in the visible image and the mask image is created. And then, the
temperature varied areas extracted from the masked thermal image
is obtained as the user’s touch areas.

(c) Selecting the thumbnail image of
the desired document

(d) Virtual pop-up displaying by touching 
the periphery of the desired document

(a) Touching the upper layer document (b) Projecting the image of the lower
layer document to the touch area

Figure 4: Implemented interaction techniques

4 INTERACTION TECHNIQUES

Limpid Desk consists of a video projector, a CCD camera, and a
thermo infrared camera. We implemented three types of interac-
tion techniques for the system (Fig. 4). The first one is ”Touch
Area Transparent Interaction” in which user’s touch areas on an
upper layer document are transparentized (Fig. 4a, 4b). And the
second one is ”Thumbnail Type Document Search Interaction”; a
user touches the upper layer document, then the thumbnail images
of the all lower layer documents are projected to the upper layer
document. And then, the user touches the thumbnail image of the
desired document (Fig. 4c). As a result, the upper layer docu-
ments are transparentized and the user can see the desired lower
layer document. The third interaction technique is ”Direct Select
Interaction” in which a user can directly point at the document they
would like to see in the stack by touching it (Fig. 4d).

5 CONCLUSION

In this paper, we proposed Limpid Desk in which users can visu-
ally access to the lower layer of document stacks on a real desk by
transparentizing the upper layer documents in the projection-based
mixed reality. We also proposed the input interface which can de-
tect users’ touch areas on real documents. We described about the
system and three intuitive interaction techniques on it. In future
work, we evaluate the intuitiveness of the proposed interaction tech-
niques and the effectiveness of the document search through the
system.
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Multi-Projector Techniques for Real-Time Visualizations in
Everyday Environments

Oliver Bimber, Bauhaus-University Weimar

Introduction
Immersive and semi-immersive projection displays, such as CAVEs, walls, workbenches, cylinders, and domes
are being used to support virtual reality applications in many professional domains. The visualization of
data with these displays, however, requires dedicated rooms for setting up non-mobile screens, and allows
the interaction with purely synthetic information only.

Current research activities investigate conceptual and technical possibilities for realizing such visualiza-
tions in real world environments. They strive for enabling immersive and semi-immersive virtual reality, as
well as augmented reality experiences without the need for special display surfaces or permanent screen con-
figurations. Enabling visualizations without projection-optimized screens but on complex everyday surfaces,
however, leads to several difficulties: The projected images are geometrically warped, color-blended, and
regionally defocused. Furthermore, the application of multiple projectors requires geometric registrations, as
well as luminance and chrominance matching and intensity fading to display a single consistent image. Thus,
projected images have to be corrected in real-time and on a pixel-precise basis. In addition, other surface
properties, such as depth information and global illumination effects can be extracted and human perception
factors can be taken into account for improving the final image quality as well as enabling new possibili-
ties. Monoscopic and stereoscopic graphics make semi-immersive, immersive and augmented visualizations
in everyday environments possible—without the need for special projection screens.

Topics
This tutorial will give a technical introduction in state-of-the-art real-time multi-projector techniques and au-
tomatic projector-camera calibration methods that enable correct visualizations on complex screen surfaces.
In particular it presents geometric warping of images projected onto non-planar surfaces, radiometric
compensation for projecting onto colored and textured surfaces, multi-focal projection for creating
focused images on surfaces with a large depth range, reverse radiosity for compensating global light
scattering, and image-based techniques for supporting view-dependent stereoscopic visualizations on
complex surfaces. It will be explained how these techniques are implemented on the GPU to achieve real-time
performance and pixel-precision.

Tutorial Presenter
Oliver Bimber is a Junior Professor for Augmented Reality at the Bauhaus University Weimar, Germany.
He received a Ph.D. in Engineering at the Technical University of Darmstadt, Germany. From 2001 to
2002 Bimber worked as a senior researcher at the Fraunhofer Center for Research in Computer Graphics in
Providence, RI/USA, and from 1998 to 2001 he was a scientist at the Fraunhofer Institute for Computer
Graphics in Rostock, Germany. He received the degree of Dipl. Inform. (FH) in Scientific Computing from
the University of Applied Science Giessen and a B.Sc. degree in Commercial Computing from the Dundalk
Institute of Technology. In his career, Bimber received several scientific achievement awards and is author
of more than forty technical papers and journal articles. He is author of the book “Spatial Augmented
Reality” (together with Ramesh Raskar) and serves on the editorial board of the IEEE Computer magazine
(graphics and multimedia editor). Bimber also gave a number of guest lectures at recognized institutions.
Among them were Brown University, Princeton University, the IBM T.J. Watson Research Center, Osaka
University, the DaimlerChrysler Virtual Reality Competence Center, and the Mitsubishi Electric Research
Lab (MERL). His research interests include next-generation display technologies, real-time rendering and
computer vision. Bimber is member of IEEE, ACM, ACM Siggraph, and Eurographics.
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Figure 1: Two examples of collaborative games using handheld augmented reality displays. Left: The Invisible Train, Middle and right: 
Mr. Virtuoso teaches arts history 
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1 INTRODUCTION 
Augmented Reality (AR) can naturally complement mobile 
computing on wearable devices by providing an intuitive interface 
to a three-dimensional information space embedded within 
physical reality. However, existing AR systems like MARS [1] or 
Tinmith [2], which require a user to wear a notebook computer in 
a backpack and a head-mounted display (HMD) are expensive, 
fragile and inconvenient to wear. Thin-client approaches using a 
Tablet PC or Personal Digital Assistant (PDA) merely as a 
portable display [3][4] require a dedicated server infrastructure 
and limit mobility. 

We believe there is a need for an unconstrained, infrastructure-
independent AR display running to fill the gap in situations where 
traditional backpack systems are too costly and cumbersome, but 
thin client implementations exhibit inadequate deployability, 
scalability or interactive behavior. Particular examples include 
sporadic use over lengthy time spans, in between which devices 
must be stowed away, mixed indoor/outdoor use in wide-area 
environments, and massively multi-user application scenarios. 
This has motivated us to develop a state of the art AR framework 
targeting lightweight handheld displays. 

2 TECHNOLOGY 
Platform. Currently there are three distinct classes of 
commercially available wearable computers as potential 
candidates for a standalone handheld AR display: cellular phones, 
PDAs and Tablet PCs. All of these device designs make specific 
trade-o!s between size, weight, computing power and cost. While 
cellular phones are extremely portable and widespread, their 
current lack of adequate processing power and local network 
connectivity renders them a suboptimal platform for rich and 
meaningful AR applications. Furthermore, their small display size 
and limited data input capabilities are less than ideal for three-
dimensional user interfaces. Tablet PCs do not share the 
aforementioned drawbacks but are considerably more expensive 
and too heavyweight for single handed, or even prolonged two 
handed use. Taking into account all of these constraints, we chose 
the PDA as target platform for our handheld AR display. PDAs 
are a good compromise between processing power, size and 

weight; they are socially acceptable and their touch screen input 
mechanism is familiar, which we considered crucial for our 
planned deployment of AR applications to untrained users.  

Unfortunately, the software development infrastructure 
available for embedded platforms such as Windows CE does not 
match the standards usually available for the developments of 
highly interactive 3D graphics applications on PCs. The scarce 
resources of the PDA make it necessary to resort to cross-
development using a suitable cross platform abstraction layer, for 
example to access frame buffer, windowing system and camera 
devices. The latest version of our AR framework Studierstube 
facilitates such cross-platform development, and allows to 
perform the majority of the development work more conveniently 
and efficiently on a regular PC, leaving only final testing and 
performance optimization to be carried out on the target device. 

3D rendering. Computer graphics researchers are accustomed 
to working with standardized low-level APIs such as OpenGL, but 
handheld devices provide hardware support only for the more 
constrained OpenGL ES standard to overcome this gap we have 
developed a library called Klimt that wraps an underlying 
OpenGL ES implementation and adds the most important missing 
OpenGL and WGL features such as floating-point data types, 
missing primitive types, long integer index types, etc. Using 
Klimt, many existing OpenGL applications require only minimal 
modifications in order to run hardware-accelerated on a PDA. 
Internally, Klimt is implemented as a collection of C++ classes 
with a C wrapper for OpenGL API compatibility. As a means to 
optimize runtime performance Klimt makes heavy use of 
templates and inline functions. 

Scene graph. Our AR framework Studierstube does not 
directly interface with OpenGL, but instead builds on top of the 
open source scene graph library Coin. Open Inventor allows rapid 
prototyping of data-driven applications, which can be written in 
C++ or in a scripting language. We ported the Coin rendering 
library, which implements the Open Inventor API, to Windows 
CE, running on top of OpenGL/Klimt. 

To make the use of a general purpose scene graph on a 
comparably low performance handheld device more satisfactory, a 
number of more advanced optimizations had to be applied. Many 
parts of a scene graph remain unchanged over a longer period, 
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which is why most scene graph libraries use a so called primitive 
cache that stores data in a format optimal for the underlying 
graphics hardware. This primitive-cache was extended to support 
fixed-point formats and therefore provide most graphics data in 
the native format of mobile graphics accelerators. To save 
memory which is a scarce resource on embedded devices we 
removed several less used features of Coin which resulted in a 
significantly reduced memory footprint. Windows CE is very 
restricted with respect to virtual memory, and we therefore 
outfitted all Studierstube libraries including Coin with a custom 
memory manager that can allocate memory outside the process’ 
memory slot and allows fine grained monitoring on how much 
memory is spent in which parts of an application. 

Tracking. The tracking requirements of AR can be provided by 
vision tracking using the built-in camera of the handheld device. 
The well-known marker tracking library ARToolKit was used as 
the starting point for developing a significantly modified and 
optimized tracking solution running on both PCs and handheld 
devices. ARToolKitPlus can track at a top speed of 6.5ms per 
image on a current PDA, so self-contained vision tracking is no 
longer a major bottleneck for embedded devices. We replaced the 
original checkerboard template-matching with CRC-encoded 
markers in ARToolKitPlus, which are always detected faster and 
allow up to 4096 different targets. 

To compensate for ever-changing lighting conditions when 
using mobile devices, we added a real-time automatic 
thresholding algorithm. Moreover, the software can compensate 
for radial brightness falloff which is typical for the low-quality 
lenses used in the mobile cameras. 

3 APPLICATIONS 
In contrast to AR applications with tangible user interfaces, such 
as the Magic Book [5], which focus on the use of fiducial markers 
as moveable, dynamic parts of the application, we sought to 
employ the handheld’s tracked display itself as the tangible, 
dynamic interaction element. Therefore, we decided to focus on 
pen-based touch-screen input as the main interaction technique. A 
static arrangement of multiple fiducial markers in the environment 
enables the PDAs to perform self-tracking from a variety of 
angles and distances. 

Another important requirement was that the application should 
be sufficiently spatially distributed to give an impression of the 
properties of our tracked display surface with respect to panning 
and zooming interactions — users should be required to move in 
closely with environment to discover important details, and to 
move the perspective away from the setting in order to gain an 
overview of the scene. This differs from other applications such as 
the magic book, which are designed to be fully visible within the 
field of view of the user, and therefore require no navigational 
actions from the user. 

Usually, marker-based tracking techniques are sufficiently 
accurate for computing a marker’s position and orientation 
relative to a camera, but not to perform inside-out tracking of the 
camera in relation to the environment. We therefore make heavy 
use of multi-marker tracking to overcome this limitation. Using all 
visible markers in the camera image provides improved stability 
in tracking of the device with respect to the environment. 

The Invisible Train [6] (see left picture in Figure 1) is a simple 
multi-player game, in which players steer virtual trains on a real 
wooden miniature railroad track. Using the touch-screen players 
can influence the game by operating track switches and adjusting 
the speed of their trains. The aim of the game is to prevent the two 
trains from colliding as long a possible. The game correctly 
blends all virtual objects correctly with the real environment: 
virtual objects can occlude real ones and vice versa. 

Virtuoso is a collaborative educational game for up to four 
players. The players have to sort a collection of artworks by date 
of creation along a virtual timeline on a real wall (middle picture 
in Figure 1). Players can take the 3d artworks from the wall an 
onto their PDAs to gather more information, then drop them again 
on another spot. The multi-lingual art history expert Mr. Virtuoso 
can be queried for advice by placing the artwork on his desk (right 
picture in Figure 1). 

4 EXPERIENCES AND DISCUSSION 
Comparing our observations from public trials with previous 
experiences using HMD + backpack setups confirmed our 
assumption that handheld AR displays are more accessible to a 
general public, and exhibit better learning curves than traditional 
mobile AR systems: We found that visitors had little to no 
reservations against using our system. Several participants figured 
out how to play the Invisible Train by simple trial and error, 
bystanders learned the gameplay by observation while waiting.  

Consequently, our supervision overhead was considerably 
lower than expected. We frequently observed unsupervised user 
experiences as visitors passed around the PDAs while explaining 
the game to each other. Most participants played at least a single 
game (averaging roughly 60 seconds) before handing their PDA 
to the next visitor. 

In contrast to backpack setups, we experienced almost no 
hardware related failures, except when users deliberately removed 
the plug-in camera. We conclude that wearable devices intended 
for a general public must be self-contained units without any 
loosely attached parts. They should also automatically restart in 
case of a provoked or accidental failure. 

According to user feedback, our application was considered 
sufficiently responsive for the intended type of spatial interaction. 
Only a negligibly small fraction of players felt their PDA’s 
display update rate and delay impairs their ability to play the 
game. For illustration, the latest version of Virtuoso runs at ~13Hz 
on a Dell Axim X51v. 

Based on our experiences we believe that handheld AR displays 
are an important technology for making AR accessible to a large 
audience, and in situations that can truly be called mobile. If done 
right, AR can work very well on today’s handheld devices. AR 
should therefore be very well positioned to become an important 
user interface style on everyday consumer equipment. 
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ABSTRACT 

 
We have developed second-generation prototypes of the 

Internet Chair, a novel internet appliance. The first generation 
explored using the chair as an input device; “

S
chair

e
,”

 
the prototype 

employed here, is a pivot (swivel, rotating) chair deployed as an 
output device, a rotary motion-platform information appliance, 
dynamically aligning haptic display with wireless visual displays 
and spatial audio in rotation-invariant virtual spaces. As a haptic 
output modality, chairs with servomotors render kinesthetic and 
proprioceptive cues, twisting under networked control, to direct 
the attention of a seated subject orienting seated users like a “dark 
ride” amusement park attraction or under active user control, local 
or distributed. Using its audio display modality, “nearphones

”
 

embedded in the seat headrest, the system can present 
unencumbered binaural sound with soundscape stabilization for 
multichannel sound image localization. In groupware situations 
like teleconferencing, chat spaces, or multiplayer gaming, such 
orientation is also synchronized with panoramic or turnoramic 
displays or twisting iconic representations of the users, avatars in 
virtual spaces, enabling social situation awareness. 

The 
S

chair
e
, manifesting as personal LBE (location-based 

entertainment), can be used in both stand-alone and networked 
applications. We have developed several clients that exploit such 
“practically panoramic” capability, including simulators, games, 
and 360˚ browsers, providing sensory-integrated multimodal 
applications, variously including stereographic or mobile features. 

 
Additional Keywords: 

{augmented, enhanced, hybrid, mediated, mixed} 
reality/virtuality, haptic interface, information furniture, location-
based entertainment (LBE), motion platform, networked appliance, 
soundscape stabilization. 

 

1 INTRODUCTION 

 
There are more chairs in the world than windows, desks, 
computers, or telephones. According to a metric of person-hours 
used, and generalized to include couches, stools, benches and 
other seat furniture, the chair is the most popular tool on earth, 
with the possible exceptions of its cousin the bed, and eyewear. 
This research belongs to fields variously described as or 
associated with ambient computing, calm technology, and 
ubicomp. 

We are developing second-generation prototypes of the Internet 
Chair (Koizumi et al., 2000; Cohen, 2003), a novel internet 
appliance. The first generation prototype explored using the chair 
as an input device.

 
“

S
chair

e
” (for ‘shared chair’), the prototype 

extension described here, is a pivot (swivel, rotating) chair 
deployed as an output device, a rotary motion-platform 
information appliance. Its haptic display modality is yaw, 

dynamically synchronizable with wireless visual displays and 
spatial audio in a rotation-invariant virtual space. 

 
 

In groupware situations— like teleconferencing, chatspaces, or 
multiplayer gaming— such orientation can also be used to twist 
iconic representations of a seated user, avatars in a virtual world, 
enabling social situation awareness.  
As an alternative to transaural loudspeakers (providing crosstalk-
cancelled binaural cues), speaker arrays, and normal headphones, 
we are using “nearphones,” external loudspeakers placed near but 
not on the ears, straddling the headrest of a chair: a hybrid of 
circumaural headphones (which block ambient sounds) and 
loudspeakers, as shown in Figure 2. Using its audio display 
modality, the system can present unencumbered binaural sound 
with soundscape stabilization for multichannel sound image 
localization. 
As a haptic output modality, chairs with servomotors render 
kinesthetic and proprioceptive cues, twisting under networked 
control, to direct the attention of a seated subject, orienting seated 
users like a “dark ride” amusement park attraction or under active 
user control, local and/or distributed. The 

S
chair

e
, manifesting as 

personal LBE (location-based entertainment), can be used in both 
stand-alone and networked applications. 
We are developing various multimodal “personal practically 
panoramic” interfaces that exploit some unique features of this 
networked rotary motion-platform: spatial audio renderers; 
chromastereoptic and stereographic image-based and synthetic 
CG renderers, mobile phone interfaces, including both session- 
and individual widgets; SQTVR (stereographic QTVR) panorama 
and turnorama browsers; a multiplayer shooting game; and a 
driving simulator with audio way-finding. 

 
 

Figure 1: Inspiration  (Graphic by “Eyes, Japan”) 
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2 IMPLEMENTATION 

2.1 Session-Integrated Multimodal I/O Clients 

 
We have designed and implemented an architecture and 
framework to support collaborative virtual environments (CVEs) 
allowing distributed users to share multimodal virtual worlds. Our 
CVE architecture (as shown below in Figure 4) is based upon a 
client/server (C/S) model, and its main transaction shares the state 
of virtual objects and users (avatars) by effective multicast via 
replicated-unicast of position parameters (translation, rotation, and 
zoom) to client peers in a session. The client/server architecture 
integrates multimodal control/display capabilities and clients— 
including the haptic renderer, spiral visualizers and intensity 
panners, visual perspective and spatial sound renderers— 
described following. 

 

 
 

Conferencing 
Permissions 

Mute, Solo 
Attend, Deafen  

Figure 4: Collaborative Virtual Environment Architecture: 

Groupware Suite 

Figure 3: Simplified concept: nearphone-equipped 

rotating seats exchanging torque via networked mutual 

tractor beams  

 

Figure 2: For its haptic output modality, servomotors render 

kinesthetic force display, rotating each 
S

chair
e
 under 

networked control. Note the nearphones straddling the 

headrest. 
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2.2 Azimuth-display output modality  

 
Our second-generation prototype— developed with partners 
Mechtec (www.mechtec.co.jp) in Kita-Kata, Eyes 
(www.aizu.com) in Aizu-Wakamatsu, and Yamagata University 
in Yonezawa (www.yz.yamagata-u.ac.jp)— features a powerful 
(with about 3–4 Newton·meters of torque, adjustable to limit 
maximum speed and force) servomotor for force display and 
computer-mediated rotation of the chair. Each chair stimulates a 
visceral sensation as it whirls around to direct the attention of a 
seated subject with adjustable insistence/forcefulness— 
imperatively rotating like a “dark ride” amusement park attraction, 
or subtly nudging the user in a particular direction. In practice, 
each

 S
chair

e
 uses two session channels, one to track its realtime 

orientation and one to anticipate its rotational target. The 
heterogeneous clients in our multimodal CVE groupware suite 
interoperate seamlessly. Of particular relevance is a computer 
graphic rendering of a space, allowing various camera positions, 
including endocentric (1

st
-person: from the point-of-view of the 

avatar), egocentric or tethered (2
nd

-person: attached to but 
separate from the avatar), and exocentric (3

rd
-person: totally 

detached from the avatar) perspectives, like that in the bottom of 
Figure 2. For cable-less operation necessitated by the spinning 
chair, these clients run on laptop computers networked via Wi-Fi. 
(In our lab we use various Mac iBooks and Powerbooks with the 
IEEE 802.11 AirPort wireless option.) 

 

3 APPLICATIONS 

3.1 S
6
: Soundscape-Stabilized Swivel-Seat Spiral-Spring 

 
A GUI that 
displays and 
controls the 
azimuth of the 
S

chair
e
 using a 

spiral spring 
metaphor, as 
shown Figure 6, 
and also allows 
positioning of 
audio sources, 
directionalized 
from resident 
sound files or 
captured in 
realtime from 
analog streams. 
To enable mobile 
control of the 
S

chair
e
, we have 

developed an 
equivalent 
graphical 
interface, shown 
in Figure 5. 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

3.2 Driving Simulator with Audio Way-Finding 

 
We have developed a networked driving simulator (Adachi, Iwai, 
Yamada, & Cohen, 2005) as a virtual-reality based interface 
(control/display system) featuring integration with the 

S
chair

e
 

rotary motion platform for azimuth-display, stereographic display 
for 3D graphics, and spatial audio (sound spatialization) way-
finding cues, configured with appropriate controls, namely a brake 
and accelerator and battery-powered force-feedback USB driving 
controller. A ‘simplex’ mode couples the local control and display, 
while an alternative ‘duplex’ mode disables such immediacy, 
relying instead upon returned network events to update the visual 
and displays. This scheme accommodates network delays and 
client latency, synchronizing the multimodal display. For 
particular instance, the 

S
chair

e
 Internet Chair has significant 

sluggishness, a consequence of mechanical inertia (seatee 
payload) and user comfort. 

 

3.3 VR4U2C Interface for SQTVR 

 
We have integrated the 

S
chair

e
 with “VR4U2C” (“virtual reality for 

you to see”) our QTVR image-based rendering client (Bolhassan, 
Cohen, & Martens, 2004), as shown in Figure 7. This multiuser 
multiperspective panoramic and object movie (turnorama) 
browser was developed using Apple's QuickTimeVR technology 
and the Java programming language with the support of the 
“QuickTime for Java” application programming interface (API). It 

Figure 6: Soundscape-stabilized spiral-spring swivel seat 

interface. A spiral spring metaphor is used to display the yaw of 

the chair (as indicated by the total deflection of the spring) and 

azimuth of a virtual sound source (as indicated by the plus sign, 

set here on the upper left at -45˚=NW). The mutual 

displacements are used to control intensity stereo panning for 

playback of audio files and streams. 

Figure 5: “i•Con-s” interface on DoCoMo 

i!ppli 
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allows coordinated display of multiple views of a virtual 
environment, limited practically only by the size and number of 
monitors or projectors available around users in various viewing 
locations. VR4U2C, can be used interactively to explore and 
examine detailed multidimensional, virtual environments 
(photorealistic or otherwise) using a computer and conventional 
input devices— including mouse, trackball, rotary controller, 
track pad, and keyboard— as well as more exotic interfaces— 
including speaker array spatial audio displays, mobile phones, and 
swivel chairs with servomotor control. Through a unique 
multinode dynamic traversal technique, VR4U2C provides an 
elegant solution to the challenge of interactively track- and dolly-
able stereoscopic display of QTVR imagery, as shown in Figure 8. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 

 
 
 
 

3.4 “Kuru-kuru Pitcher” Multiplayer Shooting Game 

 
We have developed a multiplayer game that exploits some unique 
features of our networked rotary motion-platform, loosely 
resembling a disk/disc access driver, in which “spindled” players 
race to acquire circularly arrayed dynamically arriving targets. We 
PLAN to extend the groupware capabilities of the 

S
chair

e
 beyond 

the two-person game (Adachi, Cohen, Dumiduwardena, & Kanno, 
2004). As shown in Figure 3, an arbitrary number of similarly 
equipped chairs can be networked, with application-determined 
distribution (linkage/coupling) of cybernetic torque and arbitrary 
C/D ratios, fan-out, etc. of the Internet Chair with explicit haptic 
display. 

 

4 CONCLUSION AND FUTURE RESEARCH 

We have developed our rotary motion platform clients to support 
various azimuthal interfaces, including SQTVR, stereographic 
Java3D scenes, driving simulators with way-finding, mobile 
interfaces, and location-based entertainment. Synchronizing 
panning graphics and spatial sound with propriocentric sensation 
enables a “personal practically panoramic” multimodal interface. 
To use the 

S
chair

e
 as a conferencing platform, we will deploy 

microphones for voice input, configure wireless network audio 
streaming communication, and extend our narrowcasting protocol 
to encompass the chair's audio capability, as outlined above. We 
plan to use SIP (Session Initiation Protocol) to establish realtime 
multimodal conferences (Alam, Cohen, & Ahmed, 2005). 
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Figure 7: VR4U2C Interface: panoramic and 
turnoramic browser 

Figure 8: Stereoscopic display of QTVR imagery. A 
nomadic version, “µVR4U2C,” platformed on the 

Sharp SH25liS, provides an autostereoscopic 
equivalent for mobile phones. 
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ABSTRACT 

Figure 1: Our StationOne concept drawing from 1998. It 
was a combination of functional display regions driven by 
groupings of computers selected for best support of the 
various functions comprising the workstation: graphics, 
control, and interface.  In addition the frame was conceived 
as a flexible substrate for customization by the user – 
placement of user devices, surfaces and hooks for personal 
effects. 

Demand for high resolution visualization, large pixel real estate 
collaborative workspaces, and interactive computer interfaces 
continue to drive researchers to develop new physical portals 
connecting them to their computational tools, to their data, and to 
their colleagues around the world. In this paper we describe 
CupHolder, a high performance workstation designed to support 
interactive collaboration and research activities.  It is configured 
to enable display of high resolution imagery while enabling a 
comfortable interactive environment for one to several co-located 
researchers.  Moreover it is driven by a high performance 
commodity cluster that provides substantial local rendering 
muscle as well as a high performance interface to Grid-based 
computational tasks.  CupHolder is comprised of commodity 
components. It is primarily novel because it represents an 
integration of these components into a new form factor that we 
believe is a useful precursor and testbed for future integrated 
workspaces.  

 
CR Categories: B.4.2 Input/Output Devices – Image display, 
H.5.2 User Interfaces – Input devices and strategies, H.5.2 User 
Interfaces – Interactive styles, H.5.3 Group and Organization 
Interfaces—Computer-supported cooperative work, I.4.9 Image 
Processing and Computer Vision – Applications, C.0 General – 
Hardware/software interfaces 

 
Keywords: tiled displays, human computer interface 

1 INTRODUCTION 
Commodity display and computation resources play an increasing 
role in scientific research at all levels.  Many approaches to 
aggregating these resources have been applied to the task of 
creating high performance facilities in the form of large cluster 
computing systems and large format tiled displays. 

Creating large format high-resolution display systems has a 
relatively long history which includes much work on projection-
based tiled displays [9]. For a summary of issues and pointers to 
relevant research see Hereld et al. (2000) [3]. However, a path to 
higher pixel density systems leveraging now ubiquitous LCD flat 
panel display technology has become increasingly appealing [7]. 
Displays of this kind with as many as 100 Mpixels 
(LambdaVision) have been developed within the OptiPuter 
project [8]. A table format display prototype with a clear plastic 
protective sheet has also been developed by the same project, the 
LambdaTable. These often enormous displays are driving 
development of new technologies for content delivery over very 
high bandwidth networks [6]. The table format displays invite 

interactive styles that include gestural input, as well as the 
inclusion of physical objects to bridge the gap between the real 
and virtual [5]. Many interesting variations on these themes have 
been explored. The Magic Table combines projector, camera, 
machine-vision and physical tokens on a table surface to create a 
multi-person interactive whiteboard [2]. And the Escritoire is a 
multi-resolution projection-based personal writing table [1]. None 
have folded the high performance visualization display 
capabilities into the personal interactive workspace. 

We have long been experimenting with display system and 
workstation form factors in search of designs that will naturally 
support the high performance demands of today’s scientific 
applications (Fig. 1).  In addition to high resolution, vast numbers 
of pixels provide a canvas for support of interactive collaborative 
environments enabling the side-by-side presentation of complex 
simulation results and video streams of distant collaborators.  A 
progression of devices and technologies map the arc of our work 
to date: ActiveMural, !Mural, and the AccessGrid.  With the 
development of Grid infrastructure in mind, we have become 
keenly interested in developing a prototype interface to potentially 
huge computational and data resources.  In particular, we seek an 
instance of such an interface with a form factor that is suitable for 
an office. 

In this paper we describe a new configuration of commodity 
components which targets high performance display and 
computing while supporting collaborative work styles and 
enabling interactive input modalities based on computer vision 
techniques.  In the following section we will describe the design 
of the CupHolder.  In section 3 we will discuss applications that 
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have debuted on it.  And in section 4 we will add observations and 
comments about the future of this design point. 

2 CUPHOLDER DESIGN 
In this section we will discuss the various aspects of the 
CupHolder design (Fig. 2), what motivated our choices, and how 
these were ultimately implemented. 

Visualization Field. The main surface for display of 
demanding visualizations and multimedia content is provided by 
the 3 x 3 array of Dell UltraSharp 2001FP flat panel displays 
(20.1 inch, 1600 x 1200 pixels). The aggregate 4800 x 3600 pixel 
surface is bright and compelling.  Each display panel is driven by 
a PC (3.6 GHz P4, 1MB cache, 2 GB ram, 750 GB disk, on-board 
copper gig-e network) with an nVidia GeForce 6600GT 128MB 
graphics card in the PCI-E x16 slot. We selected this box for its 
form-factor – the Shuttle XP is about 8 inches wide, 8 inches tall, 
and 12 inches deep – so that we could house them within the 
envelope of the CupHolder frame. 

Console and Table. To this field of pixels we added two multi-
purpose functional units. The console field is provided by 3 of the 
same flat panel displays at a 45 degree angle adjoining the bottom 
of the visualization field. The table field is provided by another 3 
LCD panels lying horizontally and adjoined to the bottom of the 
console field (Fig.2). This substantial dollop of pixels is driven by 
a single Dell XPS 600 workstation (3.2 GHz Pentium D) with two 
dual-headed 256MB nVidia 7800 GTX adaptors in the two 16x 
PCI-E slots of the box and a single nVidia GeForce FX 5200 Ultra 
in a PCI slot. It has 4GB of ram and 1 TB of disk. These two 
ranks of displays are covered by a cold formed transparent 
polycarbonate cowling that protects the six displays from spilled 
liquids and damage from objects place on it (keyboards, mice, 
coffee cups). 

Human Factors. In designing the CupHolder we wanted a 

system that would fit in an office, serve one to several people, and 
encourage a comfortable work style.  To this end, we decided on 
that it should be used principally while standing, mainly to 
support several people. The integrated horizontal surface provides 
a convenient resting place for personal effects, a keyboard, and 
future tangible user interface devices. 

Interactive Interface Testbed. The volume above the table 
and the space in front of the visualization field are targets for 
gestural input (Fig. 3). Cameras (two or three) are stationed above 
the CupHolder and casually positioned to take in the target 
volume. Overlap in the field-of-view of these provides for modest 
positional resolution in the vertical direction. 

Figure 3: The CupHolder. The angled console and horizontal 
table surfaces both provide substantial pixel real estate for 
application control interfaces that may involve gesture 
recognition. 
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Figure 2: Diagram of the CupHolder.  The 3 x 3 array of 
LCD flat panel displays are driven by a cluster of PCs.  The 
console bank of 3 displays and the table bank of 3 displays 
are driven as a single desktop by a 6-headed PC. Three 
USB cameras provide overlapping coverage of the console, 
table, and surrounds from above. 

3 APPLICATION EXPERIMENTS 
We have engaged the CupHolder in a number of tests to see how 
it performed and how it felt for a number of use cases. All of these 
application experiments were carried out informally at 
SuperComputing 2005, on its maiden voyage. 

Monolithic Visualization. In this use case a single application 
drives the cluster, using Chromium [4] or homegrown solutions, 
to produce a visualization that covers the 3 x 3 array of LCDs as if 
they were a single panel. In this environment the user is usually 
interested in the large number of pixels to provide a canvas on 
which a large number of data points can be mapped. The mullions 
provide a windowed view into the visualization that users feel 
comfortable with, much like looking out a normal window. For 
many situations care needs to be taken that the mullions appear as 
obstacles in the view path and not simply as discontinuities to 
enhance the sense of realism for the user. 

Distributed Simulation Monitor. Here, the application drives 
the panels separately, deriving rendered results from processes 
running on Grid computing resources around the country (Fig. 4). 
The central tile shows overall progress of the simulation with a 
composite view of the entire visualization. This mode of operation 
can be combined with the approached described above merging 
multiple panels to form a larger high-resolution view. This mode 
of use provides an effective way to monitor a large number of 
different events, be they the results of a simulation, the results of a 
simulation from multiple views, or using different visualization 
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methods for the same data. It can be used to provide a method of 
presenting diagnostics of how the simulation is performing or 
other information about the environment in which the simulation 
is being performed. 

Cartographic Navigation. Here we begin to explore the look 
and feel of interacting with flat 2-D representations using hand 
gestures to select viewing modes and to navigate by pan and zoom 
(Fig. 3). For these experiments we developed simple techniques 
for interpreting camera images and for passing events to the pre-
existing application program. 

The image processing prototyping was done in Matlab. A 
calibration step required the user to place his hand into a zone 
within the camera field of view where the mean and standard 
deviation of hue and saturation were computed and used for future 
identification of skin tone in the field. The left and right images 
were then processed to provide 2D position of the left and right 
hand in camera coordinates. The left hand image was tested for 
proximity to virtual button positions. The right hand image was 
tested for significant changes of position and interpreted as 
“mouse” input to be used for pan and zoom operations – hand 
orientation was interpreted as mouse up or mouse down state. 

A python interface to the Matlab code was provided using 
PyMat.  Detection of state changes from the button interface on 
the left hand and position changes from the mouse interface on the 
right hand were passed to the application program via its xmlrpc 
interface. 

4 DISCUSSION 
Although we have only begun to apply the prototype CupHolder 
to the various tasks for which it was designed, it is clear that the 
combination of visualization real estate, integrated (spill-proof) 
display table and control console, cameras, and its standing 
configuration provide a compelling interface. 

The large display surface available for parallel rendering is very 
appealing (bright, crisp, dense in pixels) and useful for the range 
of applications tested on it.  Pan and zoom on huge images filling 
the display was compelling. Applications which provided distinct 
components fit naturally into the segments of the tiled display. 

The console and table sectors of the workstation provide a 
compelling environment for program development as well. The 
large available real estate in the table and console display fields is 
useful for coding, monitoring, and googling while testing 
applications on the visualization field. Of all the display systems 
we have designed, this one elicits that greatest “I want one!” 
reaction from people who see it. 

Figure 4: The CupHolder as a demonstration vehicle at 
SuperComputing. This application shows CupHolder in its 
capacity as high performance visualization front end to a 
large distributed simulation run on Grid computers at 
several locations around the country and one in the United 
Kingdom. 

With the limited number of “flying hours” that we have 
accumulated on this system we can make a few tentative 
observations about its ergonomics.  
" Standing in front of the display and discussing 

visualizations in groups of two to five is quite effective 
and comfortable. 

" Facing the display and working with keyboard and mouse 
on the table surface is comfortable as well, but depends on 
the height of the table which is fixed in the current design. 

" Facing the table and controlling applications with hand 
gestures can be taxing on the back. This probably derives 
mostly from the slow frame rate of the current input 
processing which in turn requires the user to move slowly 
with arms cantilevered out over the control surface. 

" Working at the console while seated in a “standing chair” 
is likely to provide added comfort for protracted sessions. 

In this paper we have described a novel integration of 
commodity display, PC, and camera components into a functional 
unit that combines high performance visualization and interactive 
capabilities in a multi-purpose workstation. We described several 
use cases. This prototype device will allow us to experiment with 
and develop interactive input methods, distance collaboration, and 
remote visualization. 

As a prototype, CupHolder will allow us to evaluate this breed 
of high performance workstation and continue to design and 
develop improved systems. Some of the areas that will need 
attention are summarized in this list of notes. 
" The single most damning aspect of this approach to high 

resolution large format displays is the regrettable width of 
the border zone on each LCD panel.  Some of this frame 
width could no doubt be eliminated at the packaging level. 
But there are likely more fundamental issues that would 
require creative re-engineering of the panels to allow for 
minimal abutting losses on all four of the sides of each 
panel. 

" Another interesting possibility is to marry this display 
system with a pixel-based network transport, such as Sage 
[6].  Such an approach would reduce the expense of the 
local computing fabric, and would accrue benefit from the 
straightforward homogeneous model for content display – 
pixel shipping, that is. 

" Because of its concave shape the CupHolder form factor 
provides a natural volume for capture and interpretation of 
gestural input, an area that needs further development in 
this context. 

" The flat surface of the table field, backlit with a dense 
array of pixels provides an interesting arena for mixed 
mode user interface combining aspects of tangible UI 
wherein objects placed on the surface and provide means 
for interacting with displayed information on the table. 

" We intend to integrate sound more tightly with the design. 
This enhancement will support distance collaboration 
applications. 

" The present physical design would benefit from the 
addition of more unprogrammed space in the form of 
hooks, racks, and surfaces for personal items and 
customization. 
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ABSTRACT

A small, hand-held laser projector is developed using a MEMS
scanning mirror. The vertical scan is done by the vibrating mirror

and the horizontal scan is done by the user’s action to swing this

projector. The prototype is equipped with the photo sensor and
barcode reader circuit module to identify the real object with the

retroreflective barcode. When the user swing this projector,

projector begin to search the object with barcode ID, and when the
projector detect such object, the annotation associated with the

object’s ID is displayed.

Keywords: Projection Display, Laser Projector, Mixed Reality,

Objective Display

1 1. INTRODUCTION

The video projector is now widely recognized as a device for

the augmentation of the real object. There have been many

examples in fixed configuration [1][2], in hand-held configuration
[3] and in wearable configuration [4]. Generally in mixed reality,

the virtual object i.e. projected object is connected with the real

object in terms of the location, of the shape, or of the semantics.
To have system recognize what is the target object to be

augumented, the communication from the projector to the object

and/or that from the object to the projector is necessary. For this
aim, there would be many potential combination among, for

example, camera and color bar [5], barcode, shape recognition

using the coded lighting, modulation on the retroreflective
materials, RFID-tag, etc.

A remarkable feature in this area is that the function of image

projection device is multiplexed. One typical functionality is to
determine the relative location of the projector to the object. One

example use the camera attached to the object that watches the

projector's iris [6]. Others use the photo detector attached to the
object and the time-based index of the projection such as the

simple scanning, space coded rays [3], etc.

This article is not for the trial to fill another vacant cell in the
combination matrix nor to add the new row or column to the

matrix. The authors simply intend to introduce the new prototype

of the small laser projector that recognize the traditional barcode
on the object and project the suitable annotation to the object.

2 REACTIVE PROJECTOR

The authors call a type of system as the reactive projector. The

projector gives some information to the real object using the light
and the object send back another information to the projector.

Based on this communication, the content of the projection is

changed to fit to the object.
As mentioned above, there are so many means of the

communication and the potential usage of their combination. One

direction of the research would be a trial to find the new means,
combination, and application. Then a point of evaluation would be

if it is or will be technically or economically feasible or not.

Another direction is the trial to realize the feasible device for
this area.

In this paper, the authors pick up a simple application that is to

give the annotation on the object. When the user swing a small
hand held projector, it detects the retroreflective barcode pattern

on the object and project the annotation image on or close to the

object. In this simple system, the key issue is how small the
projector could be. In the next section, the details of the system

will be described.

3 MEMS LASER PROJECTOR AND SYSTEM CONFIGURATION

In short, our prototype is the mixture of the laser barcode reader

and the laser projection display. Figure 1 shows the primary
component of the current prototype. A laser diode produces a ray

whose brightness is modulated by the image generation circuit.

The ray is reflected by a MEMS (Micro Electro Mechanical
System) mirror that swings the ray in one degree of freedom

controlled by a driver circuit. The coil is printed around the

central mirror and this generates the driving force between the
fixed permanent magnet, according to the drive current.

The user is asked to sweep this projector to observe the image.

At first, the projector generates the laser ray at a constant
brightness to find the target object. If the laser ray reach to the

retroreflective material on the object, strong reflection goes back

to the projector. Since the reflected ray is modulated by the
barcode pattern printed on the retroreflective material, the photo

sensor can detect the change of the brightness and recognize the

ID. Then the projector displays the annotation image on or close
to the object associated with the ID.

Please note the scan in one direction is by the vibrating mirror

and that in another direction is done by the user’s hand. The swing
of the hand is the action to find the target object as well as to

display the image. This enable the MEMS mirror to be simpler

and smaller, though the mirror itself in the current prototype
originally has a capability to be driven in two DOF.

Figure 1. Reactive Projector System Overview
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Figure 2. Appearance of the Prototype

The scanner driver, barcode reader, and the image generator are

realized in a FPGA (Field Programmable Gate Array). The

scanner driver generates the sine wave to drive the MEMS mirror.

The image generator sends the appropriate pixel in the VRAM to

the laser diode, referring to the phase of the scanner driver output

to determine the row of the image, and to the gyroscope sensor to

determine the column. The barcode reader module continuously

reads the output of the photo sensor to find the start bit of the

barcode pattern. After detecting this, it calculates the relative size

of the barcode based on the time width of the start bit.

Figure 3. Block Diagram of Controller

Figure 4. Real Object with Projected Annotation

4 DISCUSSION

4.1 Speed of Manual Scan and Human Vision System

Though our prototype works fine, there are several points in

design remaining to be considered.

The first one is the adequate speed of the manual scan. When

the user sweeps the ray slowly, the width of the image observed at

once is narrow. To watch the larger area of the image, the user

needs to swing the projector quickly. However the image

resolution is reduced according to the speed of manual scan. Since

the resolution depends on the frequency of the mechanical scan,

we need the faster scanning mirror to realize the enough

resolution.

The second point is concerning the fact that this display shows

only the one-shot image to the user. One problem is that the user

can read only several characters  while they can see the whole

image at once. To achieve the optimal design, we need to consider

at least three issues, the size of the high resolution area in the

human retina, tracking system by eyeball movement, and the

relation between the contents and the human capability of the

information processing. For example, in case of reading characters,

the image is processed as a series of chunks and a chunk is

processed at once. Even if the central area of the user’s retina

observed many words with enough resolution, the user’s brain can

process only a limited number of chunks. This issues concern not

only to the physical aspect but also to the semantic side of the

contents.

In our short experience to use the prototype, we noticed that the

view of the projected image when the user was gazing at the fixed

object is different from when the user was trying to follow the

manual scanning. With very slow manual scan, the user’s eye

seems to pursuit the image or the scan line. At the medium speed,

the eye seems to try to pursuit the line smoothly and sometime

repeat the saccade around the scan line to follow. At the high

speed, the eye cannot follow the scan and watch the fixed object.

We need to explore which mode of the eye movement is suitable

as well as how to have the user to naturally use in this mode

4.2 Future Work

The current prototype is just the assembly of the each parts and

further larger than we finally expects. If the laser and photo diode,

MEMS mirror will be made in one component, it would be

possible to miniaturize to be in the cellular phone.
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