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Abstract

Calibration techniques for projector-based displays typ-
ically require that the display configuration remain fixed,
since they are unable to adapt to changes such as the move-
ment of a projector. In this paper, we present a tech-
nique that is able to automatically recalibrate a projector
in real time without interrupting the display of user im-
agery. In contrast to previous techniques, our approach
can be used on surfaces of complex geometry without re-
quiring the quality of the projected imagery to be degraded.
By matching features between the projector and a station-
ary camera, we obtain a new pose estimate for the projec-
tor during each frame. Since matching features between a
projector and camera can be difficult due to the nature of
the images, we obtain these correspondences indirectly by
first matching between the camera and an image rendered
to predict what the camera will capture.

1. Introduction
Research in adaptive projector displays has enabled pro-

jection on display surfaces previously thought impracti-
cal. Raskar [16] and Bimber [3] describe general meth-
ods of correcting for the geometric distortions that oc-
cur when non-planar surfaces are used for display. Other
work [2, 10, 13] has focused on eliminating the need for
high-quality projection screens by compensating for the
color and texture of the display surface. These techniques
and others have greatly increased the versatility of the pro-
jector and brought us closer to a “project anywhere” display.

Recently, the focus has begun to shift towards robust au-
tomatic calibration methods [1, 15, 17] that require little or
no interaction on the part of the user. Within this category
are techniques that can perform calibration while user im-
agery is being projected. This allows display interruption
to be avoided in the event that the display configuration
changes, e.g. a projector is moved.

These “online” auto-calibration techniques can be di-
vided into two categories. In the first are the active tech-
niques where calibration aids that are imperceptible to a hu-

Figure 1. Our tracking process adapts to changes in projector pose,
allowing ”on the fly” display reconfiguration.

man observer are injected into the user imagery. Cotting
et al.[5, 6] embed these imperceptible calibration patterns
in the projected imagery by taking advantage of the micro-
mirror flip sequences used to form images in DLP projec-
tors. Image intensity is modified slightly at each pixel so
that a camera exposed at a small frame interval will capture
the desired calibration pattern. This technique currently re-
quires that a portion of the projector’s dynamic range be
sacrificed, leading to a slight degredation of the user im-
agery.

The second type of auto-calibration technique does not
rely on the use of calibration aids and instead attempts to
extract calibration information from the user-projected im-
agery itself. In Yang and Welch [20], features in the user
imagery are matched between a pre-calibrated projector and
camera and used to automatically estimate the geometry of
the display surface. This technique leaves the user imagery
unmodified, but relies on the presence of features in the user
imagery that are suitable for matching.

To our knowledge, no existing work has demonstrated
the ability to continuously track a projector in real-time on
complex display surface geometry without modifying the
projected imagery or using fixed fiducials. In addition to



allowing dynamic repositioning of the projector during dis-
play, such a system could also be used for projector-based
augmentation. Here, a hand-held projector can be used to
augment objects with information or to alter their appear-
ance [17, 18]. This effectively allows a projector to be used
as a graphical “flashlight” where the projector can be con-
trolled directly by the user to create imagery on previously
unlit portions of a surface or to enhance image detail by
moving the projector closer to the surface.

In this paper, we describe a technique that enables such
a system. By matching features between the projector and a
stationary camera, we re-estimate the pose of the projector
continuously. Since matching features between a projector
and camera directly can be difficult, we propose obtaining
these correspondences indirectly by first matching between
the camera and an image generated to predict what the cam-
era will capture. We present a simple radiometric model for
generating this predicted image. Our technique does not
affect the quality of the projected imagery and can be per-
formed continuously without interrupting the display.

2. Predictive Rendering for Feature Matching
Given a static camera of known calibration, where the

depth at each camera pixel is also known, a set of image cor-
respondences between the camera and a projector indirectly
provides a set of 2D-3D correspondences in the projector,
allowing the calibration of the projector to be determined.
Unfortunately, there are a variety of factors that complicate
the process of matching between projector and camera im-
ages as seen in Figure 4. Some of these complications in-
clude

1. differences in resolution, aspect ratio and bit-depth

2. large camera-projector baselines

3. radiometric effects e.g. projector/camera transfer function
and surface BRDF present in camera image, but not in pro-
jector image

To avoid these problems, we instead perform matching
between an actual image captured by the camera and a
prediction of this captured image generated using graphics
hardware. We will refer to the image sent to the projector
as the projected image, the image captured by the camera
as the captured image, and the prediction of the captured
image as the predicted image.

Since the displacement of a projector within a single
frame is small, geometric differences between the predicted
and captured images will be small as well. Also, by generat-
ing a predicted image that takes into account the radiomet-
ric properties of the display, the captured and predicted im-
ages will be similar in intensity, leading to better matching
results. By reversing the process used to generate the pre-
dicted image, we can map features in the predicted image to

Figure 2. Mapping projector pixels to camera pixels.

their original locations in the projected image to obtain 2D-
3D correspondences allowing us to calibrate the projector.

2.1. Geometric Prediction
The first step in generating the predicted image is to de-

termine the mapping from projector pixels to camera pixels.
This allows us to warp the projected image into the frame
of the camera as if it had observed the projected imagery.
This mapping is completely defined by the calibration of
the projector and camera and the geometry of the display
surface and is the same process needed to determine the re-
quired warping to compensate for the display surface ge-
ometry when displaying a desired image to a viewer. In the
case of generating the predicted image, we map between
projector and the camera instead of between the projector
and the viewer.

We accomplish the warping between the camera and pro-
jector using the second pass of the two-pass rendering tech-
nique proposed by Raskar [16]. Using the projection ma-
trix of the projector, we project the texture coordinates of
the projected image onto the display surface geometry and
render it using the projection matrix of the camera. An il-
lustration of this process is provided in Figure 2.

2.2. Radiometric Prediction
As Tables 1 and 2 show, incorporating a radiometric sim-

ulation into the generation of the predicted image can re-
sult in an immense improvement in feature matching per-
formance, especially for rendered imagery. The radiomet-
ric model we use assumes that the projector can be reason-
ably approximated as a point light source, which implies
that each point on the display surface receives illumination
from only one direction. We will additionally assume a dis-
play surface with a uniform, diffuse BRDF since this type
of surface is commonly used for projective display. We also
ignore any contribution to the captured image from indirect



illumination.
For a point X on the display surface, we will denote its

projection in the camera and projector images as xc and xp.
Given one of the these points, the locations of the other two
are easily determined using the calibration of the camera
and projector and the model of the display surface.

The radiometric value measured by a camera sensor is
irradiance, the amount of energy per area. The irradiance
within a sensor pixel is integrated over time to produce the
sensor’s output. A pixel’s intensity value in the final image
may however be a non-linear function of the sensor output.
The goal of our radiometric simulation is then to predict the
irradiance arriving at each camera pixel and apply the trans-
fer function of the camera, also called its input-output re-
sponse function or simply response. Let Rc be the response
function of the camera and E (xc) the irradiance at a camera
pixel xc. The intensity in the captured camera image Mc (xc)
is then

Mc (xc) = Rc (E (xc)) . (1)

The irradiance at a point on the camera sensor is a func-
tion of the scene radiance, the energy per area per solid an-
gle of the source. Assuming a small aperture and a thin lens,
the irradiance E (x) at a point x on the camera sensor is di-
rectly proportional to the scene radiance L arriving at x [9].
Specifically, this proportionality is

E (x) = L
π
4

cos4θ
n2 , (2)

where n is the f-number of the lens and θ is the angle
between the normal of the sensor plane and the unit vector
from x to the center of the lens. This equation indicates
a variation in the proportionality between scene radiance
and sensor irradiance over the camera’s field-of-view. We
have found this variation to be negligible and instead use
the simplification

E (xc) = αL
(

X ,
−→
XC

)
, (3)

where L
(

X ,
−→
XC

)
is the radiance at X in the direction of

the camera center C, and α is some constant.
The value of L

(
X ,
−→
XC

)
is the result of illumination from

the projector being reflected by the display surface towards
the camera and depends on the surface BRDF. Since we
consider the projector to be a point light source, the point
X receives illumination only along the direction from the
projector center

−→
XP. This, combined with the assumption

of a uniform, diffuse surface, leads to

L
(

X ,
−→
XC

)
= ρE

(
X ,
−→
XP

)
, (4)

where E
(

X ,
−→
XP

)
is the incident irradiance at X due to

the projector and ρ is the surface BRDF.
The incident irradiance at a surface point due to a point

light source depends on the radiant intensity of the light
source in the direction of the surface point, the orientation
of the surface normal with respect to the incoming light di-
rection, and the distance to the light source. If I

(
P,
−→
PX

)
is

the radiant intensity of the projector in the direction of point
X , then

E
(

X ,
−→
XP

)
= I

(
P,
−→
PX

) cos(θ)
r2 , (5)

where θ is the angle between the surface normal at X
and the direction

−→
XP and r the distance between X and the

projector.
We model the radiant intensity I(P,

−→
PX) as a function of

the intensity of the projected image at pixel xp, Mp (xp) =
[r,g,b] ∈ [0,1]3, and the response function Rp of the projec-
tor such that

I
(

P,
−→
PX

)
= S (xp) [Rp (Mp (xp)) · [Ir, Ig, Ib]] , (6)

where Ir..b are the maximum radiant intensities of the red,
green and blue color channels of the projector and S ∈ [0,1]
is a per-pixel attenuation map. The purpose of S, which we
refer to as the projector intensity profile, is to model changes
in brightness over a projector’s field-of-view due to effects
such as vignetting.

Combining the above equations, the final intensity value
measured at each camera pixel as a function of the intensity
at its corresponding location in the projected image is

Mc (xc) = Rc

(
cos(θ)

r2 S(xp)
[
Rp (Mp (xp)) ·

[
Ir, Ig, Ib

]])
,

(7)
where we have combined α , ρ and the Ir..b into the terms

Ir..b. Since the field-of-view of each camera pixel may en-
compass more than a single projector pixel, we filter the
projected image to obtain an average intensity value that we
use to evaluate Equation (7).

3. Calibration
In this section, we describe our process of calibrating the

geometric and radiometric parameters necessary to apply
the technique we use to generate the predicted image.

3.1. Geometric Calibration
We accomplish initial geometric calibration in an up-

front step by observing projected structured light patterns



with a stereo camera pair. This process yields a set of cor-
respondences between the projector and camera pair that
allows us to reconstruct the geometry of the display surface
and calibrate the projector. Raskar provides a thorough dis-
cussion of this process in [16]. To obtain an accurate model
of our room-like display surface as seen in Figure 2, we use
the RANSAC-based plane fitting technique introduced by
Quirk [14]. Any other reconstruction method that gives a
geometric description of the surface could also be used.

3.2. Radiometric Calibration

In addition to the geometric calibration, generation of
the predicted image requires estimation of the projector and
camera response, the projector intensity profile, and the
terms Ir..b. Since these are intrinsic properties, they can be
calibrated once in an up-front process and then used in ar-
bitrary geometric configurations.

Since we use the stereo camera pair for geometric cali-
bration, out of convenience, we also use one of these cam-
eras for projector tracking. To prevent indirect scattering
from affecting the results, we perform radiometric calibra-
tion by projecting on a portion of the display surface that
produces low levels of these effects. In our case, we project
onto a single plane and use our geometric calibration pro-
cess to establish the geometric relationship between the
camera, projector and display surface.

3.2.1 Projector Response

The first step in our radiometric calibration process is to
calibrate the projector response. We accomplish this man-
ually by projecting an image where half the image is filled
with some intensity I and the other half with a dither pat-
tern computed using error-diffusion dithering [8] to have
a certain proportion of black and full intensity pixels. By
adjusting the proportion of black and white pixels such that
the intensity of the image appears consistent throughout, we
can determine what proportion of the projector’s maximum
output intensity the intensity I represents. This is done for
a number of intensities and the resulting data points are in-
terpolated with a spline to reconstruct the response function
of the projector.

3.2.2 Intensity Profile

We recover the intensity profile of the projector by project-
ing a sequence of solid grayscale images of increasing in-
tensity. To remove the effect of projector response on the
captured camera images, we linearize the output of the pro-
jector during this step using the inverse of the projector re-
sponse.

At each pixel in a captured camera image, we have

υ(xc) =
r2R−1

c (Mc(xc))
cos(θ)

= S(xp)[Mp(xp) · [Ir, Ig, Ib]]. (8)

The value of υ at each camera pixel can be evalutated
given the response function of the camera. Since we have
linearized the projector response when projecting the se-
quence of grayscale images, we can use the captured camera
images to get a rough estimate of the camera response. We
do this by finding the median intensity value in each camera
image and use this as the camera response for the grayscale
intensity of the projected image. In the next section, we will
describe our technique for refining the camera response es-
timate.

Next, we compute υ(xc) at each pixel of the camera im-
ages. Let xm be the pixel in an image where the maximum
value of υ occurs. Dividing the value of υ at each pixel by
υ(xm) gives the relation

S(xp)
S(xpm)

=
cos(θm)r2R−1

c (Mc(xc))
cos(θ)r2

mR−1
c (Mc(xm))

, (9)

with subscript m indicating values for pixel xm. The
Mp(xp) · [Ir, Ig, Ib] terms in both the numerator and denom-
inator cancel since the projected image was uniform in in-
tensity. Because υ(xm) is a maximum in the camera image,
S(xpm) = 1, and we can compute an estimate of the intensity
profile of the projector at each pixel using a single camera
image.

Since the computed intensity profile may vary between
images, we use the average of the intensity profiles ex-
tracted from each image as our final estimate. It is important
in this step to exclude camera images containing saturated
pixels, which will affect the computation of the intensity
profile. We also blur the extracted profile with a small gaus-
sian kernel to remove noise.

3.2.3 Projector Brightness and Camera Response

The remaining terms to be calibrated are the Ir..b and the
refinement of the camera response. The process we use for
calibrating the camera response is based on the technique
described in Debevec [7].

In addition to the grayscale images used to calibrate the
intensity profile of the projector, we also project a series
of solid color images of different intensities, linearizing the
output of the projector as we did before. From Equation (7),
at each pixel in a camera image taken of one of these solid
color images, we have a linear equation in the Ir..b and one
of the 256 discrete values that form the domain of R−1. If
the projected intensity is (r,g,b) and the intensity measured
by the camera at some pixel is i, we have

srIr + sgIg + sbIb−R−1
c (i) = 0, (10)



where s = cos(θ)
r2 S(xp).

Let gi = R−1(i) and let zk be a vector of length 256 com-
posed of all zeros except that it contains the value 1 at the
location corresponding to the intensity value measured by
the camera in the kth equation. The system of equations
can then be put into matrix form as





s1r1 s1g1 s1b1 z1
s2r2 s2g2 s2b2 z2

. . .
snrn sngn snbn zn









Ir
Ig
Ib
g1
...

g256





=




0
...
0



 . (11)

This system can be efficiently solved using SVD to pro-
duce the best solution vector in the least-squares sense. In
practice, it may be possible that no camera pixel of a cer-
tain intensity can be found in any of the camera images.
In this case, the values of R−1

c for which data exists can
be calibrated and then interpolated to produce the missing
values. To enforce smoothness between the gis, we also
add a second derivative term to Equation (11) of the form
λ (gi−1 − 2gi + gi+1) where λ can be used to control the
smoothness.

Since the solution vector is only defined up to an arbi-
trary scale and sign, we choose the sign such that the solu-
tion vector is positive and the scale such that the gi lie in the
range [0,1]. The response function of the camera is easily
obtained by inverting the gis.

In our testing, we captured images of 17 different inten-
sities each of red, green, blue, and yellow. In choosing the
camera image pixels we use as contraints in Equation (11),
we have created an automated process that selects pixels
uniformly across color, intensity, and image location.

3.2.4 Error

To estimate the error in our calibration and validate our
model, we used the calibration to predict the camera images
used in calibrating the projector intensity profile. Compar-
ing the predicted images to the actual camera images, we
found the overall average error to be just under 4 camera
intensity values.

4. Rendering
We implemented our radiometric model in a real-time

GPU pixel shader that allows predicted images to be pro-
duced at interactive rates. The shader takes as input all
of the radiometric parameters with the projector and cam-
era response stored as 1D textures and the intensity profile
stored as a 2D texture. The geometric parameters are two
2D floating-point textures called the geometry and normal

map, which store the (x,y,z) position and normal of the dis-
play surface at each camera pixel. The projection matrix
of the projector and its center-of-projection are also input
parameters.

To predict the intensity measured by the camera at each
pixel, the shader program first estimates the average color of
the projected image pixels that fall within the extent of each
camera pixel. At each predicted image pixel, we look up the
display surface vertex X in the geometry map and project it
into the projected image using the projector calibration to
obtain a texture coordinate. We repeat this process at three
neighboring pixels, allowing us to compute two derivative
vectors indicating the size of the region in the projected im-
age that should be filtered. We pass this information to the
texture mapping hardware, which filters the projected im-
age and the intensity profile using a kernel of the appropri-
ate size. We next apply the projector response to the filtered
color by performing a per channel look-up in the projector
response texture.

Using the center-of-projection of the projector and the
value of X , the value of r2 for the pixel is easily computed.
To compute the value of cos(θ), we look up the display sur-
face normal in the normal map and take the dot product of
the normal and the unit vector from X to the projector cen-
ter. Composing the rest of the model terms together, we do
a final look-up in the camera response texture to get the fi-
nal predicted intensity for the pixel. The shader program
then returns the predicted intensity in one color channel of
the predicted image with the other two channels left black.
This allows us to read back the predicted image to the CPU
as a single channel texture, greatly improving read-back ef-
ficiency.

Figure 3 shows a captured camera image and a predicted
image rendered using our technique. We computed the dif-
ference between these images to be 15.1 intensity levels on
average per pixel with a standard deviation of 3.3. The im-
ages appear very similar, with the most significant differ-
ence being the higher contrast in the rendered image. The
rendered image is also slightly darker. We attribute both
of these differences to indirect scattering effects caused by
the complex display surface geometry being present in the
camera image, but not reproduced in the predicted image.

5. Continuous Projector Calibration
To track the projector motion in real-time using the pre-

dicted image, we first detect a set of features in the cap-
tured camera image during each frame. As described pre-
viously, by matching features between the captured image
and the predicted image, we indirectly obtain a set of 2D-
3D point projector point correspondences that allows us to
estimate the pose of the projector. For feature detection in
the captured image, we use Intel’s OpenCV library imple-
mentation of the feature detection algorithm introduced by



Figure 3. An actual image captured by a camera (left) and a rendered prediction of the camera image (right).

Shi and Tomasi [19]. To obtain correspondences for the
detected features in the predicted image, we use pyramidal
Lucas-Kanade tracking [12, 4], also part of OpenCV.

To transform these correspondences into 2D-3D projec-
tor point correspondences, we use the same geometry map
used in rendering the predicted image, which stores the
mapping between camera pixels and 3D points on the dis-
play surface. To obtain the 3D correspondences, we per-
form a look-up in the geometry map for each feature in the
captured image. To obtain the 2D correspondences for these
points, we reverse the mapping from projected image pixels
to predicted image pixels. This is done by consulting the
geometry map using the feature locations in the predicted
image and projecting the resulting points into the projected
image using the projector calibration.

5.1. Pose Estimation

We assume that any motion of the projector does not af-
fect its intrinsic calibration, requiring only the 6 parame-
ters comprising the extrinsic calibration (position and ori-
entation) to be re-estimated. To calculate the projector pose
from the 2D-3D correspondences, we use a common tech-
nique from analytic photogrammetry described in Haral-
ick [11].

The technique takes as input a set of 2D-3D correspon-
dences as well as an initial estimate of the pose and mini-
mizes the sum of squared reprojection errors using a non-
linear least-squares technique. While the need for an initial
guess is a limitation of the technique, it has the advantage of
being able to compute the correct pose in situations where
a linear technique will fail, such as when all 3D correspon-
dences are coplanar. We have found that using the previous
pose of the projector as an initial guess for the current pose
is adequate for convergence even when the projector pose is
changing rapidly.

5.2. Outliers
We have found it essential to incorporate RANSAC into

the pose estimation to prevent false correspondences from
affecting the pose estimation results. In our RANSAC ap-
proach, we estimate the projector pose using three corre-
spondences selected at random and record the number of
correspondences whose resulting reprojection error is less
than 10 projector pixels as inliers. We perform this iteration
repeatedly until there is a 99% chance that at least one inter-
ation has chosen a set of three correct corrspondences. We
then take the largest inlier set over all iterations and perform
a final pose estimate.

5.3. Filtering
Since we do not synchronize the projector and camera,

it is possible for the captured and predicted images to be
out of step by a frame. This introduces error into the cor-
respondences used to calibrate the projector and can lead to
instability if the pose estimates are not filtered.

In our experimentation, we have found that by limiting
the amount of change that is made to the pose estimate each
frame, any instability caused by an unsynchronized camera
and projector can be removed. After the change in pose
has been calculated, we add it to the current pose estimate
at 10% of its original scale. We have found this to ensure
tracking stability while still providing a responsive system.

6. Results
We tested the tracking ability of our system using two

dynamic applications. The first application displays a ro-
tating panorama of a real environment and contains many
strong features. The second application is a virtual flight
simulator that displays rendered 3D geometry and is rela-
tively sparse in strong features.



a) b)

c) d)
Figure 4. a) An image captured by a camera. b) An image rendered to predict the captured image. c) The projected image that was
captured. d) A contrast-enhanced difference image of the captured and predicted images.

Imagery Avg. Feature Count Avg. % Inliers
Panorama(front) 191 81
Panorama(back) 197 84
Flight Simulator 36 60

Table 1. Feature matching performance using both geometric and
radiometric prediction of the captured image.

Imagery Avg. Feature Count Avg. % Inliers
Panorama(front) 183 38
Panorama(back) 192 46
Flight Simulator 13 30

Table 2. Feature matching performance using only geometric pre-
diction of the captured image.

To test the feature detection and matching capability of
the system, we recorded the number of features successfully

matched between the predicted and camera images and the
number of these matches found to be correct by RANSAC
in each frame. Table 1 shows the results we collected over
1000 frames for both applications. The maximum number
of features to detect and match was limited to 200 for this
experiment, which we have found to be more than adequate
for tracking.

While the results are considerably better for the
panorama application, we were not able to notice a visible
difference in the quality of the tracking results. This is due
to the lower number of matched features in the flight sim-
ulator being sufficient to accurately calculate the projector
pose and the success of RANSAC in removing the incorrect
correspondences.

To estimate the improvement in feature matching gained
by performing radiometric prediction, we ran the same tests
using predicted images generated using only geometric pre-



diction. The predicted images were converted to grayscale
using the NTSC coefficients for color to grayscale conver-
sion. The results of this experiment are present in Table
2. Note that during this experiment, tracking for the flight
simulator was lost after only 6 frames.

The performance of the tracker is heavily dependent on
the number of features that the system attempts to detect
and match each frame. Setting the maximum number of
features to detect and match at 75, we were able to obtain
excellent tracking results and measured the performance of
the tracker to be approximately 27 Hz for both applications.

7. Summary and Future Work
We have described a new technique that enables a projec-

tor to be tracked in real-time without affecting the quality of
the projected imagery. This technique allows dynamic repo-
sitioning of the projector without display interruption. By
matching features between the projector and a static cam-
era, the pose of the projector is estimated each frame. Since
obtaining correspondences between the projector and cam-
era can be difficult, we obtain these correspondences indi-
rectly by matching between the camera image and an image
rendered using the current calibration information to predict
the image the camera will capture. We describe a simple ra-
diometric model that can easily be implemented on graphics
hardware to produce this predicted image.

Our current technique has certain limitations we would
like to overcome in future work. Our radiometric calibration
process currently requires a uniform display surface albedo
and that there be a portion of the display surface to project
on that does not introduce substantial indirect scattering ef-
fects. A futher limitation is the reliance on the presence of
features in the user imagery that are suitable for matching.
We believe, however, that exposing the camera for a short
frame interval will expose additional features in the user im-
agery when using a DLP projector since small differences
in intensity can be magnified greatly by the mirror flips that
occur.
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