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Marc Pollefeys

Assignment 3: Line Fitting
(due date: 3/12/2003)
The goal of this assignment is to experiment with a few robust line detection and fitting approaches.  You should use the provided Matlab code datagen for generating your data.  You should generate lines with 0, 0.01 and 0.05 standard deviation and have 100, 90, 80, 50 and 20 points being generated by the line model (while the rest are arbitrary).  This functionality is provided by datagen.  I have also provided some code for (Maximum Likelihood) line estimation (under the assumption that all utilized points come from the line model with some normal distribution).  The name of the routine is linefit and implements the TLS approach described in the book.  
You should implement three different line detection/fitting algorithms for finding the line and use those with all combination of data parameters mentioned above. 
The first method should be a Hough transformed based algorithm.  Here you only need to get a rough estimate of the line parameters.  How well does this work? Given a certain parameterization for lines (e.g. angle and offset) and a discretization, just go over the bins and see how far the point is from the line.  If it is within a certain distance from the line (explain how you chose this threshold), increase the count for that bin. While this might not be the most efficient approach, it probably is the simplest to implement.  Find the line as the one with the most votes.  Draw it on top of the data, also include some Hough transform image in your report.
The second approach you should implement is RANSAC.  You do not need to compute the optimal parameters for the algorithm, but explain which parameters you have chosen to operate, if you used a fixed or adaptive number of iterations, etc.  Include the pseudo-code (not raw matlab!) of your algorithm in the report.  Try to also get the line for 50 and 20 percent inliers, even for high amounts of noise.  Does it help to know how large the standard deviation is?  Refine the initial RANSAC solution using the provided linefit routine (which you can also use to generate the line from the minimal amount of 2 points) and all the point labeled as inliers, iterate.  Report on your experiments, findings.  
The third approach to implement is EM line fitting.  Initialize the line using the result from the Hough transform, RANSAC and randomly.  What works and what doesn’t? How much does it improve prior results?  You can also use linefit to help you implement EM (more specifically the M step), but you will have to modify it to take the likelihood that a point is an inlier into account in the computations (you need to compute probability (delta) weighted averages now, in stead of simple means).  

Compare the result of the different algorithms, comment on what are the strength and weaknesses of the different algorithms.  What would you use them for?  
