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#### Abstract

Ramesh Raskar Projector-based Three Dimensional Graphics (Under the direction of Henry Fuchs and Gregory Welch)

Light projectors can be arranged into electronic displays that offer large, bright, and high resolution images. However, despite their unique characteristics, projectors have been treated like any other two-dimensional display devices, e.g. CRT monitors or LCD panels, to create flat and usually rectangular images. Even the growth of three dimensional computer graphics has followed this limitation.

To improve and widen the range of applications of projectors, in this dissertation I present a single unified geometric framework for projector-based graphics. It is based on the notion of the projector as the dual of a camera. The geometric framework is based on (i) the analytical projection model, (ii) the geometric representation of the display surface and (iii) the viewer location. The framework can be used for practically all the projector-based applications. For classic projectorbased systems, such as tiled displays or immersive panoramic displays, the framework provides a fundamentally different approach that allows greater freedom and flexibility. In addition, it enables a new class of projector-based visualization methods.
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## CHAPTER 1

## Introduction

Light projectors as a display medium present unique benefits and challenges. They have long been used to create rich and vivid images for presentations or to project movies for large audiences with moving images and brilliant colors for entertainment. Thanks to the rapidly decreasing size and cost, projectors are now increasingly being used for interactive computer graphics applications.

The research presented in this dissertation addresses the issues and opportunities in using threedimensional computer graphics techniques for projector-based displays. I describe a generalized approach for projector-based three dimensional graphics. The approach allows one to re-formulate the classic problems previously solved with disparate solutions. In addition, the generalized approach enables a new class of graphics applications.

In this chapter, I first discuss the motivation for treating projector-based 3D graphics separate from conventional 3D graphics. Then I introduce an enhanced geometric framework that provides a basis for dealing with all projector-based rendering and calibration problems. Finally, I present the outline for rest of this dissertation.

### 1.1 The Problem and Approach

Traditionally, a light projector is treated like any other two-dimensional display device such as a CRT or a LCD screen to create flat and, usually, rectangular images. Note, however, that a light projector can be treated as the dual of a camera, i.e. a projection device relating 3D space and an image. For a camera, an analytical camera model such as the thin lens model or the pinhole projection model, is a valuable abstraction that is used in various areas of computer vision, e.g. projective geometry and calibration [Brown71, Newman73, LH81, Faugeras93]. In image-based rendering, the chosen camera


Figure 1.1: Top: Panoramic photo-mosaic from multiple images. Bottom: How can we create a panoramic display using roughly aligned projectors?
model is a key aspect in the creation of panoramic mosaics and the generation of novel views from given source images [McMillan97]. If we treat a projector as the dual of a camera, can we address and solve previously difficult problems ? Can we find new applications ?

For example, consider these questions:

- We can create a panoramic photo-mosaic by stitching a set of images captured by a camera. Similarly, can we create an immersive panoramic display in a room by roughly positioning a set of projectors? (Figure 1.1)
- In view-dependent image-based rendering, we can take a few sample images of an object and recreate an image of that object from any given viewpoint with correct shading and highlights. Each pixel in the new image is derived from a weighted combination of appropriate pixels in the source images. Similarly, by illuminating (i.e. adding samples to) an object from a few projectors, can we reproduce a new appearance that is valid from any given viewpoint ? (Figure 1.2)

The problem basically translates to how to compute the necessary images for each projector. Traditionally, this problem is addressed by devising a different rendering and calibration technique for each individual display configuration, resulting in a myriad of approaches. In this dissertation, I propose a single unified framework to allow these problems to be addressed in a consistent fashion. I introduce a new rendering strategy based on a geometric framework to represent the


Figure 1.2: Can we make the white clay vase (top) look like it is made up of marble, plastic (bottom left) or metal (bottom right)?
relationship between various display components. This approach provides a new conceptual structure to comprehend the underlying geometric problems in applications of projectors. These problems can be recast and re-thought using the new framework and can take advantage of corresponding rendering and calibration algorithms presented.

### 1.2 Computer Graphics for Projectors

Three-dimensional graphics techniques for flat-monitors and screens have been studied for decades. These rendering techniques are usually used directly for projecting onto 2 D surfaces without modification. However, compared to CRT monitors or flat LCD panels, projector based displays have three unique useful characteristics.
(i) The size of the display device is much smaller than the size of the generated (projected) image.
(ii) Images from two or more overlapping projectors can be effectively superimposed and added on the display surface.
(iii) The final image could be planar, non-planar, curved or even discontinuous depending on shape of the illuminated surface.

Traditionally, projectors are employed in a restrictive manner to achieve rectilinear projections and do not exploit the flexibility provided. However, it is obvious that we can use projectors and display surfaces in many different geometric configurations. We need not restrict ourselves to planar screens. The freedom in size, combination and shape allows us to display animated, high-resolution and bright images in a range of projector systems, from wide-field-of-view displays to set ups in which physical objects are illuminated from many directions by surrounding projectors.

It is also worthwhile to note that projector based systems have the following geometric limitations.
(i) The limited depth of field, i.e. the range of depth over which a projected image remains in focus, poses a challenge to projecting on oblique or non-planar surfaces.
(ii) The perceived image intensity is dependent on relative orientation, distance and reflectance properties of the display surface.
(iii) In front-projection systems, shadows can affect the displayed imagery.

Projectors which use a 3-lens system for red, green and blue color channels, are especially difficult to use on a non-planar surface. They pose the challenge of converging the three colors on the display surface. However, newer single lens projectors with relatively small aperture size have a large usable range of depth. I will revisit the issue of depth of field and its relationship with aperture size, later in the appendix. We can also look forward to projectors with more coherent light sources based on lasers (e.g. [Colorvision] which uses RGB lasers rather than arc lamps allowing a large depth of field) or systems with innovative optics, e.g. Elumens' display domes [Elumens]. I discuss the effect of display surface orientation, reflectance and static shadows due to self-occlusion in a later chapter. There has been some recent work in eliminating human shadows by using redundant illumination, but dynamic occlusion remains a difficult problem.

Despite the limitations, a projective display device remains the first choice for creating large images. At least in a limited way, the advantages of size and combination have been used by others, e.g. to blend overlapping projectors for seamless planar (or near-planar) displays. In this thesis I show that, if we choose to use the analytical model, these advantages can be exploited to a great extent with new 3D computer graphics and computer vision algorithms. The algorithms include camera-based calibration methods as well as new rendering, warping and blending techniques to display images of 3D scenes for a tracked moving user.

### 1.3 Thesis statement

The central thesis of this research is:

A single unified geometric framework for projector-based graphics can greatly improve and widen the applications of projectors.

The framework incorporates the user viewpoint, analytic projection model of a projector and geometric representation of the illuminated display surface to provide a useful abstraction. The approach leads to increased freedom and flexibility in conventional projection displays. In addition, it enables a novel class of projectorbased applications.


Figure 1.3: Outline of the thesis. The new geometric framework leads to rendering and calibration algorithms. They are used in various display applications.

### 1.4 Outline

In this thesis, I present a geometric framework that leads to a new rendering framework and better understanding of the calibration goals. The roadmap of the thesis is shown in Figure 1.3. I discuss various projector-based systems and explain how each system is just a specific case of this framework. I believe the usefulness of any new framework can be validated by the following three criteria:

- The framework should improve understanding of the existing problems and possibly allow simpler solutions
- The framework should enable new ideas using existing set of tools
- The framework should be general enough to accommodate future developments in related fields

In this dissertation, my approach is to demonstrate useful applications of the framework corresponding to each of the three criteria. I introduce the geometric framework in Chapter 3 and its applications in Chapters 4, 5 and 6. A new approach for classic problems in projector-based systems is described in Chapter 4. In Chapter 5, I introduce two novel visualization systems that are possible due to the presented rendering framework. My goal in Chapters 4 and 5 is to mainly explain the use of the rendering framework in a practical situation. Hence, in those two chapters, I explain some specific implementation steps and concurrently introduce new algorithms to facilitate the use of three-dimensional computer graphics and vision techniques in those applications. In Chapter 6, I describe the use of the framework in future applications. In conclusion, in Chapter 7, I analyze the benefits, limitations and opportunities in projector-based graphics.

The three subsections below describe in more detail the approach corresponding to the three criteria mentioned above.

### 1.4.1 The Past: New Approach for Classic Applications

Some classic examples of projector-based 3D graphics display systems are immersive workbenches, tiled displays and seamless multi-projector displays. Traditionally, such displays have been difficult to setup and use, due to the required mechanical alignment or manual calibration. This is a major obstacle to the low-cost and wider application of projector-based displays. I create a 3D geometric representation of the display environment, The approach then is to exploit the proposed geometric framework to 'render and display on what you have'. This eliminates the need for expensive infrastructure to maintain the display setup true to blueprint of the intended rigid design. I present new efficient rendering and calibration techniques for single and multi-projector display configuration.

### 1.4.2 The Present: Enabling Novel Applications

Having applied the framework to improve the flexibility in traditional applications, I define a new class of projector-based applications. In this new paradigm for computer graphics, one can either
insert virtual objects or graphically animate physical objects in the real world. In a method I call spatially augmented reality, I demonstrate how one can populate the real world with virtual objects. This is similar in spirit to traditional augmented reality (AR) with head-mounted displays, but has significant advantages in terms of visualization methods, human factors and applications. A more constrained example of this type of projector-based augmentation, is the manipulation of surface appearance. The ideas is to replace a physical object - with its inherent color, texture, and material properties - with a neutral object and projected imagery. The illumination reproduces the original appearance directly on the neutral object. Because the approach is to effectively "lift" the visual properties of the object into the projector, the projectors are essentially shader lamps.

### 1.4.3 The Future: New Territories

For the most part, I explore the core problem of generating images for illumination using computer graphics. However, additional advanced technologies, such as tracking, sensor inputs, vision-based recognition, smart-building blocks and intelligent electro-mechanical devices can take these concepts into new territories. I describe these ideas and classify a set of potential applications.

### 1.5 Contributions

In this thesis, I present a new geometric framework for projector-based three dimensional computer graphics displays. I believe the framework is not only attractive from a purely theoretical standpoint, but that its use is also justified by some real and heretofore unidentified practical advantages. My contributions in terms of new concepts are:

- the idea of representing a light projector with estimated parameters of a projective function, to improve its flexibility in usage
- the organization of geometric issues in projector-based displays into a single unified framework involving user location, analytical projection model of projector and representation of display surface
- the idea of using camera-based feedback not only for projector-pixel correspondence but also for estimation of 3D parameters of the display environment
- the idea of spatially augmented reality and shader lamps to visualize the result of computer graphics rendering in the context of other real objects

This dissertation contributes to the field of computer science a family of rendering and calibration algorithms for when a projector is used as a display medium. These include:

- a collection of techniques to render a perspectively correct image using a roughly aligned projector
- a method to display images on non-planar surfaces using camera/projector pair for scene recovery and two-pass warping
- methods to create generalized seamless displays by registration and mosaicing of 3D elements (i.e. display surface shape) and 2D elements (i.e. overlapping projected images) of the display
- techniques to seamlessly blend multiple images on a closed object when the projectors create non-contiguous overlaps across depth discontinuities

I have demonstrated the practical advantages of the framework and new algorithms by designing and implementing prototype projector-based systems with the help of my colleagues.

### 1.6 The Story

The impetus for this work is Prof. Henry Fuchs's long-time desire to build more compelling and useful systems based on multiple cameras and projectors. Such systems would be used for, for example, shared telepresence and telecollaboration between distant individuals. He envisioned a system built with a 'sea of cameras' [Neumann93, Fuchs94] and projectors. The projectors beam imperceptible structured light into the scene which is scanned by cameras to extract a 3D representation. The scene is then reconstructed at a remote location. He inspired all of us with his mantra, 'Every Millimeter at Every Millisecond'. The concept of parameterizing the complete geometric and photometric relationship between each pixel of each projector and the corresponding display surface patch it illuminates, lead to the current research work. It is part of the 'Office of the Future' project at UNC [Raskar98b].

I was primarily focusing on the narrow problem of projecting images of 3D scenes on non-planar surfaces. This, however, required the 3D description of the display surface as well. At
this stage, Prof. Greg Welch formulated the important idea of unification of capture and display. Specifically, he realized that if we had the dynamic image-based model of the display surface, we can also correct for changes in the time-varying geometric characteristics of the illuminated surfaces. The geometric characteristics themselves can be recovered by observing the illuminated surfaces with cameras.

The idea of integrating capture and display with projectors and cameras can be applied to a more common case, where both, display surfaces and projectors, are static. The outcome was the camera-based registration technique, which I formalized for generalized immersive panoramic systems [Raskar99a]. It worked beautifully when applied to overlapping multi-projector spatially immersive display (SID). The problem of mis-registration of images with physical surfaces led us to the realization that this is essentially an augmented reality problem, leading to further exploration in projector-based spatially augmented reality. An evening at a clay-modelling studio was responsible for ideas for Shader Lamps [Raskar01c]. I explored this relationship - between projectors and the three-dimensional surfaces they illuminate - in multiple ways and in different configurations. As it turns out, the main task of rendering computer graphics images for all these variations can be specified using a single conceptual framework.

### 1.7 Summary

Projector-based display systems are becoming popular because they offer the attractive combination of a great number of pixels over a large area with a wide range of possible geometric configurations. However, projectors are currently restricted in their applications. They can be used for far more than just large format displays. In this chapter, I introduced the notion of a projector as a versatile projection device and its analytic projection model as the main component of a general framework. In this thesis, I discuss the geometric issues involved in using projectors for displaying images rendered with 3D computer graphics methods. In the next chapter I describe the relevant previous work in computer graphics and projector-based systems.

## CHAPTER 2

## Background

This chapter reviews the background and some earlier work related to this dissertation. I first describe the basic types of projector based systems and the techniques used. Then, I compare my image-based illumination techniques with the image-based rendering (IBR) techniques that use multiple images captured with a camera. Since I am exploiting the notion of a projector as the dual of a camera, there is a significant overlap between this thesis and the work in IBR. Previous work related to specific topics is discussed in the corresponding chapters later in this thesis.

### 2.1 Projector-based environments

Projectors were primarily used for movies, flight simulators and in amusement parks - in large or expensive installations. However, thanks to the size and cost factors, in the last few years projectors are being used in university labs [Cruz93, Humphreys99, Li00], small entertainment installations [Bennett00] and even in offices [Raskar98b, Bishop00, Welch00].

In this dissertation, I focus primarily on immersive projector-based systems that display perspectively correct images of 3D virtual scenes. Under a very simple and restricted geometric configuration, the idealized representation of the immersive display problem can be stated quite directly. However, the implementation of a real system faces the practical issues of deviation from the design, imprecise geometry, aliasing, blending and many sources of mis-registration. There are a variety of ways to cope with these issues, and as described below many large format or panoramic displays with and without user head-tracking have been developed.


Figure 2.1: CAVE and ImmersaDesk

### 2.1.1 Panoramic environments

In panoramic display environments, the user is surrounded by high resolution images projected by multiple projectors. The images could be front-projected or rear-projected. The majority of the systems, such as those from Panoram Technologies [Panoram] and Trimension Systems [Trimensions], create images for a single ideal viewer location, or a "sweet spot". Specifically, Trimension [Trimensions] uses three overlapping projectors to project images on a rigid spherical screen (Figure 2.2). The light projectors are aligned symmetrically so that each overlap region is a well-defined rectangle. Flight simulators have been using a similar technique for a long time [Lyon85]. Omnimax [Max82] and ARC domes [Bennett00] immerse the user in high resolution wide-field images using a single projector and dome shaped surfaces. Using rear-projection and head-tracking, the CAVE [Cruz93, Pyramid] enables interactive and rich panoramic visualizations. The setup is a precise and well designed cube-like structure. The CAVE assumes that the display surface and projector geometries are known and are fixed a priori in a specific cube-like configuration (figure 2.1.a). Geometric registration is obtained by carefully ensuring that the physical configuration matches the design.

### 2.1.2 Tiled planar displays

Some projector display systems use a purely planar display surface. For example in immersive workbenches a real-projection system illuminates a flat table top (figure 2.1.b). More recently tiled arrays, i.e. two-dimensional arrangement of $m \times n$ projectors have become popular. Some examples are PowerWall, InfoMural and Princeton Wall [PowerWall, Humphreys99, Li00].


Figure 2.2: Layout for three projector Reality Room by Trimensions Inc.

All the existing large format displays systems are defined by a very specific configuration. The actual projection environment then attempts to be a precise implementation of the design blueprint. However, this leads to the need of constant electro-mechanical alignment and calibration of the projectors, screens and the supporting structure. In Chapter 4, I discuss the issues in large format displays in more detail. My approach is to render on the existing projector-display surface configuration without a priori knowledge or a specific configuration.


Figure 2.3: Illumination of large architecture, Son et Lumiere light show.

### 2.1.3 Illumination of objects

When we illuminate a physical object with a white light, the surface reflects particular wavelengths of light, and we perceive the respective surface attributes. Our perception of the surface attributes is dependent only on the spectrum of light that eventually reaches our eyes. This concept been effectively used in many theater and entertainment settings to create interesting visual effects. A limited but compelling example of this idea is the use of projectors to animate artificial human heads in the Walt Disney World's "Haunted Mansion" attraction. Projected imagery animates four neutral busts of singing men, and a patented projector and fiber-optic setup animates the head of the fictional
fortune teller "Madame Leota" inside a real crystal ball [Liljegren90]. On a more physically grand scale, projectors have recently been used to render a variety of lighting and projected imagery on a very large architectural scale. For example, in 1952 Paul Robert-Houdin used sounds and colored lights on a building for nighttime entertainment. The most well-known modern realization of this idea is the Son et Lumiere (light show) at/on the Blois castle in the Loire Valley (France) (Figure 2.3). I consider this process as a subset of 'image-based illumination' techniques I cover later in this dissertation. In Chapter 5, I describe the other systems and techniques for illumination of objects in more detail. I also provide a comprehensive analysis with new results.

### 2.2 Image-based rendering

Image-based rendering techniques rely on pixel reprojection from source images onto the target image in order to produce a novel virtual view. In [Kang97], the author has identified four distinct (but not necessarily mutually exclusive) categories of image-based rendering techniques. These categories are created based primarily on the nature of the scheme for pixel indexing or transfer. They are: nonphysically based image mapping, mosaicing, interpolation from dense samples, and geometricallyvalid pixel reprojection.

Image mapping examples are morphing and 2D image warping. Several image warping techniques and examples of morphing are given in Wolberg's book [Wolberg92]. An example of a warping technique is the 2-D spline mesh mapping. In this technique, the user specifies separate grids of points in both the source and target images. Each target grid point has a corresponding source grid point. Displacements between grid points can be computed using some form of interpolation; linear interpolation is the easiest and hence most popular. I use the image warping techniques to pre-distort images before projection. The warping operation is performed efficiently using the traditional texture mapping graphics hardware.

The idea behind interpolation from dense samples is to create an enormous lookup table by taking many image samples from different viewpoints. Then, the image associated with any given arbitrary viewpoint is synthesized by interpolating the stored lookup table. Two popular approaches are light field rendering [Levoy96], and the lumigraph [Gortler96].

Below I describe the influence of the other two categories, mosaicing and pixel reprojection, on the image synthesis techniques I describe later in this thesis. I also discuss a problem closely
related to image-based rendering: determining the weights of source image pixels for a given pixel in the final image.

### 2.2.1 Panoramic mosaics of photographs

The problem of achieving geometric registration between overlapping images displayed by projectors has not been explored in great detail. However, many authors have addressed the problem of geometric registration in stitching together multiple camera image to create panoramic photo-mosaics. Given the duality between a projector and a camera, the two problems have many similarities. Typically, the images are taken with a camera mounted on a rotating tripod. If there is no strong motion parallax, the images are "stitched" and smoothly blended to create a single panoramic image. Earlier stitching methods required pure (horizontal) panning motion of the camera [Chen95]. This is analogous to current multi-projector systems that allow only side-by-side overlaps and align two projectors at a time.

Newer panoramic image mosaicing techniques allow uncontrolled 3D camera rotations [Szeliski96, Sawhney97] by representing each image with a 3-parameter rotational model or sometimes with more parameters. This allows mosaicing of images taken with even a hand-held camera. The change in position of the center of projection of cameras for the different views is assumed to be negligible compared to the distance to the points in the scene allowing representation of the 3D scene with a projection on a 2D manifold. In chapter 4, I extend this concept and represent the image displayed by each light projector by a sequence of two perspective projection transformations. The panoramic imagery is created using arbitrary projection overlaps. Most of the camera image mosaicing techniques deal with the difficult problem of computing image feature correspondences. In the case of projectors, however, we can reduce this problem by using active structured light to easily distinguish between image features. As described in Chapter 4, under a unified capture and display setup, we can use the same projector for projecting structured light as well as for displaying rendered images.

The panoramic image mosaicing techniques can be exploited for projection systems displaying images for a static user at a sweet spot. However, a new set of issues need to be addressed for immersive displays with a head-tracked moving user. Surprisingly, no solution for this is problem has been published in the literature. I am not aware of any current system that uses overlapping
projectors for displaying images for a head-tracked user. In Chapter 4, I introduce a general set of techniques to generate seamless images even when the display surface is not planar.

### 2.2.2 Reprojection

Pixel reprojection methods are also known as transfer methods in photogrammetric literature. They use a relatively small number of images and geometric constraints to reproject image pixels appropriately at a given virtual camera viewpoint. The geometric constraints, recovered at some stage or known a priori, can be of the form of known depth values at each pixel, epipolar constraints between pairs of images, or trilinear tensors that link correspondences between triplets of images. If the depth value at each pixel is known, then the change in location of that pixel is constrained in a predictable way. The new views can be synthesized either from rectilinear reference images [Chen93] or cylindrical panoramic images [McMillan95]. The geometric and rendering framework presented in the next chapter borrows many concepts in pixel reprojection. The image-based modelling and rendering techniques, however, did not address the problem of how to combine appearance information from multiple images to optimally produce novel views. View-Dependent Texture Mapping (VDTM) was presented in [Debevec96] as a method of rendering interactively constructed 3D architectural scenes using images taken from multiple locations. In shader lamps, I, instead, create view-dependent surface appearance by illuminating an object with multiple projectors.

### 2.2.3 Blending

Some image-based modelling and rendering work has addressed the problem of blending between available views of the scene in order to produce new renderings. The techniques attempt to achieve smooth weight transition between multiple source images as well as smooth weight changes as the viewpoint moves. The goal is to hide seams where neighboring pixels are rendered with very different combinations of images. The problem is most likely to be noticeable near the frame boundaries of the original images, or near a shadow boundary inside an image. Most techniques available are applicable to panoramic mosaics. They include feathering using linear ramps, gray-level shifts and multiresolution spline techniques. In Chapter 3, I describe the limitation of these approaches for blending image from multiple projectors. Later in Chapter 5, I describe a new technique that considers pixel reprojection and visibility issues during seamless image blending.

### 2.3 Summary

This chapter has described some of the previous research in using projector-based systems. It has also described results in computer vision and image-based rendering which associate the geometric constraints with the input images based on the analytic projection model.

None of the previous projector-based systems exploit one or more of the following properties that characterize my work:

- A projector as a 3D perspective projection device that takes into consideration its projective nature during rendering
- A display environment system - created using roughly-aligned projectors - which is easy to setup and maintain but involves arbitrary overlaps
- Illumination of a closed object using rendering of a 3D scene without using a pre-recorded 2D image(s)

I explore these properties and the challenges they present in later chapters. Overall, my goal is to achieve the desired illumination with minimum mechanical support hardware and with reduced restrictions on physical configuration. The general framework that makes this possible is introduced and analyzed in the next chapter.

## CHAPTER 3

## Framework for Projector-Based Graphics

Traditionally, a projector is used to create flat and usually rectangular images. In this sense, the 3D computer graphics rendering algorithms used for a CRT or a flat LCD panel can be directly used for a projector without modification. However, a projector and display surface can be used in a variety of geometric configurations. In this chapter, I introduce a general framework that allows image synthesis under these geometric variations. The framework leads to a rendering framework and better understanding of the calibration goals. The outline of the approach in this thesis is shown in figure 3.1 I describe the issues involved and how the proposed algorithms are used in various types of display environments.


Figure 3.1: Geometric framework and its applications

### 3.1 Conceptual Framework

Consider the conceptual framework for a camera in computer vision or a camera-pair in imagebased rendering (IBR). A camera model defines relationship between 3D points and 2D pixels. The IBR framework defines relationship between image elements in a pair of camera views using pixel reprojection based on depth values. These are extremely useful geometric abstractions based on simple approximations, e.g. based on a pin-hole camera model that ignores optical or quantization issues. I introduce a similar conceptual framework for projector based environments to express the geometric relationship between the display components.

Let us consider the problem of rendering images of 3D virtual objects using a projector. There are various possibilities. The user could be moving or be static. The projector can be in an arbitrary position illuminating the display surface in a front-projection setup or rear-projection setup. The display surface can be planar or non-planar. The displayed virtual object can be in front of, behind or on the display surface. The proposed framework can be used under any one of the display configurations.


Figure 3.2: Rendering the image of virtual object under different projector display configurations. Left: A front projection display with a point on the virtual object behind the screen. Right: A rearprojection system with the virtual point in front of the screen. The display surface in both cases is non-planar.

### 3.1.1 Geometric Relationship

Consider the components in figure 3.2. What is their interrelation regardless of the specific display configuration?

The geometric framework defines the geometric relationship among the (tracked) user $T$, projector $P$ and the display surface $D$ so that, for any arbitrary 3D point $V$ on the virtual object, we can express the mapping between $V$ and the projector pixel $m_{p}$ in the rendered image of the object.

Further, the transformation from the three dimensional virtual object space to the two dimensional projector image space can be described via an intermediate point on the display surface. Let us express the projector, $P$ by its center of projection, $P_{c}$, and retinal image plane, $P_{R}$.

The projection $m_{p}$ of a virtual point $V$ is the intersection of the ray $P_{c} M$ with projector image plane $P_{R}$, where $M$ is the intersection of the ray $T V$ with the display surface $D$.


Figure 3.3: Relationship between geometric components.

The process can be described with more details in two logical steps. For a tracked user at $T$, we need to present the image of $V$ to the user along the ray $T V$.
(i) First compute where $V$ would be displayed on the display surface $D$ by intersecting ray $T V$ with $D$, shown in the figure as $M$.
(ii) Then find the pixel, $m_{p}$, that illuminates $M$ using the analytic projection model of the projector.

Thus, $V$ and $m_{p}$ are related by projection of $M$ which in turn is defined by the ray $T V$ and the surface $D$. The projection is undefined if the ray $T V$ does not intersect $D$ or if ray $P_{c} M$ does not intersect image plane $P_{\mathcal{R}}$.

Similar to the geometric relationship in computer vision and image based rendering, this simple abstraction can be exploited to describe forward, backward and mutual relationships between 3D points and 2D pixels. In the simplest case, in perspective projection or scan-conversion during image synthesis, which are both forward mapping stages, this relationship can be used to find the pixel coordinates $\left\{m_{p}\right\}$ of virtual points $\{V\}$. On the other hand, using backward mapping between the pixels $\left\{m_{p}\right\}$ and points on the display surface $\{M\}$, one can compute the user view of the displayed image. Backward mapping is also useful for texture mapping and as described later, it can be used in projective textures. Mutual relationships, such as "in front of", between points in the virtual scene can be expressed for visibility computation in the user's view. Mutual relationship between views can also be used to determine corresponding pixels that render the same virtual feature point in two or more overlapping projectors. As described later, this mapping is critical for geometric registration in seamless multi-projector displays.

The proposed framework is general enough to describe the image synthesis process of most projector based applications. Any specific projector-based application is a special case of this general description.

### 3.1.2 Geometric Components

Irrespective of which 3D virtual scene is being displayed, the rendering process for a given projector involves three geometric components that define the display configuration.

- Projection model for the projector
- Shape representation of the display portal surface
- User location

The display portal for a given projector is the segment of the display surface illuminated by that projector. The user views the displayed virtual objects through this portal. Although the following discussion is valid for diverse representations for these three components, I will make some practical assumptions that simplify the discussion and the algorithms that follow.

## Projector Model

The projector image generation can be approximated using a pin-hole projection model, similar to the pin-hole camera model. In practice, this is a good approximation if the aperture is small and the
radial distortion in the optical system is minimal. (In Chapter 4, I demonstrate by experiments that commercial projectors can be treated as pin-hole projectors in a limited depth of field. The depth of field issue is further discussed in appendix A). The advantage of assuming a pin-hole model is that the image generation can be mimicked using the projection matrix of the traditional graphics pipeline. The projection parameters for a pin-hole device can be defined by the traditional $3 \times 4$ three-dimensional perspective projection matrix [Brown71, Newman73, Marr79, LH81, Faugeras93]. Let us denote a 2D pixel by $m=[u, v]^{T}$ and a 3D point by $M=[X, Y, Z]^{T}$. The corresponding points in homogeneous coordinates are represented by $\tilde{m}=[u, v, 1]^{T}$ and $\tilde{M}=[X, Y, Z, 1]^{T}$. The relationship between the projector pixel $m$ and the corresponding 3D point $M$ illuminated on the display surface can be described as follows.

$$
\begin{equation*}
w \tilde{m}=F[R t] \tilde{M}, \tag{3.1}
\end{equation*}
$$

where $w$ is an arbitrary scale factor, $R$ and $t$ represent the external parameters i.e. transformation between the world coordinates system and the projector coordinate system, and $F$, represents the projector intrinsic matrix. $F$ can be expressed as,

$$
\left[\begin{array}{ccc}
\alpha & \gamma & u 0 \\
0 & \beta & v 0 \\
0 & 0 & 1
\end{array}\right]
$$

where $(u 0, v 0)$ are the coordinates of the principal point, $\alpha$ and $\beta$ are the scale factors in image $u$ and $v$ axes of the projector framebuffer and $\gamma$ is the parameter describing the skew of the two image axes. In many cases, there is no need to explicitly represent the intrinsic and external parameters. We can use the $3 \times 4$ concatenated projection matrix $\tilde{P}=F[R t]$. It depends on 11 parameters (twelve minus a scale factor) and completely specifies the idealized pin-hole projection for a projector.

$$
\begin{equation*}
w \tilde{m}=\tilde{P} \tilde{M} \tag{3.2}
\end{equation*}
$$

In this sense, the pin-hole projector is the dual of a pin-hole camera. The projection matrix for both devices is defined by the same set of parameters. In traditional graphics pipeline, the $3 \times 4$ matrix $\tilde{P}$ is upgraded to a $4 \times 4$ matrix $P$. The additional row allows computation of depth values for visibility queries.

## Display Portal

The display surface, $D$, can be represented using piecewise planar approximation, $\hat{D}$. A common method is to express the surface using a polygonal mesh. The mesh is in turn defined by a set of vertices (with local surface orientation) and connectivity between those vertices. There is a simple quality versus cost trade-off: a mesh with more vertices usually allows a better approximation but requires more storage and additional computation. The advantage of using a polygonal mesh representation is again its compatibility with the geometric primitives used in graphics hardware.

## Use Location

The user location is represented simply by 3D position in world coordinate system. For stereo or multiple first-person rendering, the user location maybe different for each eye or each view.

Finally, we are ready to express the relationship between virtual point $V$ and its projection $m_{p}$ in the final image, in terms of the projection matrix $\tilde{P}$, display surface $\hat{D}$ and the (tracked) user location $T$.

$$
\text { if } \quad \begin{align*}
T M & =k T V \quad \text { and } \quad k>0  \tag{3.3}\\
\tilde{m}_{p} & \cong \tilde{\mathcal{P}} \tilde{M}  \tag{3.4}\\
& \cong \tilde{\mathcal{P}}[T V \wedge \hat{D}] \tag{3.5}
\end{align*}
$$

The binary operator $\wedge$ denotes intersection of a ray and a surface and $\cong$ indicates equality upto scale. The condition $k>0$, ensures the display portal and virtual object are on the same side of $T$. When $1 \geq k>0$, the virtual object is behind the screen with respect to the user, and when $k>1$, the virtual object is in front of the screen.

### 3.2 Rendering Framework

Given the geometric relationship as described in section 3.1 and the assumptions stated above we can define the projection of a single virtual point. What approach should we use to compute a complete image of a given virtual object ? I describe a new rendering framework to addresses the basic problems in image generation: transformation and projection to compute final pixel coordinates, visibility and color calculations.

A simple but naive approach would be to compute the required intersection and projection for every point on the virtual object. However, a more sophisticated approach can take advantage of known computer graphics techniques such as scan conversion, ray-casting, image-based rendering with pixel reprojection or a lookup using a stored lightfield.

### 3.2.1 Rendering components

Our goal is to render a perspectively correct image of a virtual 3D scene for a moving user on an irregular surface using a casually aligned projector. An irregular surface is typically a curved or non-planar surface which may also be discontinuous (figure 3.4). A casually aligned projector is a projector in a roughly desirable but not necessarily predetermined configuration.


Figure 3.4: Types of irregular display surfaces

In addition to the three geometric components: projector parameters, display portal and user location, the rendering framework involves the following components.

- Virtual object, the input model for the rendering. It is a collection of geometric or image primitives sufficient to create novel views of that object.
- Desired view, the perspective view presented to the user. It is an intermediate view.
- Projected image, which is the final rendering result displayed by the projector.


### 3.2.2 Rendering strategy

I propose a rendering strategy which can be described with the following two logical steps and then present more details in the rest of this subsection.
(i) Compute desired view through the display portal and map the view back on to the portal's idealized display surface
(ii) Compute projector's view of that augmented portal

This surprisingly straightforward strategy simplifies existing rendering techniques and enables new algorithms. Note that, depending on the choice of forward or backward mapping, the sequence of the two logical steps may be reversed. Figure 3.5 shows the rendering process corresponding to the situation in Figure 3.2 (left). The discussion below, however, is valid for any projector-display configuration.

The two logical steps are described in more detail.
(i) First, in the frustum of the desired view we represent the ray $T V$ using two parameters on an arbitrary projection plane. This is equivalent to computing the the image of $V$ from the user location $T$ on that projection plane. In Figure 3.5 this projection is denoted by projection matrix $P_{T}$ and the projected pixel is denoted by $m_{T}$ on the image plane $\Pi_{T}$. Pixel $m_{T}$ is shaded according to the nearest object point along the ray $T V$. To transfer pixel $m_{T}$ to a projector pixel, we again need to use the intermediate point on the display portal. The pixel $m_{T}$ is transferred to the nearest point on display portal along the ray $T m_{T}$. Finally, the display portal is augmented with image transferred from $\Pi_{T}$ via the center of projection $T$.
(ii) In the second step, we find the image of the augmented display portal. Referring to the equation 3.2 , let us say that the projector internal and external parameters are mimicked by the projection matrix $P_{P}$. If we render the augmented display portal with this projection matrix, the point $M$ is transferred to pixel $m_{P}$.

The two projection matrices are sufficient to describe the pixel projection, visibility, color computations and view frustum culling operations in traditional computer graphics. I consider three examples below to demonstrate the how the rendering strategy can be used very effectively to construct conceptually simple rendering algorithms.

### 3.2.3 Example 1: Non-planar surface

In the general case i.e. when the irregular display surface is represented using a piecewise planar representation, I use a two-pass rendering method. The first pass exploits the forward mapping of


Figure 3.5: The Rendering Framework. The two rendering steps corresponding to the display configuration shown in 3.2 (left).

3D virtual points to pixels in the desired view. The second pass involves backward mapping to find projector pixel colors using a variant of conventional texture mapping.

In the first pass, the desired image for the user is computed and stored as a texture map. In the second pass, the texture is effectively projected from the user's viewpoint onto the polygonal model of the display surface. The display surface model, with the desired image texture mapped onto it, is then rendered from the projector's viewpoint. In OpenGL API, this is achieved in real-time using projective textures [Segal92]. When this rendered image is projected, the user will see a correct perspective view of the virtual object.

The additional rendering cost of the second pass is independent of complexity of the virtual model [Raskar98a]. However due to limited resolution of the texture used during the second pass, the resultant warped image may exhibit resampling artifacts. From a practical implementation standpoint, the artifacts are minimized if the image plane of the view frustum chosen in the first pass is parallel to the best fit plane of the display surface.

This two pass technique is sufficient to describe the rendering process for various projectordisplay configurations. However, many simplifications are possible under more restricted situations such as when the user is expected to be at a fixed location, e.g. a sweet spot, when the display surface is planar or when the display portal matches the virtual object. The simplified rendering algorithms based on the same rendering framework are described in the next two chapters.


Figure 3.6: Two-pass rendering for non-planar display surface involves forward and backward mapping.

### 3.2.4 Example 2: Planar surface

Consider rendering images for a head tracked user in CAVE [Cruz93]. In the paper, the authors describe a relatively complex mechanism to render the images. How can we use our simple two step rendering strategy ? In CAVE, each projector illuminates a planar rectangular display portal. Hence, we can use a simplification of the rendering steps. I propose a strategy using forward mapping for both rendering steps. In the first step, the view through the display portal mapped back on the display portal can be rendered directly using a simple off-axis projection matrix $P_{T}$. The view frustum for $P_{T}$ is specified by the center of projection, $T$, and the rectangular display portal. Thus, the image plane $\Pi_{T}$ is parallel to the display portal. (e.g. in OpenGL API, we can use the glFrustum function call to setup the matrix.) For the second step, we need to consider the relationship between the display portal and projector image. In CAVE, the projector optical axis is orthogonal to the display portal. In addition, the projected image rectangle exactly matches the display portal rectangle. Hence, the projector projection matrix $P_{P}$ is identity and we do not need to find the internal parameters of the projector

What if the projector is oblique with respect to the display portal ? How can we create perspectively correct image for a head tracked user when a projector creates a keystoned quadrilateral image (Figure 3.7)? As I describe in more detail in the next chapter, we can exploit the well known homography between the projector image and the display portal. Hence, the transformation $P_{P}$ in the second step can be expressed in terms of the homography.


Figure 3.7: Rendering for planar surface. The pixels $m_{T}$ and $m_{P}$ are related by a homography.

### 3.2.5 Example 3: A Self Correcting Projector

Suppose we want to create a projector that illuminates a 'correct' image on a vertical planar surface even when it is oblique. The user is not head tracked, the input is a rectangular image and a 'correct' displayed image in this case is a rectangular image that is aligned with the world horizon and vertical. In figure 3.8, the goal is to display the desired image inside the inscribed rectangle by pre-warping the input image. As I have described in my recent work [Raskar01b], the required keystone correction parameters are dependent on the three parameters of rotation, $R_{w-p}$, between world coordinate system and the projector coordinate system. The three are essentially angles between the projector optical axis and the normal of the vertical plane. I detect the three angles with gravity based tilt sensors and a camera. The questions is, given the three angles, how can we pre-warp the input rectangular image so that it appears correct? At first this may appear as a difficult problem and one may be tempted to first compute the planar perspective distortion based on the three angles. However, using the two-step rendering strategy, we can create a conceptually simple solution.

The first step is trivial. Since the user is not head tracked and the display portal is expected to match the rectangular input image, $P_{T}$ is identity. The input image is simply texture mapped on a normalized rectangle i.e within coordinates $(-1: 1,-1: 1,-1)$. The second step is more interesting. Given, the projector internal matrix, $F$, and the rotation, $R_{w-p}$, we can simply use $P_{P}=F\left[R_{w-p} 0\right]$.

The second step essentially imitates the display situation. What is the projector's view of a world axis-aligned rectangle on a vertical wall? If we render such a view and, with the same projector, project the resultant image back on the vertical wall, we will get back the exact rectangle.


Figure 3.8: Given three angles of relative orientation, how should the input image be pre-warped to display axis aligned rectangular image?

### 3.3 Calibration Goals

The idea presented in this thesis is to improve the flexibility of the display setup by reducing the rigid constraints on the components. Once the geometric parameters of the display environment are estimated, the system tunes itself to generate images that look perspectively correct. Thus we are substituting the hardware oriented tasks, e.g. electromechanical adjustment of rigid infrastructure, by intelligent but computationally intensive software algorithms. From a geometric viewpoint, there are three main calibration goals in using the proposed rendering framework: parameter estimation, geometric registration and intensity blending. The calibration procedures for individual applications are governed by these goals. Below, I detail the main challenges. The application specific procedures are discussed in detail in the next three chapters.

### 3.3.1 Parameter Estimation

The accurate estimation of geometric quantities -user location, shape of the display portal, and intrinsic and extrinsic parameters of the projector- is essential for generating images without distortion or artifacts. The user location is reported by optical or magnetic tracking sensors [Polhemus][Welch97]. The shape of the display surface is computed using a depth extraction system with camera in the loop or using a mechanical or laser scanning device. In some of the applications described in later chapters, I have used the projector in two roles: as a source of active structured
light for depth extraction and as a device for displaying perspectively correct images. The process of estimation of projector parameters is similar to camera calibration, given the duality.

In addition, relationship among coordinate systems of multiple devices are required. They include rigid transformation between tracker and projector coordinate system, and pixel correspondence between overlapping projectors.

While the techniques for estimating such parameters are well known, it is very difficult to compute them to a high degree of precision. It is safe to assume that the estimated parameters will have non-zero errors. The goal then is to devise robust techniques to display images that perceptually approach the desired view for the user.

### 3.3.2 Geometric Registration

There are two types of registration that are crucial for displaying correct imagery: (i) precise alignment between projected image and the features on the display surface, and (ii) geometric agreement between image features in overlapping images projected by multiple projectors.

For each projector, we need to ensure that projected image is registered with respect to the intended display surface features. In other words, after estimation of the display surface and projection matrix $P_{P}$ of the projector, if a 3 D point M on the display surface maps to pixel $\tilde{m}_{p} \cong P_{P} \tilde{M}$, then for correct alignment, pixel $m_{p}$ should physically illuminate the 3D point $M$. For planar or panoramic display applications, the display surface is typically chosen to be locally smooth so that small errors are not perceptible. In more complex setups, such as the one described in Chapter 6 (Figure 5.4), the image features in the rendering of virtual model of Taj Mahal need to be registered with corresponding shape features on the physical model of the Taj Mahal.

When multiple projectors are used, any small error for individual projector images will lead to disagreement between projected image features in overlap region. This, in turn, will lead to visible gaps and discontinuities in projected imagery. To achieve seamless images with accurate geometric alignment, we need to ensure image of a virtual 3 D point, $V$, from two more projector project at the same point on the display surface. If pixel $m_{p^{i}}$ for each projector $i=1,2 . . n, n \geq 2$, illuminates the same point $M$ on the display surface, then they must all correspond to a common pixel $m_{T}$ in the desired image.

However, we do not compute explicit projector to projector pixel correspondence to achieve the goals. The geometric registration is achieved implicitly using the proposed rendering framework.

This greatly reduces the cumbersome task of electromechanical alignment process and eliminates 2D image space warps. By imitating the internal parameters of the projector in the rendering parameters, we essentially represent the complete display process. Chapter 4 describes more details of additional calibration steps to avoid propagation of errors in multi-projector parameter estimation.


Figure 3.9: Ideal case, accurate registration. Top two rows, choice (a): contribution from a single projector for each point. Rows 3 and 4, choice (b): equal contribution from each projector in the overlap. Rows 5 and 6, choice (c): linear ramps in the overlap. Bottom row: Per pixel addition of contributing weights, all methods result in same solution.


Figure 3.11: Choice (b): Equal contribution from both projectors at every point in overlap. Top three rows show projector moving away from each other, resulting in a visible valley of lowered intensity. Bottom three rows show extra overlap results in a narrow brighter regions.


Figure 3.10: Choice (a): Contribution from a single projector at every point in overlap. Top three rows show result of mis-registration in case of projectors moving away from each other. Top row, projector moves to left. Second row, projector moves to right. Third row, resulting addition shows a dark gap. Bottom three rows show extra overlap results in a spiked region that is twice as bright.


Figure 3.12: Choice (c): Linear ramps in overlap. Top three rows show projector moving away from each other, resulting in a overlap region with overall slightly lower intensity. Bottom three rows show extra overlap results in slightly brighter overlap regions.

### 3.3.3 Intensity Normalization

Regions of the display surface that are illuminated by multiple projectors appear brighter, making overlap regions very noticeable to the user. In traditional multi-projector setups, overlapping projector images are feathered near the edges. This is also known as soft-edge blending.

In the ideal case, the weights can be easily determined once we have registered all of the projectors. In practice, there are two types of deviations that can affect the blended images.

- Geometric mis-registration: Due to small errors in estimated parameters of the geometric components, the projected images do not match exactly at their respective edges. This type of static mis-registration is due to (i) calibration errors and (ii) deviation from assumed idealized analytic model of the display components. In addition, over time, electro-mechanical vibrations disturb the positions of projectors.
- Intensity variation: The color response of two or more projectors is likely to be different due to non-linearities. Further, over time, the response may change.

Hence, there is a need to achieve a smooth transition in the overlap. The intensities in the resulting superimposition then would have reduced sensitivity to the static calibration errors and dynamic variations. The strategy is to assign weights $\in[0,1]$ to attenuate pixels intensities in the overlap region.

Some choices are shown in the four figures. In the top two rows of the figure 3.9, black indicates a 0 and grey indicate a 1 . The other shades of grey indicate weights between 0 and 1 . The figures show three choices for intensity weight distribution.
a. Contribution from a single projector at every point in the overlap. The overlap is segmented into distinct sub-regions and each sub-region is illuminated by a single projector. All the intensity weights are either zero or one.
b. Equal contribution from all projector in the overlap. In a region with $n$ overlapping projectors , the weight for all the pixels in that region is $1 / n$.
c. Linear ramps in the overlap, where the weights are zero near the boundary and increase linearly away from the boundary.

In the ideal case of accurate geometric registration, all the three cases behave the same. In presence of small mis-registration (either a gap or a additional overlap), as can be easily observed, feathering is preferred over other solutions that create visible gaps, valleys or any other sharp variation. The specific intensity feathering algorithms are more complex and described later.


Figure 3.13: The display continuum : The same rendering framework can be used for different displays surfaces, from arbitrary and unrelated curved and non-planar surface (top left) and traditional planar screen (top right) to surfaces that are close to virtual objects (bottom left) and identical to the virtual object (bottom right).

### 3.4 Display Environments and Applications

In figure 3.13 I show various types of display surfaces for a single projector application. Whether the display surface is non-planar, planar or we are projecting on a closed object, we can use the same rendering framework. The framework can be also be used in applications where a set of projectors are used together. As described earlier, the setup could have static or moving user, front or rear projection screen. I classify the types of display applications and my proposed new techniques into three categories: (i) classic applications that have been popular for years (Chapter 4), (ii) a novel class of applications that are now possible due to the framework (Chapter 5) and (iii) applications possible with future extensions of the framework with auxiliary technologies (Chapter 6).

### 3.5 Summary

In this chapter I introduced the general geometric framework for projector-based graphics and described the related rendering framework and calibration goals. In the next three chapters, I describe the applications of the framework to form a concrete basis for explanation and analysis.

## CHAPTER 4

## A New Approach for Classic Applications

In this chapter I present the rendering framework in the context of two classic examples of projectorbased systems. I use the two examples to demonstrate how the rendering framework improves the freedom and flexibility. In the first part I discuss panoramic display systems which are typically used for immersive virtual reality applications and surround the user with imagery. In the second part I describe systems that use planar display surface. Some common examples of systems that use flat screens are immersive workbenches or large tiled displays. My goal is to explain how such systems are just special cases of the general framework I introduced in the previous chapter.

Let us first look at the problem of creating large display systems using either a single or multiple projectors. The lure of building a single logical display from a set of individual light projectors is inspired by the promise of very high-resolution displays with large areas of coverage together with affordable components. Such large field of view displays are traditionally created using a well-configured set of projectors so that they do not create keystoning and are physically aligned to match the neighboring projectors. Such panoramic displays for flight simulations, virtual reality and visualization create spectacular imagery [Cruz93, Max82, Jarvis97, Trimensions, Panoram, Bennett00, Li99]. However, the physical construction of these idealized systems requires considerable space and constant attention and adjustment by trained personnel. The large amount of computing/rendering power that is now available and ever increasing allows us to consider a different set of tradeoffs. With additional computation costs, we can design a generalized solution - one that accommodates display in normal rooms using a casual placement of projectors.

In this chapter, I address the issue of organization of a generalized display environment using casually aligned projectors. The phrase 'casually aligned' or 'roughly positioned' indicates
a placement of a projector (or a display surface) to satisfy the overall constraints of a desired display environment without extra efforts to achieve a precise pre-defined arrangement.


Figure 4.1: (a) The display techniques allow for an wide range of configuration of roughly aligned projectors and displays. (b) Example of arbitrary projector overlaps before calibration. (c) Viewer in the final display environment.

### 4.1 Generalized Panoramic Displays

Conventional projector-based display systems are typically designed around precise and regular configurations of projectors and display surfaces. While this results in rendering simplicity and speed, it also means painstaking construction and ongoing maintenance.

Let us compare this situation with the panoramic photo-mosaics generated using a set of pictures taken by a camera from a single location (around a common center of projection)[Szeliski96, Sawhney97]. Usually, one can stand at one location with a camera and without any intentional precise motion take multiple casual pictures in different directions. It is desirable to have some overlap between those pictures. One can then stitch this pictures into a single cylindrical, or spherical panoramic image. The two main steps are, (i) feature alignment in overlapping images by finding relationship between the images and (ii) blending to hide intensity variations or ghosting.

My goal is to similarly create a panoramic display by seamlessly blending imagery projected by a set of casually aligned projectors. In addition the display screens may not conform to any known precise geometric configuration. The similarity between the photo-mosaicing problem and problem of creating panoramic displays is not surprising given the duality of projective geometry for projectors and cameras. We can take this duality further by parameterizing each projector and using a single unified geometric 3D representation for the display surface.

The the rendering framework for rendering on non-planar surfaces can be used in a relatively straight forward way to create panoramic displays once the required parameters are estimated. The parameters can be estimated using many available techniques. Here, I present a sequence of steps for practical implementation and address some new issues for realizing such a system, enabling lowcost mega-pixel display systems with large physical dimensions, higher resolution, or both. The techniques afford new opportunities to build 3D visualization systems in offices, conference rooms, theaters, or even your living room.

The multi-projector display system mentioned in this section was built with great support from Michael Brown, Ruigang Yang, Wei-Chao Chen, Greg Welch, Herman Towles, Brent Seales and Henry Fuchs. In this section, I first describe how one can use the rendering framework to organize a generalized immersive display using a single projector. Then I explain the process of adding more projectors to create a panoramic display. The major challenge in building multi-projector system is dealing with the propagation of errors in estimated parameters of the projector or display surfaces. As mentioned in Chapter 3, these errors lead to geometric misalignment in overlapping images creating visible gaps in the panoramic image. In the last part, I introduce new techniques to reduce the effect of propagation of errors using a feedback mechanism.

### 4.1.1 Single projector display

In this subsection, I describe the complete procedure for creating a display using a single projector on an irregular display surface. This forms the basis of discussion for the multi-projector seamless display in the next subsection. The description below refers to the actual process I used with my colleagues to build a multi-projector prototype system shown in figure 4.1.

The rendering framework provides a procedure for creating images after all the three geometric components - projection model, representation of the display surface and user location are known. Here I describe a camera-based method to estimate those parameters and use in the rendering framework after some processing. In a limited fashion, [Dorsey91, Surati99] use cameras to find a simple 2D image warping function for the purpose of 2D image display. However, I believe this type of unified setup - camera-assisted detection of three dimensional display configuration and projector-assisted active stereo vision - has not been used anywhere else. The idea of unification was first conceived by Greg Welch and mentioned in the publication describing the Office of the Future.


Figure 4.2: Configuration for single projector.

The calibration procedures are based on using a stereo camera pair that is positioned on a wide baseline with each oriented to observe the entire projector illuminated surface. Figure 4.2 illustrates this layout. Step one of the procedures involves calibration of the camera pair using a physical calibration pattern. Calibration step two involves estimation of display surface geometry and step three evaluates projector intrinsic and extrinsic parameters. These methods are based on standard computer vision techniques and are relatively straightforward. However, they systematically build on each other. The calibration pattern can be retired once the calibration procedures are complete.

## Camera Calibration

To calibrate the camera pair, we position a 3D calibration pattern with spatially-known feature points within the intersection of their view frusta. By extracting feature points in the 2 D camera images corresponding to known 3D points on the calibration pattern, we can determine the $3 \times 4$ projection matrix for each camera based on the perspective projection:

$$
\left[\begin{array}{llll}
s & u & s & v
\end{array} s^{T}=\tilde{C}\left[\begin{array}{llll}
X & Y & Z & 1 \tag{4.1}
\end{array}\right]^{T}\right.
$$

The perspective equation maps a 3 D point $(X, Y, Z)$ in object space to a 2 D pixel $(u, v)$ in camera image space, $s$ in an arbitrary scale factor. The projection matrix $\tilde{C}$, determined up to a scale factor, represents a concatenated definition of the camera's intrinsic and extrinsic parameters assuming a pin-hole optics model. With six or more correspondences between 3 D points on the calibration pattern and their mapping in the camera image, the 11 unknown parameters of $\tilde{C}$ can be solved using a least-squares method [Faugeras93]. The intrinsic and extrinsic parameters of the camera can be obtained by a decomposition of $\tilde{C}$.

## Display Surface Estimation

After independent calibration of each camera, we can evaluate the geometry of the display surface using triangulation techniques based on correspondences extracted from the stereo image pair. Correspondences in the images are easily determined since we can use the projector to sequentially illuminate point after point until we have built a 3D point cloud representing the display surface. By binary-coding the projector illuminated pixels, we can efficiently determine $n$ stereo-correspondences in $\log _{2}(n)$ frames. The process of projecting patterns so that they can be uniquely identified by a camera is also known as an active structured light technique.

This 3D surface representation, which is in the coordinate frame of the physical calibration pattern established in step one, is then reduced into a mesh structure in projector image space using 2D Deluanay triangulation techniques.

## Projector Calibration

As a result of the surface extraction process, for each projector pixel $(u, v)$, we now have a corresponding illuminated 3D surface point $(X, Y, Z)$. Using these correspondences we can solve for the projector's projection matrix $P$ as we did for the cameras.

A problem arises when the 3D points of the display surface are co-planar. In this case, the least-square method is degenerate due to the depth-scale ambiguity of viewing planar points. This means there exists a family of solutions. To develop a unique solution in this case, we add surfaces into the scene and repeat the surface extraction procedure solely for the purpose of eliminating this ambiguity. Once this solution is affected, the introduced surfaces are removed from the display environment.

## 2-Pass Rendering Algorithm

The calibration steps above give the geometric definition of the two components of the rendering framework: the projection model of the projector and polygonal approximation of the display surface. The user location is continuously obtained using a head-tracking system. We are now ready to use the The rendering process based on the rendering framework. To render perspectively correct imagery on irregular surfaces, we use the same two-pass rendering method and update the images as user moves.


Figure 4.3: A panoramic image ( 100 degree $F O V$ ) of the panoramic five projector display system.

### 4.1.2 Multiple Projector Display

The remainder of this section will address the issues in scaling the calibration and rendering techniques from a single projector system to a multi-projector system. In this subsection, I assume describe the steps assuming accurate estimation of parameters. The effect of errors is addressed in the next subsection.

First, to calibrate multiple projectors we repeat the procedures discussed in the previous subsection, but then we must re-register the display surface definitions and projector parameters for the entire system to a common world coordinate space (WCS). These registration methods are described below.

Second, display surface regions where multiple projectors overlap are noticeably brighter because of multiple illumination. This is corrected by attenuating projector pixel intensities in the overlapped regions. I describe a (closed form) versatile intensity feathering technique using camera-based feedback.

## Surface Mesh Registration

When multiple projectors $P_{i}$ and stereo camera pairs $C_{i}$ are used, it is generally necessary to move the physical calibration pattern so that it can be viewed by the different camera pairs. As described in Section 4.1.1, parameters for projector $P_{i}$ and the corresponding section of the display surface mesh $D_{i}$ are defined in the coordinate system of the calibration pattern used in the camera pair $C_{i}$ calibration step. To render seamless images, we first register all sections of the display surface mesh into a common WCS.

Registering data represented in multiple coordinate frames into a common frame is a classic computer vision and graphics problem that involves solving for the rigid transformation given by:

$$
\begin{equation*}
D_{i}(k)=R_{i} * D_{i+1}(k)+\overrightarrow{t_{i}} \tag{4.2}
\end{equation*}
$$

where $R_{i}$ is a $3 \times 3$ rotation matrix, $\overrightarrow{t_{i}}$ is a $3 \times 1$ translation vector and $D_{i}(k)$ and $D_{i+1}(k)$ are corresponding 3D points in the two frames of reference. A popular method to compute $R$ and $\vec{t}$ is explained in [Haralick93]. We can use this Lagrangian multipliers method which solves the leastsquare minimization problem, $\left\|D_{i}(k)-\left(R_{i} D_{i+1}(k)+\overrightarrow{t_{i}}\right)\right\|^{2}$ subject to the constraint that $R_{i}$ is a unitary matrix, i.e. $R_{i} R_{i}^{T}=I$.

The challenge in solving for $R$ and $\vec{t}$ in most applications is finding the correspondence between 3D points. We easily find these corresponding points in $D_{i+1}$ with $D_{i}$ using the same binary-coded structured light methods used for surface extraction and projector calibration. The camera pair $C_{i}$ observes a set of projector pixels from projector $P_{i}$, but can also observe a subset of the pixels projected by adjacent projector $P_{i+1}$. Similarly, camera pair $C_{i+1}$ observes pixels projected by $P_{i+1}$ and a subset of the pixels of projector $P_{i}$. The common set of 3D points that one camera pair can observe from both projectors is the correspondence set necessary to solve eqn. (4.2) and thus register the display surface data of one projector to another.

## Projector Registration

Projection parameters of the projectors $P_{i}$ are based on their display surface $D_{i}$ as described in Section 4.1.1. After the display surface meshes have been registered by applying rigid transforms, we recalculate the projector's projection matrix.

## Projector Overlap Intensity Blending

Regions of the display surface that are illuminated by multiple projectors appear brighter, making the overlap regions very noticeable to the user. To make the overlap appear seamless we assign an intensity weight $[0.0-1.0]$ for every pixel in the projector. The weights are assigned following these guidelines:

1. The sum of the intensity weights of the corresponding projector pixels is one so that the intensities are normalized;
2. The weights for pixels of a projector along a physical surface change smoothly in and near overlaps so that the inter-projector color differences do not create visible discontinuity in displayed images

Note that these two conditions cannot be always satisfied and hence they remain as guidelines. In the next chapter, I discuss the intensity blending algorithm in more detail, where presence of depth discontinuities in overlap region makes a third guideline necessary. Here, I explain the algorithm assuming no depth discontinuities in the overlap region. We use an alpha blending techniques to attenuate the projector pixel intensities. We essentially create an alpha-mask for each projector, which assigns an intensity weight $[0.0-1.0]$ for every pixel in the projector. The weight is additionally modified through a gamma lookup table to correct for projector non-linearities.

Although various methods can be used to find the intensity weights, we use a feathering technique influenced by common techniques used in blending multiple images for panoramic photo-mosaics [Shum97] [Szeliski96]. To find the alpha-mask, we use a camera to view the overlapped region of several projectors. We form a convex hull $H_{i}$ in the camera's image plane of observed projector $P_{i}$ 's pixels. The alpha-weight $A_{m}(u, v)$ associated with projector $P_{m}$ 's pixel $(u, v)$ is evaluated as follows:

$$
\begin{equation*}
A_{m}(u, v)=\frac{\alpha_{m}(m, u, v)}{\sum_{i} \alpha_{i}(m, u, v)} \tag{4.3}
\end{equation*}
$$

where $\alpha_{i}(m, u, v)=w_{i}(m, u, v) * d_{i}(m, u, v)$ and $i$ is the index of the projectors observed by the camera (including projector $m$ ).

In the above equation, $w_{i}(m, u, v)=1$ if the camera's observed pixel of projector $P_{m}$ 's pixel $(u, v)$ is inside the convex hull $H_{i}$; otherwise $w_{i}(m, u, v)=0$. The term $d_{i}(m, u, v)$ is the distance of the camera's observed pixel of projector $P_{m}$ 's pixel $(u, v)$ to the nearest edge of $H_{i}$. Figure 4.4 shows the alpha masks created for three overlapping projectors.

The feathering techniques used in photo-mosaics warp the source image to a single destination image. However, such a target 2D panoramic image does not exist when projector images are blended on (possible non-planar) display surfaces. Hence we use the 2D image of the display surface taken from a calibration camera and compute the intensity weights in this 2D (camera) image space. The we transform this alpha mask in camera space into projector image space by using the same 2-pass rendering techniques. With a fixed alpha-mask for each projector, we simply render a textured rectangle with appropriate transparency as the last stage of the real-time rendering process.


Figure 4.4: The top image shows the overlap position of three projectors. The bottom images show the alpha masks created for projectors 1, 2, and 3 using feathering algorithm.

## Tracked Viewer Registration

The user location is measured by an infrared tracking device. To use the tracker readings, we need to compute the transformation between the coordinate system of the tracking system and the WCS defined by the physical calibration pattern. Therefore, before moving the physical calibration pattern from our reference projector, we also find the correspondences between four 3D points on the calibration pattern in calibration pattern coordinates and tracker system coordinates. We again use the Lagrangian multipliers method to find the rigid transformation between tracker coordinate space and display WCS.

### 4.1.3 Compensation of errors

A major assumption in the discussion above is the accurate estimation of required parameters for projector and display surface. In this subsection I first describe the sources and effect of the errors and then introduce a new algorithm to reduce the effect of errors using a feedback mechanism.

The main artifact I focus on is the lack of seamlessness of displayed imagery due to errors in estimated geometric components of the rendering framework. In this sense, the approach in this section purely geometric and I only address the issue of achieving geometric registration in the face of such errors. Every projector has one independent rendering process associated with it, allowing extension of the rendering framework. Collectively, all the rendering processed together use a set of geometric parameters that includes the projection parameters of the projection, representation of the display surface meshes and the user location. Note this simple but important observation: for
geometric registration the necessary and sufficient condition is complete agreement about the values in the geometric parameter set among all the rendering processes. To prove that it is necessary, if two rendering processes disagree about which feature should be displayed at corresponding overlapping pixels of projectors, it will result in ghosting - a single feature may appear more than once. On the other hand, clearly, if all the estimated geometric parameters have no errors, there will be no disagreement and this is sufficient to ensure that displayed image will exhibit accurate geometric registration.

As described below, many source of errors are unavoidable. To reduce the artifacts, the approach here uses the observation in a novel way: each individual rendering process may use parameters with errors but all of them are forced to agree on a single set of parameters. This results in geometrically registered images, but they may have some deviation for a perfectly accurate perspectively rendering of the virtual scene. This situation is similar to panoramic photo-mosaics. When the source images have a parallax and lack a common center of projection, we can still create the most likely panorama that hides individual picture boundaries. Here, despite some errors in estimated parameters, our goal is to create a a believable rendering of the virtual scene. It should appear to be geometrically continuous across all projector boundaries.

There are two main types of errors. First, we have assumed a simplified projection model (pin-hole model) for the projector and polygonal approximation for the display surface. This abstraction naturally is not accurate. The second type of errors is due to the camera-based calibration. One may argue that using a very accurate model for projector and display surface combined with precise calibration procedure can eliminate the need of any extra processing required to achieve seamless images. For example using a projector model that includes radial lens distortion or improving global estimate using post-calibration non-linear bundle adjustments can reduce the average geometric registration errors. I instead suggest using a simplified model but improving results with feedback. The main reasons are

- It is impractical to create accurate analytical models of projectors or display surfaces. Even if we estimate parameters of such physically accurate model, it is very challenging to mimic the image synthesis process of using such projection model of the projector. Further, it is computationally expensive to render high fidelity representation of the display surface. A pinhole projector model and polygonal surface representation is easy to estimate, implement and render using traditional graphics hardware
- The techniques to reduce second-order errors such as radial distortion or bundle adjustment can only reduce errors but not eliminate them. The cost of correction techniques described below is the same irrespective of the quantitative value of errors.

Let us look at the errors in the three geometric components of the rendering framework. Errors in tracked user location cause no geometric registration problems between projectors as long as all rendering processes are fully synchronized. However, errors in the estimation of the display surface and the camera/projector parameters are critical. When these errors are small, the display is seamless. When the errors grow, the display becomes discontinuous where projectors overlap. Therefore, to yield acceptable visual results we need to address the two primary sources of error - display surface estimation and projector calibration.

## Display Surface Errors

Display surface estimation is dependent on calibrated cameras and piecewise-registered 3D points that are connected into meshes. Small errors that are present in camera calibration are magnified as errors in the final computed display surface, resulting in an erroneous display surface. These errors are attributed to the following operations: display surface estimation include initial camera calibration from the calibration pattern, which requires feature detection and camera-parameter estimation; feature detection and stereo correspondence from structured light techniques; recovery of 3D coordinates using triangulation; coordinate frame registration of meshes by estimating a rigid transformation to bring them into alignment. Overall, it is safe to assume that the final display surface will never be true to the physical surface.

## Projector Calibration Error

Projector calibration is dependent on the 3D display surface points that are reconstructed by the camera system. The relationship between the 3D points and the 2D pixel locations that illuminate those points is the basis for calibration. Because of errors in the computed location of the 3D points, the projection matrix for light projectors does not map the 3D display surface points exactly onto their 2D pixel locations. The re-projection error is directly dependent on errors in the 3D display surface reconstruction; errors are small when only one or two projectors and cameras are used, but grow as the system scales. The technique described below addressed an image-based technique to deal with these re-projection errors.

## Geometric Error Compensation

In order to create a final perception of geometric seamlessness for the viewer, I compensate for errors in 3D (display surface) and 2D (calibration of projector in the form of a projection matrix from 3D display-space to the 2D frame buffer). Specifically, the method is based on two objectives:

- neighboring projectors should use exactly the same representation of the display surface geometry
- the projection matrix for a light projector should map estimated 3D screen points onto the exact 2D pixels that illuminated them during the structured light process

If the overall environment reconstruction process was accurate, both objectives would automatically be satisfied. However, because it is inevitable that inaccuracies exist, our approach is to enforce geometric continuity in the registered display surface in the projector overlap regions, and to guarantee geometric fidelity of the projection matrix that is used to render the final imagery illuminated by the projector. When neighboring overlapping projectors agree on 3D representation of the display surface, the polygonal meshes connected together are continuous. Similarly, when the re-projection error in estimated projection matrix is eliminated, the projected imagery will be geometrically aligned with the physical display surfaces. In the next part of this subsection, I present two techniques and the specific implementation we used to accomplish these two goals.

## Surface Mesh Unification

The objective is to create a single representation of the display surface from the multiple meshes recovered by different stereo camera pairs. A single unified display surface will not have discontinuities in regions where projectors overlap, reducing geometric mis-registrations. The rigid transformation applied to each of the meshes brings them into near alignment, but discontinuities still exist due to errors in the 3D recovery.

Specifically, two distinct but overlapping meshes are brought into approximate alignment in a common coordinate system using the set of corresponding points that overlap between the two and are seen by the stereo camera pair (described in subsection 4.1.1). Stereo pairs $C_{i}$ and $C_{i+1}$ may both see illuminated pixels from projectors $P_{i}$ and $P_{i+1}$, and such corresponding points are used for the alignment. After the rigid transformation to align the two meshes, however, 3D values assigned to


Figure 4.5: $3 D$ points of the two display surfaces do not agree after registration with a rigid transformation so we use weighted averaging to obtain geometric continuity across the surfaces. Top row: Before and after mesh unification. Middle row: In flat land, before unification. Bottom left: Select corresponding points on the meshes and find a weighted average for smooth transition. Bottom right: Unified mesh. Note that the unified mesh is a convex combination of the component meshes but does not necessarily eliminate the deviation from the original mesh.
the illuminated surface points by $C_{i}$ and $C_{i+1}$ do not agree. Agreement is necessary, and we enforce it through a smooth 3D transition algorithm to obtain display surface continuity.

The main contribution of this algorithm is the idea of guiding the choice of weights using the camera-based feedback technique. The actual weights can be assigned using different heuristics or requirements. The technique described below is again inspired by the popular method used to reduce intensity discontinuities in composited images [Burt83][Shum97]. However, instead of weighting pixel intensities, we weight their associated 3D location. As with our intensity blending algorithm, we use a single camera from a camera pair to aid with the averaging. The algorithm, which we term surface mesh unification, works as follows:

Let $M_{i}(u, v)$ be the 3D point associated with projector $P$ 's pixel $(u, v)$ seen by camera pair $C_{i}$. The new "weighted" assignment of projector $P$ 's 3D point $M^{\prime}(u, v)$ is evaluated as follows:

$$
\begin{equation*}
M^{\prime}(u, v)=\frac{\sum_{j} M_{j}(u, v) d_{j}(u, v)}{\sum_{k} d_{k}(u, v)} \tag{4.4}
\end{equation*}
$$

where $j$ and $k$ are the index of cameras pairs that have viewed this projector pixel. The term $d_{i}(u, v)$ is the distance of the observed projected pixel $(u, v)$ of $P$ to the nearest invisible (black) pixel defined in the in camera space $C_{i}$.

Using this weighted averaging technique, we obtain new display surfaces $D_{i}^{\prime}$ that have geometric continuity. Note that while the surface is continuous, it no longer represents the true surface. We denote the modified surface points by $M^{\prime}$ to distinguish them from the true surface points, $M$. Figure 4.5 shows an overview of the algorithm for a simple case of unifying two meshes. The same technique is used when more than two meshes partially overlap.


Figure 4.6: (a) Error in estimation of a physical point $M$ on the display surface and error in estimated projection matrix $P_{1}^{\prime}$ creates mis-registration. The reprojection error is $m^{\prime \prime}-m$.

Using $D_{i}^{\prime}$ we now recompute the projection matrix for the corresponding projector, as described in sections 4.1.1 and 4.1.2. The result is a new projection matrix correspondingly denoted


Figure 4.7: (a) Reprojection error, shown in red, for two overlapping projectors. (b) A virtual point for which the image is computed to be projected at $M$. (c) The physical correspondence due to $M$ and computational correspondence due to virtual point $V$. The goal of post-rendering warp is to exploit the two known correspondences to achieve geometric registration.
$P_{i}^{\prime}$. As shown in Figure 4.6 this new projection matrix maps the modified 3D surface points $M^{\prime}$ on $D_{i}^{\prime}$ to the projector pixels $m$ that illuminated them.

## Post-rendering Warp

It is important to realize that because the transformation from $M$ to $M^{\prime}$ is non-rigid, the projection matrix $P_{i}^{\prime}$ for each projector cannot exactly map the points $M^{\prime}$ to $m_{i}$. Instead, the projection matrix $P_{i}^{\prime}$ maps the point $M^{\prime}$ to the distorted location $m_{i}^{\prime \prime}$. In this case for projectors $i$ and $i+1$,

$$
\begin{equation*}
m_{i}^{\prime \prime}=P_{i}^{\prime} M^{\prime} \quad \text { and } \quad m_{i+1}^{\prime \prime}=P_{i+1}^{\prime} M^{\prime} \tag{4.5}
\end{equation*}
$$

What one would really like is the non-linear projective function that directly maps $M^{\prime}$ to $m$. This function could be determined by some other means, but the result could not be implemented using the single linear projection matrix common in conventional graphics hardware. The best implementation of non-linear projection is dependent on the available hardware. The current graphics hardware is efficient at scan converting individual texture mapped triangles. We therefore achieve this projective function in real time by first using $P^{\prime}$ as the traditional linear projection matrix, and then following this with a 2D post-rendering warp that maps $m^{\prime \prime}$ to $m$. The 2D warp is based on a dense grid of sampled points from the structured light process.

The texture-map implementation of this warp loads the image generated with projection matrix $P_{i}^{\prime}$ into texture memory. The post-rendering warping is achieved using multiple textured triangles. This resultant image is projected by the projector. All the warping operations, including 2-pass projective texture rendering to create an image and the 2D post-rendering warp, are fixed for given display surfaces, projection matrices and re-projection errors. Hence they are established during pre-processing and loaded in a display list. The cost of this post-rendering warp remains fixed for given display surface and re-projection errors. It is independent of the graphics virtual model being rendered.

There are two important notes to make. First, it is difficult to compute explicit projector pixel correspondences, such as $m_{i}$ and $m_{i+1}$. The correspondence is implicitly calculated by observing a dense grid of projected pixels. The tessellated display surface geometry is simplified to improve rendering speed during second pass of the two-pass rendering method. Second, the projection matrices $P_{i}^{\prime}$ that are actually computed for each projector use the 3D surface points from the unified surface mesh $D_{i}^{\prime}$, which have been unified as described above. The computation of the unified surface
mesh and the post-render warp are done only once and can therefore be implemented in real-time; the two techniques are closely linked to one another.

Mesh unification and the 2D post-rendering warp meet the two desired objectives: neighboring projectors should use exactly the same representation of the display surface geometry, and that the projection matrix for a light projector should map 3 D screen points onto the exact 2 D pixels that illuminated them during the structured light process. The degree to which we can reduce these errors is limited by the camera-based image processing, specifically by the minimum resolvable pixel separation between overlapping projector images. However, under a reasonable display configuration, e.g. where all the designated display surfaces are illuminated by at least one projector, the (small) final errors are independent of the quantitative value of estimated errors.

### 4.1.4 Implementation

The system setup includes five $1024 \times 768$ resolution SHARP LCD projectors and multiple JVC and Pulnix $640 \times 480$ resolution camera. The projectors are ceiling mounted approximately three to four meters from the display surfaces. These projectors are casually positioned with multiple overlapping regions to produce a 180 degree field of view when the user is in the display center.

The calibration of the system (i.e., evaluation of camera and projector parameters and display surface estimation) is done once as a pre-rendering step. This is accomplished using a 0.6 meter cube that we constructed as our physical target pattern and a Dell NT workstation equipped with OpenGL graphics, Matrox Meteor II frame grabbers and Matlab software. The equipment is first used to capture the images of the physical target pattern and calibrate the cameras. Next, the workstation performs the structured-light projection and analysis, controlling one projector and a stereo camera pair at a time. The stereo correspondences acquired by projecting structured light form the dataset needed for projector calibration, display surface reconstruction and unification, post-warp mesh generation, and alpha-mask generation. The actual processing for these steps is done off-line using Matlab.

The required sampling density of the structure-light patterns depends on the complexity of the display surfaces and the need to accurately locate the edges of overlapping projectors for alpha-mask generation. For our purposes, we used sampling density of every 8th and every 32nd display pixel. By binary encoding the structure-light, this process can be parallelized and we are able to project and recover $16 \times 12$ correspondence points simultaneously. The complete operation for display surface
recovery and light projector parameter estimation takes approximately 15 minutes per projector at the highest sampling density and less than one minute for the lower sampling density.

A moving user is tracked using an Origin Instruments' DynaSight(TM) infrared tracker [Origin]. The user wears a set of infrared LED beacons provided with the tracker. Tracker readings are acquired, processed (low-pass filtered and transformed into the WCS) by a Dell NT workstation before being dispatched in a network packet to the SGI image generation host.

The graphics rendering is done on an SGI InfiniteReality2 for each projector using the OpenGL API. While our rendering pipeline has additional computational cost due to the image warping steps, this cost is fixed and is independent of the rendered scene complexity.

Figure 4.8 shows a our setup with five projectors forming a seamless panoramic image.


Figure 4.8: Left, Display environment with five projectors. Middle and Right, The images appear seamless and are updated as the user moves.

### 4.1.5 Special Cases

I presented a general solution for creating a multi-projector large area display where the display surface can be irregular and the images are correct for a head-tracked user. The techniques for this most general case can be simplified under certain conditions such as (i) when the viewer is static rather than moving, (ii) when the display surface is known to be planar or (iii) the geometry of display surface is same as the virtual object being displayed. Here I describe the issues in system built for a static user. The case (ii) is described in the later part of this chapter and (iii) is described in the next chapter.

## Static User

Display systems with only a single "sweet spot" are commonly used because either the application guarantees that the user will always stay in a single location (e.g. flight simulator) or that many people will view the images simultaneously from or near the correct position, as in domed displays
such as the Omnimax [Max82]. The relationship between desired image and projected image for each projector, i.e., the viewer-to-display mapping function, needs to be computed only once and subsequently remains fixed for that location.

This mapping function can be obtained directly by using a camera to imitate the viewer at a given location. The camera observes points illuminated by projectors in the display environment, establishing viewer-to-display correspondences. A detailed implementation of this method is described in [Raskar98c]. Using this technique, the rendering process implements the two stages of the rendering framework; (1) compute the desired image and load it into texture memory, and (2) warp the texture via the viewer-to-display mapping to produce the correct imagery. Intensity blending of overlapping projectors is handled as in Section 4.1.2. This special case avoids explicitly solving for 3D parameters or the additional cost of the third-pass post-rendering warp, but limits the user to one position in the display environment.

### 4.2 Planar Displays

In section 3.4 I described a single-pass technique to display on planar surfaces. It improves on the more general two-pass rendering method for non-planar surfaces. Here, I present a complete set of techniques to demonstrate the application of the single-pass method. First, I show how the technique can be integrated with depth-buffer based visibility computation. Then I extend the concept of collineation due to planar homographies to multi-projector tiled displays and finally describe some practical methods to calibrate and render for such displays.

Projectors are typically mounted so that their optical axis is perpendicular to the planar display surface. Such configurations are also used in immersive environments to render perspectively correct imagery for a head-tracked moving user. They include CAVE [Cruz93], PowerWall [PowerWall] ( $m \times n$ array of projectors) or ImmersiveDesk (back-lit and tilted desktop workbenches) [Czern97][Pyramid][Agrawala97]. By design, typical display systems try to maintain the image plane parallel to the plane of the display surface. However, this leads to the need of constant electro-mechanical alignment and calibration of the projectors, screens and the supporting structure.

When the projector optical axis is not perpendicular to the display screen, the resultant image is keystoned and appears distorted (Fig 4.9 .b). As mentioned in chapter 3, we will call this type of projection as oblique projection and the traditional projection as orthogonal projection (Fig 4.9 .a).


Figure 4.9: (a) Traditional projectors are orthogonal and create rectangular images (b) Oblique projectors create keystoned images.

In general, when a projector is roughly positioned, it is likely to be oblique. Even if the projector is orthogonally positioned in large display systems, after a period of time it can become oblique due to mechanical or thermal variations. I address the problem of rendering perspectively correct images with oblique projectors using the rendering framework. Our goal is to avoid frequent mechanical adjustments and instead, compensate for the image distortion using the graphics pipeline. Although techniques to pre-warp the images to avoid visible distortion exist, the technique described here achieves the results without additional cost of rendering or affecting the visual quality. The planar case of the rendering framework uses the collineation between the points on the display screen and the projector pixels, induced due to the planarity of the screen. By using the collineation during rendering I show that oblique projectors can be used to easily create immersive displays. The main advantage is that we can use traditional graphics pipeline with a modified projection matrix and an approximation of the depth-buffer.

## Previous Approach

In most cases, the problem of oblique projection is avoided simply by design. The orthogonal projectors create well-defined rectangular images. In some projectors the projected cone appears to be off-axis, but the display screen is still perpendicular to the optical axis. In workbenches [Czern97], mirrors are used, but the resultant image is designed to appear rectangular (corresponding to rectangular framebuffers). Great efforts are taken to ensure projector image plane is parallel to the display screen and that the corner pixels are matched to pre-defined locations on the screen. Similar to the situation with current panoramic displays mentioned in the previous section, this leads to expensive maintenance and frequent adjustments of the projectors, screens and the supporting structure. The cost of the system itself becomes very high because the supporting structure needed is usually very large and rigid.

When the projectors are oblique, a popular technique is to use a two-pass rendering method to pre-warp the projected image. In the first pass, one computes the image of the 3 D virtual scene from the viewpoint of the head-tracked user. The result is stored in texture memory and in the second pass the image is warped using texture mapping. This warped image when displayed by the projector appears perspectively correct to the user. Such two-pass rendering techniques have been used for planar surfaces [Surati99] as well as irregular display surfaces [Dorsey91][Raskar98b][Raskar98c].

The second pass of rendering increases the computation cost and in case of immersive displays it will also increase the rendering latency. In addition, texture mapping of limited resolution image of the result of the first pass leads to resampling artifacts such as aliasing and jaggies. Due to the loss in the visual quality, such two-pass techniques are likely to work well only when high resolution projectors are used.

### 4.2.1 Single Projector

Let us consider the special case of a planar display surface i.e. when the 3D surface points illuminated by all projector pixels lie in a plane. Here, I describe an algorithm that avoids the additional texture mapping stage. The method below achieves the result using a single rendering pass. A complete application of this algorithm, including issue of visibility determination, is discussed later.


Figure 4.10: For orthogonal projectors, a simple off-axis projection can be used.

Let us re-visit the problem of rendering images of a virtual point $V$ for a user at $T$. In this case the display surface is represented by a plane $\Pi$, however, the optical axis of the projector may be oblique with respect to the display plane. Since the projector pixel $m_{P}$ illuminates the point $M$ on the screen, the corresponding rendering process should map point $V$ to pixel $m_{P}$. This can be achieved in two steps of the rendering framework. First compute the image of $V$ from the user location $T$,
which we denote by $m_{T}$ using the view frustum $P_{T}$. Then find the mapping between $m_{T}$ and $m_{P}$ (Fig 3.7).

A simple observation is that the two images of a point on the plane (such as $M$ ) are related by a collineation induced by the plane of the screen. Hence, the two images of any virtual point $V, m_{T}$ computed using $P_{T}$ and $m_{P}$ of the projector are also related by the same collineation. The collineation is well known to be a $3 \times 3$ matrix defined up to scale, which we denote by $A$ [Faugeras93]. This observation allows us to create a new projection matrix for rendering. The projection matrix is a product of an off-axis projection matrix, $\tilde{P}_{T}$ (from the user's viewpoint) and the $3 \times 3$ collineation matrix, A. There are various ways to create the projection matrix $\tilde{P}_{T}$ and the corresponding collineation matrix $A$. I describe a method that updates $P_{T}$ as the user moves but the collineation matrix remains constant. The two steps are described below.


Figure 4.11: Defining $P_{T}$ using axis aligned bounding rectangle $S$.

## Orthogonal Projection

The first step of creating image $m_{T}$ for $V$ for a given user location is same as the process of displaying images assuming orthogonal projectors ( Fig 4.10 ). The method is currently used in many immersive display systems. Here I describe a more general technique. This technique also deals with possibly non-rectangular projected image due to keystoning.

Let us consider the definition of $\tilde{P_{T}}$ for the user at $T$. Without a loss of generality, let us assume that the display plane $\Pi$ is defined by $z=0$. First create an (world coordinate) axis aligned rectangle $S$ on $\Pi$ bounding the keystoned quadrilateral illuminated by the projector (figure 4.11). The projection matrix is specified by the view frustum pyramid created with $T$ and the four corners of $S$.

Thus $T$ is the center of projection and $S$ on $\Pi$ is the retinal plane. As the user moves, $S$ remains the same, but $T$ and hence the projection matrix $\tilde{P}_{T}$ is updated.

If the projector was orthogonal, $S$ could be the same as the rectangular area illuminated by the projector. However, even if the area is not rectangular (because,say, the shape of framebuffer chosen for projection is not rectangular), the projection matrix $\tilde{P_{T}}$ can be used to render correct images.

## Collineation

In the second step, the image calculated assuming orthogonal projector is corrected to compensate for the oblique projection using collineation. The collineation -between image created with $\tilde{P_{T}}$ and the image to be rendered in projector's framebuffer- is induced due to the plane of the screen. The collineation matrix, $A_{3 \times 3}$ is well-known to be defined up to scale and maps pixel coordinates from one image to a second image [Faugeras93][Criminisi98]. We need to compute the 8 unknown parameters of $A_{3 \times 3}$ that relate the two images of $V: m_{T}$ due to $\tilde{P}_{T}$, and its image in projector, $m_{P}$.

$$
\begin{align*}
m_{P} & \cong A_{3 \times 3} m_{T} \\
{\left[\begin{array}{c}
m_{P x} \\
m_{P y} \\
1
\end{array}\right] } & \cong\left[\begin{array}{llc}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & 1
\end{array}\right]\left[\begin{array}{c}
m_{T x} \\
m_{T y} \\
1
\end{array}\right] \tag{4.6}
\end{align*}
$$

where, The symbol $\cong$ denotes equality up to a scale factor. Note that the choice of view frustum for $\tilde{P}_{T}$ makes this collineation independent of the user location and hence remains constant. If the 3D positions of points on $\Pi$ illuminated by four or more pixels of the projector are known, the 8 parameters of the collineation matrix, $A=\left[a_{11}, a_{12}, a_{13} ; a_{21}, a_{22}, a_{23} ; a_{31}, a_{32}, 1\right]$, can be easily calculated. Since the collineation matrix remains constant, it can be computed off-line.

### 4.2.2 Single-pass Rendering

We would ideally like to compute the pixel coordinates $m_{P}$ directly from the 3D virtual point $V$. This can be achieved by creating a single $3 \times 4$ projection matrix, $A \tilde{P_{T}}$. Let us consider how this approach can be used in traditional graphics pipeline. We need to create $4 \times 4$ version of $\tilde{P}_{T}$, denoted by $P_{T}$ and of $A$, denoted by $A_{4 \times 4}$. As a traditional projection matrix, $P_{T}$ transforms 3D homogeneous coordinates into 3D normalized homogeneous coordinates (4 element vectors). Typically, one can obtain the pixel coordinates after the perspective division. We create the new
matrix, $A_{4 \times 4}$ to transform these normalized 3D coordinates (without perspective division) to the projector pixel coordinates but trying to keep the depth values intact,

$$
A_{4 \times 4}=\left[\begin{array}{cccc}
a_{11} & a_{12} & 0 & a_{13}  \tag{4.7}\\
a_{21} & a_{22} & 0 & a_{23} \\
0 & 0 & 1 & 0 \\
a_{31} & a_{32} & 0 & 1
\end{array}\right]
$$

The complete projection matrix is $P_{T}^{\prime}=\left(A_{4 \times 4} P_{T}\right)$. (It is easy to verify $\left[m_{P x}, m_{P y}, m_{P z}, 1\right]^{T} \cong$ $A_{4 \times 4} P_{T}[V, 1]^{T}$.) This achieves the desired rendering and warping using a single projection matrix without additional cost. This is more efficient than using the general rendering framework which requires two rendering passes. Since the image in the framebuffer is generated in a single pass, there are no resampling artifacts. Finally, when the image is projected on any surface coplanar with $\Pi$, the displayed virtual object appears perspectively correct. This approach is sufficient to render correct images of virtual 3D points.


Figure 4.12: (a) First step using simple off-axis projection matrix $P_{T}$ (b) In the second step, warp using collineation $A$. The modified projection matrix is $A P_{T}$.

However, if the visibility computation is based on the traditional depth buffer or $z$-buffer, one important modification is necessary. In this modified algorithm there is a third logical steps. In the first step, we compute the image of the virtual 3D scene assuming the projector is orthogonal (figure 4.12 left). Then warp this image to compensate for the oblique projection using the the collineation between display plane and projector's image plane (figure 4.12 right). The depth values are also affected due to the warping, and hence, in the third step they are transformed so that they can be used for visibility computations. However, all the three steps can be implemented using a single $4 \times 4$ projection matrix as in the traditional rendering using graphics hardware. In this section, I focus on
an application that involves front projection display system, but the techniques are also applicable to rear projection systems such as CAVE or Immersive Workbenches.

### 4.2.3 Visibility using depth buffer

Although the approach described in section 4.2.1 creates correct images of virtual 3D points, it is important to note that the traditional depth-buffer cannot be effectively used for visibility and clipping. Let us consider this problem after we have rendered the image as described in subsection 4.2.2.

## Problems with depth buffer

As we saw earlier, virtual point $V$ is rendered using a projection matrix $P_{T}^{\prime}=A_{4 \times 4} P_{T}$ (figure 4.12 right). The depth values of virtual points between near and far plane due to $P_{T}$ are mapped to $[-1,1]$. Let's say, $\left[m_{T x}, m_{T y}, m_{T z}, m_{T w}\right]^{T}=P_{T}[V, 1]^{T}$ and the corresponding depth value is $m_{T z} / m_{T w} \in[-1,1]$. After collineation, the new depth value, is actually

$$
\begin{equation*}
m_{P z}=\frac{m_{T z}}{\left(a_{31} m_{T x}+a_{32} m_{T y}+m_{T w}\right)} \tag{4.8}
\end{equation*}
$$

which (i) may not be in $[-1,1]$ resulting in undesirable clipping with near and far plane of the view frustum and (ii) is a function of pixel coordinates.

Let us consider the problem of interpolation during scan conversion in traditional rendering. The depth values (as well as color, normal and texture coordinates) at a pixel need to be computed using a hyperbolic interpolation. Homogeneous coordinates along with a $4 \times 4$ perspective projection matrix (such as $P_{T}$ ) achieve hyperbolic interpolation of depth values using a simpler linear interpolation (of the reciprocal of the values). In our case i.e. when using a projection matrix $P_{T}^{\prime}=A_{4 \times 4} P_{T}$, we are performing two successive hyperbolic interpolations, first for the perspective projection and second for the collineation. At first, it may seem that a single $4 \times 4$ matrix would not be able to achieve the required interpolation. Fortunately, while first matrix $P_{T}$ introduces hyperbolic relationship in the depth (or ' $z$ ') direction, the collineation matrix $A_{4 \times 4}$ leads to hyperbolic increment along the $x$ and $y$ coordinate axis of the viewing coordinate system. Thus both, depth as well as screen space, transformation can be achieved with a single $4 \times 4$ matrix. In Appendix B, I explain the effect of these two steps on scan conversion.

Thus, although the collineation does not introduce any inaccuracies in interpolation of depth values in the frame buffer, the clipping with near and far plane creates serious problems. Some parts of virtual objects may not be rendered.


Figure 4.13: The plot shows depth buffer values along a scan line for points along constant depth. (a) Using $P_{T}$ (b) After collineation, $A_{4 \times 4} P_{T}$, the depth values range beyond $[-1,1]$ (c) With an approximation of depth-buffer, $A_{4 \times 4}^{\prime} P_{T}$, traditional graphics pipeline can be used to render perspectively correct images for a tracked moving user.

## Approximation of depth buffer

We can achieve the rendering and warping in a single pass, however, using an approximation of the depth buffer.

The rendering framework described the choice of view frustum for $P_{T}$ based on a rectangle $S$. This chosen rectangle bounds the projected keystoned (quadrilateral) area (figure 4.12 right). Since $S$ is larger than displayed imagery, the normalized $x$ and $y$ coordinates due to $P_{T}, m_{T x} / m_{T w}$ and $m_{T y} / m_{T w} \in[-1,1]$ for points displayed inside $S$. Hence,

$$
\begin{equation*}
\frac{\left(1-\left|a_{31}\right|-\left|a_{32}\right|\right) m_{T z}}{\left(a_{31} m_{T x}+a_{32} m_{T y}+m_{T w}\right)} \in[-1,1] \tag{4.9}
\end{equation*}
$$

This scale factor makes sure that the resultant depth values after warping with collineation are $\in[-1,1]$. This will avoid undesired clipping with near and far plane. Further, by construction of $P_{T}$, the angle between projector's optical axis and the normal of the planar surface is same as the angle
between the optical axis and normal of retinal plane of view frustum for $P_{T}$. To summarize, The modified projection matrix is $A_{4 \times 4}^{\prime} P_{T}$, where

$$
A_{4 \times 4}^{\prime}=\left[\begin{array}{cccc}
a_{11} & a_{12} & 0 & a_{13}  \tag{4.10}\\
a_{21} & a_{22} & 0 & a_{23} \\
0 & 0 & 1-\left|a_{31}\right|-\left|a_{32}\right| & 0 \\
a_{31} & a_{32} & 0 & 1
\end{array}\right]
$$

### 4.2.4 Multiple projectors

We can extend the same single-pass rendering and warping technique to register multiple overlapping projectors to create larger displays on a planar wall. In this subsection, I describe a necessary modification. More details are also available in [Raskar02b]. Some popular systems using $m \times n$ array of projectors are PowerWall [PowerWall] and Information Mural [Humphreys99]. The major challenge is matching the two images so that the displayed image appears seamless. Again, this is typically achieved with rigid structure which is difficult to maintain and needs frequent alignment. We can instead use roughly aligned projectors or even relatively oblique projectors.


Figure 4.14: Collineation between overlapping projectors on planar display surface.

Consider two overlapping projectors creating seamless images of virtual 3D scene on a shared planar surface (figure 4.14). Let's say the projection matrices for the two projectors are $P_{1}$ and $P_{2}$. We exploit the collineation between the images in the two projector framebuffers. If the $3 \times 3$ collineation matrix mapping pixel coordinates from projector 1 to those in projector 2 is $A_{21}$, then the $3 \times 4$ projection matrix $\tilde{P}_{2}$ can be replaced with $\tilde{P}_{2}^{\prime}=A_{21} \tilde{P}_{1}$.

Note that, as we have seen earlier, although the corresponding $4 \times 4$ matrix $P_{2}^{\prime}$ will create correct images of 3 D virtual points, we cannot use the traditional depth buffer for visibility and are forced to use approximated depth values. If $P_{1}$ itself is a result of oblique projection, so that $P_{1}=A_{4 \times 4}^{\prime} P_{T}$, the corresponding collineations $A_{3 \times 3}$, and $A_{21}$ are used together. Let's say $A_{21 T}=$ $A_{21} A_{3 \times 3}$. We first create the corresponding $4 \times 4$ matrix $A_{21 T-4 \times 4}^{\prime}$ (similar to equation 4.10). We then replace $P_{2}$ with $P_{2}^{\prime}=A_{21 T-4 \times 4} P_{T}$ to achieve correct rendering, warping and depth buffer transformation. In practice, since it involves only 8 unknown parameters, it is easier to compute the collineation $A_{21}$ than calibrating the projector and computing the projection matrix $P_{2}$.

It is also necessary to achieve intensity blending of overlapping projectors. The complete problem of intensity feathering was addressed in the last section under generalized panoramic displays. In this case however, due to the exact mapping defined by $A_{21}$, it is very easy to calculate the actual quadrilateral (or triangle in some cases) of overlap on screen as well as in projector image space. The intensities of pixels lying in this quadrilateral in both projector are weighted to achieve intensity roll-off [Lyon85][Burt83][Szeliski96] and necessary blending. The technique for intensity blending in case of two-pass rendering are described with more details in [Raskar98c][Surati99] and are applicable here for a single-pass rendering with minor modifications. The undesired parts of projector image, e.g. corners of projected regions outside a defined display region can be truncated to create large and rectangular imagery with multiple projectors. The region in projector framebuffer is masked off by rendering a black polygon at near plane.

### 4.2.5 Implementation

With the help of Michael Brown and Herman Towles, I implemented a system consisting of three overlapping projectors displaying images on a 12 x 8 ft planar screen. The user is tracked with optical tracking system. The collineation between desired image for the user and the first projector's framebuffer is calculated using approximately 8 points. The mapping between overlapping projectors' pixels (again described by a collineation) are actually computed by observing individual pixels of each of the projector with a camera. The camera field of view covers projection of all three projectors.

During preprocessing, one needs to compute the extent of projector illumination in WC, transformation between the tracker and WC, and the collineation $A_{3 \times 3}$. There are many ways of computing the collineation and tracker-WC transform. For example, one can have pre-defined
locations on screen with known 3D coordinates (e.g. corners of the cube in CAVE, or ruled surface on a workbench). In this case, one can manually or using a camera-feedback find which projector pixels illuminate these markers and then compute the unknown parameters.

The origin in world coordinates (WC) is defined to be near the center of projection of the first projector.

Usually pre-defined markers are not available, for example when one wants to simply aim a projector at a screen and render head-tracked images. I describe a technique that computes the collineation and transformation simultaneously. Assume the screen defines the WC : the plane $\Pi \equiv$ $z=0$ and origin (preferably) near the center of projected quadrilateral. We take tracker readings of locations on the screen illuminated by projector pixels. We will compute the transformation between tracker and WC. Let us denote the tracker reading for a 3D point M by $M^{t r k}$. Assign one of the measured locations illuminated by a projected pixels as origin of $\mathrm{WC}, O$, (the tracker measurement effectively giving the translation between origins in both coordinate systems). To find the relative rotation, find the best-fit plane in tracker coordinates for the screen, giving the normal to the screen denoted by vector $r 3$. Assign one illuminated pixel in approximate horizontal direction, $M_{x}$, as a point on WC x-axis. Find the vector $M_{x}^{t r k}-O^{t r k}$ in tracker coordinates, normalize it to get vector $r 1$. The rotation is $R=[r 1 ; r 3 \times r 1 ; r 3]$. The transformation is $\left[R\left(-R * O^{t r k}\right) ; 0001\right]$. Find the 3D coordinates of points on screen illuminated by projector pixels and finally compute the collineation $A_{3 \times 3}$. The collineation allows computation of extents of projector illumination in WC.

Wei-Chao Chen at UNC has implemented a stereo display using completely overlapping two projectors. One projector is used to display images for the left eye and the second for the right eye. The two images are distinguished by using polarizing optical filters on the projectors and eye-glasses. He computed $P_{T}$ for each projector and the common collineation matrix $A_{3 \times 3}$ using the UNC HiBall tracker. The same tracker is later used for tracking user's head-motion [Chen00a].

For multiple overlapping projectors, we actually used a camera to find collineation between the projected images and also use the same information for computing weighting functions for intensity blending. The use of camera feedback for multiprojector displays is described in more detail in the section 4.2.

## Summary of Techniques

Here are the sequence of steps suggested for using a single oblique projector to create a planar immersive display. During pre-processing :

- Turn on (four of more) projectors pixels, $m_{P 1} \ldots m_{P n}$ and find in tracker coordinates, the position of the illuminated 3D points on the plane, $M_{1} \ldots M_{n}$.
- Compute equation of plane and transform the coordinate system so that it is coplanar with $\Pi \equiv z=0$. We will denote transformed points by $M_{i}^{\Pi}$.
- Find collineation, $A_{\Pi P}$, between $M_{i}^{\Pi}$ and $m_{P i}$. Using $A_{\Pi P}$, compute 3D points on $\Pi$ illuminated by corners pixels of the projector. Then find axis aligned rectangle, $S$, that bounds the four corners of the illuminated quadrilateral (the min and max of $x$ and $y$ coordinates).
- For a random user location $T$, compute $P_{T}$ for a frustum created with $S$. Find normalized image coordinates $m_{T i}=P_{T} M_{i}^{\Pi}$. Compute the collineation $A_{3 \times 3}$, between $m_{T i}$ and projector pixels $m_{P i}$. Create $A_{4 \times 4}^{\prime}$ from $A_{3 \times 3}$ using eqn 4.10.

During run-time at every frame:

- Update $T$ for the new user location and compute $P_{T}$ (using graphics API function such as glFrustum).
- Use $A_{4 \times 4}^{\prime} P_{T}$ as the new projection matrix during rendering.

As one can see, the only human intervention involved is finding 3D tracker readings $M_{i}$ for screen points illuminated by four of more projector pixels $m_{P i}$.

### 4.2.6 Applications

The new techniques can be easily used in current immersive display systems. For example, in immersive workbenches, it is much easier to take tracker readings at a few points (illuminated by the projector), compute the collineation off-line and then use the modified projection matrix for rest of the session. There is no need to worry about achieving some pre-defined alignment of the projector. The transformation between tracker and projected screen is also included in the steps described above.

In CAVE, one can roughly align projectors so that they actually create images larger than usable size of the screen. Since the usable screen sections are already marked (we can assume that
the markers are stable as compared to the configuration of projectors and mirror), one needs to only find the projector pixels that illuminate those markers. The corners of the cube also allow geometric continuity across the screens that meet at right angles. The part of the imagery being projected outside the usable screen area can be masked during rendering.

Finally, this technique is useful for quickly creating a simple immersive display by setting up a screen, a projector and a tracking system. For stereo displays, the off-axis projection matrix $P_{T}$ is different for the left and right eye, but the collineation matrix $A_{3 \times 3}$ remains constant.


Figure 4.15: For a given plane of focus, projector can be treated as a pin-hole device. The pictures here show experimental verification of linear perspective projection. Straight line segments in image plane appear straight on a planar display surface (top). Further, line segments projected by overlapping projectors can be aligned to sub-pixel accuracy using homography (bottom left). Example of overlapping text in a warped image (bottom right).

### 4.2.7 Issues

The techniques are valid only when the assumed pin-hole projection model (dual of the pin-hole camera model) is valid. However, as seen in Figure 4.15, this assumption is valid for even low-cost single-lens commercial projectors. However, projectors typically have a limited depth of field and
hence when they are oblique all pixels may not be in focus. The imagery is in focus for only a limited range of angles between the screen plane normal and the projector optical axis. The intensities across the screen are also not uniform when projector image plane is not parallel to the screen. However, this can be compensated by changing the intensity weights during rendering (using, for example alpha blending). In the case of multi-projector tiled display, the alpha-blending is performed for the overlap region and hence it can be extended to include intensity correction for oblique projector without any additional cost. The transformation of depth-buffer values essentially reduces the usable range of depth values and hence the depth resolution is also decreased. In terms of resolution, rendering speed and visibility computation, the displayed images were visually equivalent to those generated by orthogonal projection systems.

### 4.2.8 Discussion

The technique presented in this section allows rendering correct images even when the projectors are positioned without any precise alignment. Techniques for pre-warping the images using a two-pass rendering are already available. However, the two major advantages of this technique are that it does not increase the cost of rendering and does not introduce resampling artifacts such as aliasing. The possibility of rendering images with oblique projectors that are visually equivalent can eliminate the need of cumbersome electro-mechanical adjustment of projectors, screens and the supporting structure.


Figure 4.16: Top row: Images displayed by oblique projector which created keystoned imagery and but corrected using collineation. Bottom row: Displayed image without and with intensity blending.

### 4.3 Summary

The rendering framework described in the previous chapter allows us to re-formulate the classic projector-based applications. I used two examples, panoramic multi-projector environments and tiled planar displays. The major issue in the current display systems is the cumbersome and expensive procedure used to maintain geometric registration for the sake of creating seamless images. The advantage of re-stating those problems in the context of the new rendering framework is that, we can achieve the same results using many reasonable variations of the original design. I identified the parallels between panoramic photo-mosaics and the generalized panoramic display described in this chapter, to promote the projector as the dual of a camera. In the next chapter, I take this concept further and describe a new class of visualization methods.

## CHAPTER 5

## Novel Applications

When we project images of 3D objects on physical display surfaces, we in effect introduce those virtual 3D objects in the real world around us. In traditional projector-based displays, the virtual objects appear on a flat screen. However, once we understand the relationship between the projector and the geometry of the surface it illuminates, we can project correct images of virtual objects on physical surface of various geometric shapes. We can essentially treat those physical surfaces as '3D screen's.

The rendering framework enables a new class of applications that insert the virtual objects directly in our surroundings on such 3D screens. In this chapter I introduce new visualization concepts. The main concept is a new form of augmented reality without a need for head-mounted display. I call this spatially augmented reality (SAR). Then, I describe in more detail a special case of SAR, to reproduce computer generated surface appearances for physical objects using shader lamps.

The key idea here is the conjunction of a physical object and its geometrical definition (stored as a virtual object in a computer's memory). The interdependence between the co-existing virtual and physical incarnation of an object is exploited using projected light that either enhances or modifies the appearance of a world made of some of those objects. The result of computation and the outcome of computer graphics rendering is seen in the context of the physical world around us. In this chapter, I explain how the rendering framework plays a new role in terms of the photometric properties of the illuminated surfaces. The rendering framework provides tools that make the realization of the ideas, described below, practical.

### 5.1 Spatially Augmented Reality

In Spatially Augmented Reality (SAR), the user's physical environment is augmented with images that are integrated directly in the user's environment, not simply in their visual field [Raskar98d, Raskar99b]. For example, the images could be projected onto real objects using digital light projectors, or embedded directly in the environment with flat panel displays. For the purpose of this discussion I will focus on projector-based augmented reality. While the approach has certain restrictions, it offers an interesting new method to realizing compelling illusions of virtual objects coexisting with the real world. The images could appear in 2D, aligned on a flat display surface, or they could be 3D and floating above a planar or even a non-planar surface. In the most basic applications, SAR combines the benefits of traditional spatially immersive displays and augmented reality displays. I compare SAR with the two and then describe further possibilities.


Figure 5.1: HMD-AR and $S A R$

### 5.1.1 Comparison with Spatially Immersive Displays

Spatially immersive displays (SID), such as CAVE and Immersive workbenches involve planar or near-planar curved display surfaces. In the last chapter, I presented techniques to extend the SID surface geometry to non-planar configurations. In SAR, in addition to planar and non-planar surfaces, the idea is to illuminate closed objects. In traditional SID, the user stands inside or in front of the displayed images. With SAR, we can extend this to outside-looking-in displays where the user can
walk around the illuminated objects. Similarly, the projectors can be positioned to surround the object.

In traditional SID, we treat the illuminated segment of the display surface as a portal into a virtual scene. To create immersive images, the goal is to make the display surface imperceptible to the user. For this reason, a smooth continuous screen with no visible shape features is preferred. The specific location or even the local shape of the display surface is not critical. In SAR, the geometric shape of the physical surface and the virtual objects is strongly correlated. In some cases, the physical surface shares the approximate scale and form with virtual object, while in other cases, e.g. as described in the next section for shader lamps, the physical shape is identical to the virtual object geometry.

### 5.1.2 Comparison with Head Mounted Augmented Reality Display

Head-mounted optical see-thru or video see-thru displays are commonly used to superimpose images of virtual objects in the user's view. In [Bryson97] various advantages of spatially immersive displays over head-mounted displays have been noted. A key benefit of SAR is that the user does not need to wear a head-mounted display (HMD). However, the user may be tracked to present virtual objects floating on top of physical surfaces or to display view-dependent surface properties. As shown in Figure 5.1, in HMD-AR, the view is augmented while in SAR, the virtual information is presented on top of the real objects. While not appropriate for every augmented reality application, this altered display mode results in significant advantages.

The registration problem in SAR becomes somewhat unusual one of having to register projected 2D imagery with 3D physical geometry. In HMD-AR, the registration problem involves aligning displayed images with respect to the user's view of the physical geometry. The crucial difference is that, in SAR, the 2D imagery exists on a virtual image plane that remains attached to the (fixed) physical displays surface, independent of the user location. This is similar to the situation in SID and the dynamic visual mis-registration error is virtually unaffected by viewpoint orientation error. The viewpoint position error results in a form of virtual object shear rather than a simple translation in relative position.

The occlusion relationship in SAR is also different than in see-through AR system. In SAR, a real object can occlude the virtual object. Thus, for example, bringing your hand in front of the face will occlude the virtual object behind maintaining the illusion that the virtual object exists in the
real world. On the other hand, a virtual object cannot obstruct the view of a real object even if it is intended to float in front of that virtual object.


Figure 5.2: Spatially augmenting large environment (Kok-lim Low et al, 2001). (Top left) Virtual model; (Top right) Physical display environment constructed using Styrofoam blocks; (Bottom row) Augmented display. Note the view dependent nature of the display, the perspectively correct view through the hole in the wall and the windows.

### 5.1.3 Applications

The idea of SAR is best used when virtual objects are close to the physical objects on which they are displayed. For example, an architect can augment a tabletop scaled model of a house or building using a projector. She can start with a very simple neutral colored cardboard model and its geometric CAD representation. Then it is easy to add virtual objects such as door, windows, chimneys. She can also visualize underground water pipes or support structure inside the building.

A compelling example of spatial augmentation is the application aimed at walk-thru of virtual human-sized environments built by Kok-lim Low et. al. in the Being There project at UNC [Low01]. Instead of building an exact detailed physical replica for projection, the display is made of simplified versions. For example, primary structures of building interiors and mid-sized architectural objects
(walls, columns, cupboards, tables, etc.), can usually be approximated with simple components (boxes, cylinders, etc.). As seen in the figure 5.2, display is made of construction Styrofoam blocks. The main architectural features that match the simplified physical model retain 3D auto-stereo, but the other details must be presented by projecting view-dependent images. Nevertheless, the experiment to simulate a building interior is is convincing and provides a stronger sense of immersion when compared to SID, as the user is allowed to really walk around in the virtual environment. However, strategic placement of projectors to allow complete illumination and avoiding user shadows is critical.

In the next section, I describe a more restricted version of SAR but it has many interesting characteristics that make a widespread use possible.

### 5.2 Shader Lamps

In this section, I describe a special case of SAR. The idea is to replace a physical object with its inherent color, texture, and material properties with a neutral object and projected imagery, reproducing the original appearance directly on the object. Furthermore the projected imagery can be used to reproduce alternative appearances, including alternate shading, lighting, and even animation. The approach is to effectively "lift" the visual properties of the object into the projector and then re-project onto a neutral surface. Greg Welch coined the phrase shader lamps to describe this mode of operation for projectors [Raskar01c]. Consider the effect shown in figure 5.3. The underlying physical object is a white diffuse vase. (The other objects such as the book and flowers are also real objects.) Can we make this white vase appear to look like it is made of marble, plastic or metal? Can we change the color or texture? The pictures below show that the vase can be effectively 'painted' by projecting an image with view-independent diffuse shading, textures and intensity correction. The view-dependent effects such as specular highlights are generated for a given user location by modifying reflectance properties of the graphics model. The figure shows appearance of a red plastic and a green metallic material on the clay vase.

Although, there have been other attempts at augmenting appearances of objects by projecting color or texture, those effects are very limited and have been achieved for only specific applications. In this section, I show that the real challenges to realizing this as a new medium for computer graphics lies in addressing the problems related to complete illumination of non-trivial physical objects. The approach presented here offers a compelling method of visualization for a variety of applications


Figure 5.3: The surface appearance of a neutral colored object is changed by 'painting' it with projected light.
including dynamic mechanical and architectural models, animated or "living" dioramas, artistic effects, entertainment, and even general visualization for problems that have meaningful physical shape representations. I present and demonstrate methods for using multiple shader lamps to animate physical objects of varying complexity, from a flower vase (figure 5.3), to some wooden blocks, to a model of the Taj Mahal (figure 5.4).


Figure 5.4: Underlying physical model of Taj Mahal and enhanced with shader lamps.

### 5.2.1 Motivation

## Graphics in the World

Using geometric models and physically-based rendering, or image-based models and image-based rendering, computer graphics techniques attempt to "capture" the real world in the computer, and then to reproduce it visually. In later years work has been done to explore what is in effect the reversal of this relationship, to insert computer graphics in the real world. Primarily this has been done visually for either special effect in movies, or in real time for augmented reality. Most recently there is a new trend to use light projectors to render imagery directly in our real physical surroundings. Examples include the Luminous Room [Underkoffler99] and the Office of the Future [Raskar98b] at UNC. What I am pursuing here is a more complete extension of these ideas, the incorporation of three-dimensional computer graphics and animation directly into the real world all around us.

## Stimulation and Communication of Ideas

As noted by Jim Kajiya in 1996 [Kajiya96], "Computer Graphics is useful not only for augmenting one's own imagination but for stimulating the imagination of others. We can use it to codify, transmit, store, and communicate experience and ideas. Computer graphics as a medium is only just emerging." With respect to the stimulation and communication of ideas, it is surprising that despite the many advances in computer graphics, architects and city planners (for example) still resort to building physical models when the time comes to seek client or constituent approval. (See for example [Howard00].) The architects that I have spoken with, and many books on the subject, note that while it is true that designers cannot do without CAD tools any more, "It [the computer] cannot replace the actual material experience, the physical shape and the build-up of spatial relationships." [Knoll92]. Even in this day of computer animation, animators often sculpt a physical model of a character before making computer models. This was the case with Geri in "Geri's Game (Pixar Animation Studios) for example. One reason for these sentiments and practices is that the human interface to a physical model is the essence of "intuitive". There are no widgets to manipulate, no sliders to move, and no displays to look through (or wear). Instead we walk around objects, moving in and out to zoom, gazing and focusing on interesting components, all at very high visual, spatial, and temporal fidelity. We all have a lifetime of experience with this paradigm. The goal of shader lamps


Figure 5.5: Concept of shader lamps. Physical textures (above) and shader lamp textures (below)
is to enjoy the many advantages of the natural physical interface, in particular the auto-stereoscopic nature of viewing physical objects, and the richness of computer graphics.

## Image-Based Illumination

Normally in the physical world, the color, texture, and lighting associated with the surface of a physical object are an integral part of the object. In computer graphics this is typically modeled with a bidirectional reflection distribution function (BRDF) for the surface. When we illuminate the object with a white light, the surface reflects particular wavelengths of light, and we perceive the respective surface attributes. Because our perception of the surface attributes is dependent only on the spectrum of light that eventually reaches our eyes, we can shift or re-arrange items in the optical path, as long as the spectrum of light that eventually reaches our eyes is the same.

Many physical attributes can be effectively incorporated into the light source to achieve a perceptually equivalent effect on a neutral object. Even non-realistic appearances can be realized. This concept is illustrated in Figure 5.5. We can use digital light projectors and computer graphics to form shader lamps that effectively reproduce or synthesize various surface attributes, either statically, dynamically, or interactively. While the results are theoretically equivalent for only a limited class of surfaces and attributes, the results, described below, are quite realistic and compelling for a broad range of applications.

The need for an underlying physical model is arguably unusual for computer graphics, however it is not for architects [Howard00], artists, and computer animators. In addition, various approaches
to automatic three-dimensional fabrication are steadily becoming a available. Methods include Laminate Object Manufacturing, Stereolithography, and Fused Deposition. It is not unreasonable to argue that three-dimensional printing and faxing is coming. In the mean time, if necessary one can use a 3D probe device. I used such a device (Faro) for the Taj Mahal model shown in figure 5.4.

### 5.2.2 What is New

New contributions of this research presented in this section are as follows.

- I introduce shader lamps as a new mode of visualizing 3D computer graphics. The idea treats illumination basically as a 3D perspective projection from a lamp, and thus, it can be created using traditional 3D computer graphics. I present techniques that can replace not just textures, i.e. diffuse component, but can reproduce virtually any BRDF appearance.
- I present new algorithms to make the process of illumination practical. I first identify a simple radiance adjustment equation for guiding the rendering process and then present methods for the corresponding intensity correction.
- I introduce a new algorithm for determining pixel weights and computing feathering intensities across transitions in projectors' regions of influence in the presence of self-occlusions and depth discontinuities.


### 5.2.3 Previous Work

## Theater and entertainment

Naimark [Naimark84] used a rotating movie camera to film a living room, replete with furniture and people. The room and furniture were then painted white (neutral), and the captured imagery was projected back onto the walls using a rotating projector that was precisely registered with the original camera. This crucial co-location of the capturing and displaying devices is common to most of the current demonstrations that use pre-recorded images or image-sequences. A limited but compelling example of this idea is the projection of pre-recorded video to ani-mate four neutral busts of singing men in the Walt Disney World "Haunted Mansion" (figure 5.6). In addition, a patented projector and fiber-optic setup animates the head of the fictional fortune teller "Madame Leota" inside a real crystal ball [Liljegren90]. Slides of modified photographs augmented with fine details are also used


Figure 5.6: From the Walt Disney World "Haunted Mansion," still cells of animated faces projected onto neutral busts (left), and Madame Leota's head (right)
with very bright projectors to render imagery on a very large architectural scale. For example, in 1952 Paul Robert-Houdin used sounds and colored lights on a building for nighttime entertainment. A well-known modern realization of this idea is the Son et Lumiere (light show) on the Blois castle in the Loire Valley (France). In addition the medium is now being used elsewhere around the world at sites such as the Forum (Rome), the Parthenon (Athens); Greenwich Palace; Independence Hall (Philadelphia); the Pyramids of Giza (Cairo); the Red Fort (Delhi); and the ruins of Teotihuac'n (near Mexico City).

Influenced by Son et Lumiere, Marc Levoy [Levoy00] has experimented with projection of imagery onto small-scale fabricated statues. Instead of photographs, he first renders an image of a stored 3D model similar to our techniques and then manually positions the projector to geometrically register the projected image. The HyperMask project [Morishima00], an exception in terms of automatic registration, involves projecting an animated face onto a moving mask for storytelling. All these systems create compelling visualizations. However, the cumbersome alignment process can take several hours even for a single projector. My technique avoids this problem by exploting the proposed geometric framework to form a 3D geometric understanding using well-known computer vision techniques described and then moves beyond simple image projection to reproduce reflectance properties.

## Tangible luminous interfaces

The Luminous Room project treats a co-located camera-projector pair as an I/O bulb to sense and inject imagery onto flat surfaces in the real physical surroundings of a room or a designated workspace [Underkoffler99]. The work we present here is distinct from, but complementary to, this work. A primary distinction is that their main focus is interaction with the information via luminous (lit) and tangible interfaces. This focus is exemplified in such applications as "Illuminating Light" and
"URP" (urban planning). The latter arguably bears closest resemblance to our work, in particular the interactive simulation of building shadows from sunlight. The approach is to recognize the 2D physical objects (building "phicons") lying in a plane, track their 2D positions and orientations in the plane, and project light from overhead to reproduce the appropriate sunlight shadows. However, we are primarily interested in the use of physical objects as truly three-dimensional display devices for more general computer graphics, visualization and aesthetic (artistic) applications.

## Modeling and rendering architecture from photographs

In the "Facade" project, a sparse set of photographs are used to model and render architectural monuments [Debevec96]. This is a good example of a hybrid approach of using geometry and images to reproduce physical human-made structures. The main challenges are related to the occlusion, sampling, and blending issues that arise when re-projecting images onto geometric models. They face these challenges with computer imagery and analytic models, while in shader lamps, I have to face them with real (light projected) imagery and physical models. It would be useful to use Facade tools to build a hybrid geometry and image model of a university campus, and then use the shader-lamp techniques to animate a scaled physical model, effectively creating a "living diorama" of the campus. To realize the general application of this technique, one must, among other things, have a method for pre-warping the imagery to "fit" the physical object so that it appears correct to local viewers. Some limited 2D warping effects have been achieved by [Dorsey91] to model the appearance of theatrical backdrops so that they appear correct from the audience's perspective. As described in the previous chapter, the two-pass warping method I presented [Raskar98b] can be used for projecting onto non-planar surfaces. I exploit the rendering framework to illuminate potentially non-convex or a disjoint set of objects, and present new techniques to address the alignment, occlusion, sampling and blending issues.

### 5.2.4 The Rendering Process

I introduce the idea of rearranging the terms in the relationship between illumination and reflectance to reproduce equivalent radiance at a surface. As shown in flatland in Figure 5.7, the radiance in a certain direction at point $(x)$, which has a given BRDF in the physical world (left), can be mimicked by changing the BRDF and illuminating the point with a appropriately chosen light source, e.g. a projector pixel (right). Below I identify a radiance adjustment equation for determining the necessary


Figure 5.7: The radiance at a point in the direction (right) The radiance as a result of illumination from a projector lamp. By rearranging the parameters in the optical path, the two can be made equal.
intensity of a projector pixel, given the position and orientation of the viewer and the virtual scene. For a more systematic rendering scheme, I describe the notion of separating the rendering viewthe traditional virtual camera view, from the shading view-the position of the viewer for lighting calculations.

First, let us consider the rendering equation, which is essentially a geometrical optics approximation as explained in [Kajiya86]. The radiance at a visible surface point $(x)$ in the direction $(\theta, \phi)$ that would reach the observer of a physical realization of the scene is

$$
\begin{equation*}
L(x, \theta, \phi)=g(x, \theta, \phi)\left(L_{e}(x, \theta, \phi)+h(x, \theta, \phi)\right) \tag{5.1}
\end{equation*}
$$

where

$$
\begin{equation*}
h(x, \theta, \phi)=\int_{i} F_{r}\left(x, \theta, \phi, \theta_{i}, \phi_{i}\right) L_{i}\left(x, \theta_{i}, \phi_{i}\right) \cos \left(\theta_{i}\right) d \omega_{i} \tag{5.2}
\end{equation*}
$$

and $g(x, \theta, \phi)$ is the geometry term (visibility and distance), $L_{e}(x, \theta, \phi)$ is the emitted radiance of the point (non-zero only for light sources), and $F_{r}\left(x, \theta, \phi, \theta_{i}, \phi_{i}\right)$ is the bidirectional reflection distribution function (BRDF) for the point. The integral in $h(x, \theta, \phi)$ accounts for all reflection of incident radiance $L_{i}\left(x, \theta_{i}, \phi_{i}\right)$ from solid angles $d \omega_{i}$. Radiance has dimensions of energy per unit time, area and solid angle.

Treating the projector lamp as a point emitter, the radiance due to direct projector illumination at the same surface point at distance $d(x)$ but with diffuse reflectance $k_{u}(x)$ is given by,

$$
\begin{equation*}
L^{\prime}(x, \theta, \phi)=g(x, \theta, \phi) k_{u}(x) \frac{I_{P}\left(x, \theta_{P}, \phi_{P}\right) \cos \left(\theta_{P}\right)}{d(x)^{2}} \tag{5.3}
\end{equation*}
$$

where $I_{P}\left(x, \theta_{P}, \phi_{P}\right)=$ radiant intensity of projector in the direction $\left(\theta_{P}, \phi_{P}\right)$, and is related to a discretized pixel value via filtering and tone representation.

We can reproduce equivalent radiance $L^{\prime}(x, \theta, \phi)$ equivalent to $L(x, \theta, \phi)$ for a given viewer location, by solving Eqn. 5.3 for $I_{P}$ :

$$
\begin{equation*}
I_{P}\left(x, \theta_{P}, \phi_{P}\right)=\frac{L(x, \theta, \phi) d(x)^{2}}{k_{u}(x) \cos \left(\theta_{P}\right)} \quad \text { for, } k_{u}(x)>0 \tag{5.4}
\end{equation*}
$$

Thus, as long as the diffuse reflectance $k_{u}(x)$ is nonzero for all the wavelengths represented in $L(x, \theta, \phi)$, we can effectively represent the surface attribute with appropriate pixel intensities. In practice, however, the range of values we can display are limited by the brightness, dynamic range and pixel resolution of the projector. Thus for example, we can not make a red surface appear green because for the wavelength of light corresponding to green color, the diffuse reflectance of a red object $\left(k_{u}^{\text {green }}=0\right)$. We also cannot project on objects with mirror-like BRDF because the diffuse reflectance is zero.

The rendering process here involves two viewpoints: the user's and the projector's. A simple approach would be to first render the image as seen by the user, which is represented by $L(x, \theta, \phi)$, and then use traditional image-based rendering techniques to warp this image to generate the intensity-corrected projected image, represented by $I_{P}\left(x, \theta_{P}, \phi_{P}\right)$ [Chen93, McMillan95]. Thus, in one way, this is equivalent to rendering and warping the image followed by intensity correction. This is the 2 -pass method of the general rendering framework. For a changing viewer location, view-dependent shading under static lighting conditions can also be implemented [Debevec98, Levoy96, Gortler96]. However, the warping can be avoided in the case where the display medium is the same as the virtual object. A special case of the general rendering method is required: For a single-pass rendering, we treat the moving user's viewpoint as the shading view. Then, the image synthesis process involves rendering the scene from the projector's view, by using a perspective projection matrix that matches the projector's intrinsic and extrinsic parameters, followed by radiance adjustment. The separation of the two views offers an interesting topic of study. For example, for a static projector, the visibility and view-independent shading calculations can be performed just once even when the user's viewpoint is changing.

To realize a real-time interactive implementation I use conventional 3D rendering APIs, which only approximate the general rendering equation. The BRDF computation is divided into view-dependent specular, and view-independent diffuse and ambient components. View-independent shading calculations can be performed by assuming the rendering and shading view are the same. (The virtual shadows, also view-independent, are computed using the traditional two-pass


Figure 5.8: (a) A green paper illuminated with white light (b) The white diffuse surface on the right is illuminated with green light. In this special case, the secondary scattering off the white surface below is similar for both parts
shadow-buffer technique.) For view-dependent shading, such as specular highlights (Figure 5.3), however, there is no existing support to separate the two views. A note at the end of this section describes a simple modification that allows rendering view-dependent shading without additional cost.

## Secondary Scattering

Shader lamps are limited in the type of surface attributes that can be reproduced. In addition, since we are using neutral surfaces with (presumed) diffuse characteristics, secondary scattering is unavoidable and can potentially affect the quality of the results. When the underlying virtual object is purely diffuse, sometimes the secondary scattering can be used to our advantage. The geometric relationships, also known as form factors, among parts of the physical objects, are naturally the same as those among parts of the virtual object. Consider the radiosity solution for a patch $i$ in a virtual scene with $m$ light sources and $n$ patches:

$$
\begin{equation*}
B_{i-\text { intended }}=k_{d_{i}} \sum_{j} B_{j} F_{i, j}=k_{d_{i}}\left(\sum_{1 \leq j \leq m} B_{j} F_{i, j}+\sum_{m+1 \leq j \leq m+n} B_{j} F_{i, j}\right) \tag{5.5}
\end{equation*}
$$

Here $k_{d}$ is the diffuse reflectance, $B_{j}$ is the radiance of patch $j$, and $F_{i, j}$ is the form factor between patches. Using shader lamps to reproduce simply the effect of direct illumination (after radiance adjustment), we are able to generate the effect of $m$ light sources:

$$
\begin{equation*}
B_{i-\text { direct }}=k_{d_{i}} \sum_{1 \leq j \leq m} B_{j} F_{i, j} \tag{5.6}
\end{equation*}
$$

However, due to secondary scattering, if the neutral surfaces have diffuse reflectance $k_{u}$, the perceived radiance also includes the secondary scattering due to the $n$ patches, and that gives us

$$
\begin{equation*}
B_{i-\text { actual }}=B_{i-\text { direct }}+B_{i-\text { secondary }}=k_{d_{i}} \sum_{1 \leq j \leq m} B_{j} F_{i, j}+k_{u} \sum_{m+1 \leq j \leq m+n} B_{j} F_{i, j} \tag{5.7}
\end{equation*}
$$

The difference between the desired and perceived radiance is

$$
\begin{equation*}
\left|\left(k_{d_{i}}-k_{u}\right)\left(\sum_{m+1 \leq j \leq m+n} B_{j} F_{i, j}\right)\right| \tag{5.8}
\end{equation*}
$$

Thus, in scenarios where $k_{d}$ and $k_{u}$ are similar, we get approximate radiosity for "free" projection of even a simple direct illumination rendering produces believable "spilling" of colors on neighboring parts of the physical objects. From the equation above, the secondary contribution from the neutral surfaces is certainly not accurate, even if we reproduce the first bounce exactly,. The difference is even larger when the virtual object has non-lambertian reflectance properties. In some cases it may be possible to use inverse global illumination methods so that the projected image can more accurately deliver the desired global illumination effect. Figure 5.8 shows a green and a white paper with spill over from natural white and projected green illumination. In this special case, the secondary scattering off the horizontal white surface below is similar for both parts.

## Illumination of All Visible Surfaces

One may wonder, given a physical object, what is a good set of viewpoints for the lamps, so that every visible surface is illuminated by at least one lamp. This problem is addressed by [Stuerzlinger99], where he finds, using a hierarchical visibility algorithm, a set of camera viewpoints such that every visible part of every surface is imaged at least once. The problem of determining an optimal set of viewpoints is NP-hard and is related to the art gallery problem [O'Rourke87] known in the field of computational geometry.

### 5.2.5 Methods

The image-based illumination of physical objects has been explored by many. But, I believe, two main challenges have kept the previous efforts to only expensive, large scale, or one-off implementations.
(a) First, the geometric registration problem, which is cast as matching the projection of a single 2D image with an object. The projection of a perspective device has up to 11 degrees of freedom (6 external and 5 internal) [Faugeras93], therefore, any effort to manually achieve the registration is likely to be extremely tedious. We propose a new simple technique below.
(b) The second problem, which appears to be largely unexplored, is the complete illumination of non-trivial physical objects in presence of shadows due to self occlusion. I illuminate the shadowed parts of the object by adding more projectors and then address the issue of merging overlapped images from multiple projectors.

With the advent of digitally-fed projectors and real-time 3D graphics rendering, a new approach for image-based illumination is now possible. I approach these problems by exploiting the 3D geometric relationship between the projector, display surface and the user, as described in the proposed framework. Below, I describe an important intensity correction step and the solution for dealing with self-shadows.

In what follows, I describe the actual procedure I, along with my colleague Kok-lim Low, used to achieve the results shown in the images in this chapter.

## Authoring and Alignment

One of the important tasks in achieving compelling visualization is to create the association between the physical objects and the graphics primitives that will enhance those objects when projected. For example, how do we specify which texture image should be used for the face of a building model, or what color distribution will look better for a physical object? We need the physical object as well as its geometric 3D representation, and real or desired surface attributes. As mentioned earlier, many hardware and software solutions are now available to scan/print 3D objects and capture/create highly detailed, textured graphics models. I have demonstrated how the authoring can also be done interactively by "painting" directly on top of the physical objects. I have also shown how the result of the user interaction can be projected on the objects and also stored on the computer. Ideally, a more sophisticated user interface would be used to create and edit graphics primitives of different shape, color and texture.

To align a projector, first we approximately position the projector and then adapt to its geometric relationship with respect to the physical object. That relationship is computed by finding
projector's intrinsic parameters and the rigid transformation between the two coordinate systems. This is a classical computer vision problem [Faugeras93] addressed in the last chapter and solved using camera-based feedback. Here we use a different approach. We take a set of fiducials with known 3D locations on the physical object and find the corresponding projector pixels that illuminate them. This allows us to compute a $3 \times 4$ perspective projection matrix up to scale, which is decomposed to find the intrinsic and the extrinsic parameters of the projector. The rendering process uses the same internal and external parameters, so that the projected images are registered with the physical objects.

## Intensity Correction

The intensity of the rendered image is modified on a per-pixel basis to take into account the reflectance of the neutral surface, the local orientation and distance with respect to the projector using Equation 5.4. Since the surface normals used to compute the $1 / \cos \left(\theta_{P}\right)$ correction are available only at the vertices in polygonal graphics models, we exploit the rendering pipeline for approximate interpolation. We illuminate a white diffuse version of the graphics model (or a model matching appropriate $k_{u}(x)$ of the physical model) with a virtual white light placed at the location of the projector lamp and render it with black fog for squared distance attenuation. The resultant intensities are smooth across curved surfaces due to shading interpolation and inversely proportional to $\left(d(x)^{2} / k_{u}(x) \cos \left(\theta_{P}\right)\right)$ factor. To use the limited dynamic range of the projectors more efficiently, we do not illuminate surfaces with $\left|\theta_{P}\right|>60$ (since, for $|\theta| \in[60,90]$ the range $1 / \cos (\theta) \in[2, \infty]$ ). This avoids the low sampling rate of the projected pixels on oblique surfaces and also minimizes the mis-registration artifacts due to any errors in geometric calibration. During the calculations to find the overlap regions (described below), highly oblique surfaces are considered not to be illuminated by that projector. See Figure 5.10 for an example.

## Occlusions and Overlaps

For complete illumination, using additional projectors is an obvious choice. This leads to the more difficult problem of seamlessly merging images from multiple projectors. A naive solution may involve letting only a single projector illuminate any given surface patch. But, there are two main issues when dealing with overlapping CRT, LCD or DLP projectors, which compel the use of feathering (or cross-fading) of intensities. The first is the lack of color equivalence between


Figure 5.9: Intensity weights using feathering methods. The plots show the contribution of projectors $A, B$ and $B^{\prime}$ and the resultant accumulation $A+B$ and $A+B$ ' along the lit planar surface. Our technique, shown in (d), creates smooth weight transitions. (a) Simple intensity ramps on planar overlap create smooth transitions. (b) Weights computed using surface normals are no sufficient. (c) Occluders create sharp transitions (d) Our solution, which considers depth continuity, maintains the local smoothness of intensity weights.
neighboring projectors [Majumder00], due to manufacturing process and temperature color drift during their use. The second is our desire to minimize the sensitivity to small errors in the estimated geometric calibration parameters or mechanical variations.

Feathering, as described in Chapter 2 and 3, is commonly used to generate seamless panoramic photomosaics by combining several views from a single location [Szeliski97]. Similar techniques are exploited in multi-projector wide-field-of-view displays [Panoram, Trimensions, Raskar99a], and two-dimensional arrays of flat projections. In such cases, the overlap region is typically a (welldefined) contiguous region on the display surface as well as in each projector's frame buffer. In the algorithm used in [Szeliski97, Raskar99a] the intensity of a pixel is weighted proportional to the Euclidean distance to the nearest boundary (zero contribution) pixel of the (projected) image. The per-pixel weights are in the range $[0,1]$. They are multiplied to the pixel intensities in the final rendered image. The pixels weights near the boundary of a source image are near zero and the pixels contribute very little, so that there is a smooth transition to the next source image. This leads to the commonly seen intensity roll-off as shown in Figure 5.9(a). Under ideal conditions and assuming color equivalence, the weight contribution of both projectors $A+B$ adds up to 1 . Even when projector $B^{\prime}$ s color response is different than that of $A$ (say, attenuated-shown as $B^{\prime}$ ), the resultant $A+B^{\prime}$ (shown in blue) transitions smoothly in the overlap region.

This weight assignment strategy works well only when the target image illuminates a smooth continuous surface at and around the overlap. In our case, the physical model is usually made up of non-convex objects or a collection of disjoint objects resulting in shadows, fragmented overlap regions and, more importantly, overlap regions containing surfaces with depth discontinuities, as shown in Figure 5.9(c) with a simple occluder. Now, with unequal color response, the resultant weight distribution $A+B^{\prime}$ has offending sharp changes, e.g. at points $f$ and $g$. This situation is analogous to image-based rendering (IBR), where warping a single depth-enhanced image creates dis-occlusion artifacts. When multiple source images are warped to the target image, the color assigned to a pixel needs to be derived (from either a single image where they overwrite each other or) as a weighted combination of corresponding pixels from source images. The feathering, which actually blurs the result, is usually necessary to overcome (minor) color difference in corresponding pixels in input images and to hide ghosting effects (due to small mis-registration errors). One of the few solutions to this is proposed by [Debevec98], in which they scale the intensities by weights proportional to the angles between the target view and the source views. As mentioned in their paper, "it does not
guarantee that the weights will transition smoothly across surfaces of the scene. As a result, seams can appear in the renderings where neighboring polygons are rendered with very different combinations of images." The plots in Figure 5.9(b) show a sample weighting scheme based on a similar idea and the corresponding problems. Below, we present a global solution using a new feathering algorithm that suits IBR as well as shader lamps.

The algorithm is based on the following guidelines:

1. The sum of the intensity weights of the corresponding projector pixels is one so that the intensities are normalized;
2. The weights for pixels of a projector along a physical surface change smoothly in and near overlaps so that the inter-projector color differences do not create visible discontinuity in displayed images; and
3. The distribution of intensity weights for a projector within its framebuffer is smooth so that small errors in calibration or mechanical variations do not result in sharp edges.

Compare this with the guidelines used in subsection 4.1.2 for generalized panoramic displays. For panoramic displays, the illuminated surface is continuous and the conditions (2) and (3) are essentially the same. In the presence of depth discontinuities, we need to consider the relationship among neighboring pixels in a framebuffer as well as among pixels that illuminate neighboring points on the display surface.

In practice, it is easier to achieve (or maintain) precise geometric calibration than to ensure color equality among a set of projectors over a period of time [Majumder00]. This makes condition (2) more important than (3). But, it is not always possible to satisfy condition (2) or (3) (e.g. if the occluder moves closer to the plane so that $f=g$ in Figure 5.9) and hence they remain as guidelines rather than rules.

The three guidelines suggest solving the feathering problem, without violating the weight constraints at depth discontinuities and shadow boundaries. Traditional feathering methods use the distance to the nearest boundary pixel to find the weight [Szeliski97, Raskar99a]. Instead, we first find pixels corresponding to regions illuminated by a single projector and assign them an in-tensity weight of 1 . Then, for each remaining pixel, the basic idea behind our technique is to find the shortest Euclidean distance to a pixel with weight 1, ignoring paths that cross depth discontinuities.

The assigned weight is inversely proportional to this distance. Figure 5.9 (d) shows the result of the new feathering algorithm in flatland for two projectors. Even under different color responses, the algorithm generates smooth transitions (see $A+B^{\prime}$ ) on the planar surface in presence of shadows and fragmented overlaps. The algorithm can be used for three or more projectors without modification. For a practical implementation, we use two buffers-an overlap buffer and a depth buffer. The depth buffer is updated by rendering the graphics model. The overlap buffer contains integer values to indicate the number of overlapping projectors for each pixel. The overlap regions (i.e. overlap count of two or more) are computed using the traditional shadow-buffer technique. The algorithm follows.

At each projector,

- Compute boundaries between regions of overlap count 1 and $>1$
- Compute depth discontinuities using edge detection in depth buffer
- For each pixel in overlap region
* Update shortest distance to overlap count==1 region ignoring paths crossing depth discontinuity

At each projector,

- For each pixel in overlap region
* Find all corresponding pixels in other projectors
* Assign weights inversely proportional to the shortest distance

For some pixels in the overlap region, such as region $[\mathrm{h}, \mathrm{i}]$ for projector A , no nearest pixel with overlap count of 1 can be found, and so the shortest distance is set to a large value. This elegantly reduces the weight in isolated regions and also cuts down unnecessary transition zones. Figure 5.10 shows the set of images for the illumination of a vase, including weights and intensity corrected images. Please refer to my later work [Raskar02a] for a robust method that incorporates view-dependent calculations.

### 5.2.6 Advantages

A key benefit of SAR is that the user does not need to wear a head-mounted display. In [Bryson97] various advantages of spatially immersive displays over head-mounted displays have been noted. SAR shares similar benefits. In SAR, large field-of-view images can be generated with greater


Figure 5.10: The vase is illuminated by two projectors.(a-b) Images rendered by first and second projectors. ( $c-d$ ) The intensity weight images, including elimination of oblique parts, and correction for surface orientation and overlap (e-f) Final projected images after intensity normalization.
amount of integration of virtual objects with real world and also to improve sense of immersion if necessary. Projector-based SAR allows possibly higher resolution and bright images of virtual objects, text or fine details. Since virtual objects are typically rendered near their real-world location, eye accommodation is easier.

### 5.2.7 Problems

The most crucial problem with projector-based SAR is its dependence on display surface properties. A light colored diffuse object with smooth geometry is ideal. It is practically impossible to render vivid images on highly specular, low reflectance or dark surfaces. The ambient lighting can also affect the contrast of the images. This limits application of SAR to controlled lighting environments with restrictions on type of objects with which virtual objects will be registered. SAR also allows only one active head-tracked user at any instant in the environment because the images are created in the physical environment rather than in individual user space. Time multiplexed shuttered glasses can be used to add more users that are active and head- tracked.

### 5.2.8 Implementation

I implemented this system with great support from Kok-lim Low. For the setup, we used two Sony VPL6000U projectors displaying at $1024 \times 768$ resolution. The OpenGL rendering programs run on a Windows NT PC with Wildcard graphics card. The vase is made up of clay and is approximately $12 \mathrm{~cm} \times 12 \mathrm{~cm} \times 35 \mathrm{~cm}$. The Taj Mahal model is wooden and spray painted white. The dimensions are approximately $70 \mathrm{~cm} \times 70 \mathrm{~cm} \times 35 \mathrm{~cm}$. Both objects were scanned with a 3D touch probe sensor which gives readings with an accuracy of 0.5 mm . Since the vase is a surface of revolution, we recorded points on the curve and created a surface model using Rhino3D modeling package. The Taj Mahal was scanned in by recording key features. (We collected approximately 100 points for the Taj Mahal, and 25 for the vase.) The vase model is made up of 7000 triangles. The Taj Mahal model is made up of 21,000 triangles and 15 texture maps. For the specular highlight effects, we used the Origin Instruments DynaSight optical tracking system to find the viewer location.

The projectors are calibrated by finding pixels that illuminate known 3D fiducials on the model. Selected approximately 20 points on the model. Then we align a projected cross-hair by moving it in the projector image-space. The $3 \times 4$ perspective projection matrix and its decomposition into internal and external parameters of the projector are computed using Matlab. The rendering process uses these


Figure 5.11: Top left: We used a $3 D$ touch probe scanner to create a $3 D$ model of the real object. Top right: The projectors are calibrated with respect to the model finding which pixels (the center of the cross) illuminate known 3D features. Bottom: The setup with projectors and the illuminated TajMahal model.
parameters so that the projected images are registered with the model. It takes less than five minutes to calibrate each projector. Typically the maximum re-projection error was less than two pixels and the images from the two projectors appear geometrically aligned on the physical model. The intensity weights for projector pixels are computed during preprocessing and it takes approximately 10 second for each projector. The intensities during rendering are modified using alpha blending available in the graphics hardware.

## Appendix

As described in Subsection 5.2.4, while the rendering view defined by the projector parameters remains fixed, the shading view is specified by the head-tracked moving viewer. For view-independent shading, e.g. diffuse shading, calculations the two views can be assumed to be the same. For view-dependent shading calculations, I show a minor modification to the traditional view setup to achieve the separation of the two views in a single pass rendering. There is no additional rendering cost. The pseudo-code below shows the idea using as example OpenGL API.

```
gIMatrixMode( GL_PROJECTION );
gILoadMatrix( intrinsic matrix of projector );
gIMultMatrix( xform for rendering view );
glMultMatrix( inverse(xform for shading view) );
gIMatrixMode( GL_MODELVIEW );
glLoadMatrix( xform for shading view );
// set virtual light position(s)
// render graphics model
```


### 5.3 Summary

The geometric framework for projector based graphics allows a useful partnership between the physical display surface and the displayed virtual model. In this chapter, I exploited this relationship to show that projectors can be effectively used to display on and augment real objects. The visualization method is compelling for a variety of applications including training, architectural design, art and entertainment. I believe the notion of viewing the result of computer generated rendering in the context of other real objects will inspire some interesting directions in the field of computer graphics and computer vision. In the next chapter, I explore some of these leads based on future extensions of the general framework.

## CHAPTER 6

## New Territories

I have focussed on techniques for creating image based illumination with traditional computer graphics. However, additional technologies such as tracking, intelligent sensing, vision-based recognition and smart building blocks can take this medium into new territories. I believe the potential of the proposed framework extends much beyond what I have described. In this chapter, by using the same geometric framework, I explore more applications possible today and in the future. The applications involving quantities beyond the components of the geometric framework are discussed in the next chapter under 'Future work'.

### 6.1 Static Illumination

## Object Textures

In the simplest form, techniques such as shader lamps can be used to dynamically change the color of day-to-day objects, to add useful information in traditional tasks or to insert instructional text and images. For example, engineers can mark the areas of interest, like drilling locations, without affecting the physical surface. As seen in the Taj Mahal example (Figure 5.4), we can render virtual shadows on scaled models. City planners can move around such blocks and visualize global effects in 3D on a tabletop rather than on their computer screen. Since 2001, Hiroshi Ishii et al have started to look beyond flat tabletops to augment (morphable) terrains [Piper02].

For stage shows, we can change not just the backdrops, but also create seasons or aging of the objects in the scene. Instead of beaming laser vector images haphazardly onto potentially non-planar surfaces and hoping they do not get too distorted, we can create shapes with laser display on large
buildings by calibrating the laser device with respect to a 3D model of the buildings. We can also induce apparent motion, by projecting animated texture onto stationary objects. In [Raskar02c], I have described a collection of techniques to create believable apparent motion. Interesting nonphotorealistic effects can also be generated using recently available real time rendering algorithms [Raskar01a].

## Interactive surface probing

An interactive 3D touch-probe scanning system with closed-loop verification of surface reconstruction (tessellation) could be realized by continuously projecting enhanced images of the partial reconstruction on the object being scanned. This will indicate to the person useful information while scanning, such as the required density of points, the regions that lack samples and the current deviation of the geometric model from the underlying physical object.

## Inverse Global Illumination

As described in subsection 5.2.4, secondary scattering of projected light affects the quality of displayed images. Using an inverse global illumination approach, it may be possible to achieve desired radiance by pre-distorting the intensities of projector pixels. Assuming controlled lighting conditions, the global approach will require complete geometric and photometric understanding of the display environment. The geometric framework can be used to predict the desired images and hence the incident irradiance on display portals due to direct illumination from the projectors. Note that, the desired images are updated depending on the changes in viewer location and the virtual 3D model. Hence, the intensity pre-distortion parameters for each projector-pixel need to be re-computed.

## Rendering Libraries

The framework allows a unified approach for rendering and calibration in projector based system. This is ideal for developing software libraries and API's for projector-based systems. They can be targeted for single or multi-projector displays. The WireGL [Humphreys01] paradigm allows integration of traditional rendering code with tiled projector arrays. WireGL can be modified to take into consideration various other techniques presented in this dissertation. Currently, in WireGL, the modifiable rendering parameters for a projector are limited. The parameters are defined by
the illuminated rectangular extents in the complete displayed image. This simple specification is sufficient because each projector is expected to create a rectangular image. For more flexible operation of the projector, we can modify the API to support specification of all the three geometric components that constitute the proposed framework.

For example, as described in Section 4.2 [Raskar00], for planar displays, keystone correction can be effectively implemented by inserting the homography matrix in the stack of perspective projection matrices in 3D graphics rendering. Yang et al. [Yang01a] have used a similar technique for multi-projector planar displays and have modified WireGL so that they can use an updated projection matrix.

In the future, the geometric and blending can be supported directly on the projector in hardware. The rendering APIs will allow seamless communication with the projector for specification of parameters of all the three geometric components and the virtual scene.


Figure 6.1: In the geometric framework for applications discussed so far, the projector and display surface is assumed static (left). However, the same geometric relationship can be expressed for dynamic projector and movable display surfaces (right).

### 6.2 Tracking, Detection and Control

In the last two chapters we presented techniques for a head-tracked moving user, but assumed that projector and display surfaces are static (Figure 6.1 left). However, the geometric framework is valid
even when the projector or display surface is movable (Figure 6.1 right). Let us consider the three possibilities when one of the three components- the user, projector or display surface, is dynamic.

### 6.2.1 User tracking

User location is crucial for view-dependent effects. As we saw in the last chapter, with simple head tracking, a clay vase can appear to be made of metal or plastic. We could also render other viewdependent effects such as reflections. The concept can be extended to some larger setups. Sculptors often make clay models of large statues before they create the molds. It may be useful for them to visualize how the geometric forms they have created will look with different materials or under different conditions in the context of other objects. By projecting guiding points or lines (e.g. wireframe), from the computer models, the sculptors can verify the geometric correctness of the clay models.

Image-based illumination can be very effectively used in movie studios where static miniature sets are painstakingly built and then updated with fine details. By projecting detailed textures on coarse geometry, the work can be completed with sophisticated photo-editing programs. Modification of such sets becomes much easier. The same idea can be further used to simplify the match-moving process as well. Match-moving involves registering synthetic 3D elements to a live shot. The difficulty arises in accurately determining the eleven camera parameters, intrinsics and pose, at every frame of the shot. During post-processing, those exact camera parameters are needed for rendering the 3D elements. Using spatially augmented reality, we can instead project the synthetic 3D elements directly onto the miniature sets. If the synthetic element is a moving character, we can project simply the silhouette. In either case, the 3D elements will appear perspectively correct with appropriate visibility relationships with respect to the camera. Recall the important advantage of SAR over head-mounted augmented reality regarding dynamic mis-registration - reduced or no sensitivity to errors in rotation. The same idea can be exploited here. In fact, the projection of perspectively correct images on the miniature set requires only the 3D location of the camera optical center (3 parameters). It depends neither on the five internal parameters nor on the three rotational parameters of the camera. The reduction in search space can greatly improve the match-moving registration quality.

### 6.2.2 Projector tracking

Projectors are getting lighter and smaller. They are now routinely called micro-mobile and ultraportable. If such a projector becomes movable, does it enable new applications?

## Changing Pose

Using steerable but otherwise fixed projectors, [Yang01a] and [Pinhanez01] have created interesting applications. In [Yang01a], Ruigang Yang et al. at UNC have described a planar seamless display using a set of projectors whose beams can be steered using a rotating mirror. For image generation they use the same geometric framework and exploit the technique described in subsection 4.2.4. In [Pinhanez01], Claudio Pinhanez describes the 'Everywhere Display' projector to augment planar surfaces in offices with pre-warped two-dimensional sprites.


Figure 6.2: Extending the geometric framework to tracked projectors: The projector, augmented with a camera and tilt sensor, can automatically detect relative orientation with respect to a vertical planar screen. The three angles can be used for keystone-correction without the aid of any external devices.

Recently, I have created a so called self-correcting projector [Raskar01b] briefly mentioned in Chapter 3. The projector can be moved along all six degrees of freedom. One of the applications is automatic keystone correction of the projected image on a planar screen. For this specific goal, it is sufficient to compute only the three rotational parameters in the transformation between the projector coordinate system and the coordinate system attached to the planar screen. The three translation parameters are not required due to the similarity up to scale and two degrees of freedom for the choice of illuminated rectangle in the display plane. The three rotational angles are computed automatically in near-real time as follows. The elevation and roll, which are angular displacements out of the horizontal plane are detected using gravity-based tilt-sensors (Figure 6.2). The azimuth angle in the horizontal plane is computed using a rigidly attached camera which analyzes the projected image. I
believe this is the first self-tracked self-contained movable projector system. No external fiducials, which can be fixed in the world coordinates to create Euclidean frame of reference, are needed. It is possible to simply lift the projector, aim at any vertical wall and display a rectangular image which is aligned with world horizontal. In the future, I plan to add support for tracking translational parameters of the projector. This will allow me to use movable projector to display stabilized images on non-planar objects.

## Changing Internal Parameters

The pin-hole projection model has been a powerful abstraction for representing geometric relationships. However, in addition to the internal and external parameters, the projection model can be improved by considering the optics, e.g. radial distortion, aperture and focus issues, of a realistic projector. Majumder and Welch [Majumder01] at UNC have used optical properties, such as the focus, dynamic range and color gamut of a projector to create novel effects, in what they call 'Computer Graphics Optique'. The idea is to exploit overlapping projectors to superimpose and add images rendered by separate graphics pipelines. For example, the effective color gamut of a displayed image can be improved beyond the range of a single projector. Further, the rendering computation cost in some cases is lower compared to the traditional multi-pass accumulation on a single rendering pipeline.

The basic geometric framework can be improved by reparameterizing the projection model to support different lens models and photometric quantities. By dynamically detecting the change in optical and photometric properties of a projector we can increase the degrees of freedom in the components of the framework. As described above, a more flexible but unified framework may enable a wider range of applications.

### 6.2.3 Illuminating dynamically moving objects

We can extend the framework in a different direction by allowing the display surface to move. There are two choices for the type of image generation. The virtual object may remain fixed in the world coordinates or appear to move with the display surface. If the display portal is used as a window into the virtual world, the desired view of the user should be maintained so that changes in display surface position remain transparent to the user. On the other hand, for example, in spatially augmented reality,
the display surface is expected to retain its current state of shading and remain attached to associated virtual objects. In both cases, the geometric framework can be used with a minor modification. In the first case, the virtual object in not transformed and stays attached to the world coordinate system. In the second case, the virtual object is transformed in the same manner as the display surface.

A movable display portal that remains transparent to the user can be used, for example, for a magic lens system [Bier93]. The user can move around display surface and the virtual objects behind it become 'visible'. A movable and tracked white paper when illuminated can provide an x-ray vision of parts inside an engine or cables behind a wall.

We can instead illuminate real objects so that the surface textures appear glued to the objects even as they move. To display appropriate specular highlights and other view dependent effects, it may be easier to move the object in a controlled fashion rather than track one or more users. For example, in showroom windows or on exhibition floors, one can show a rotating model of the product in changing colors or with different features enhanced. When users can be assumed to be watching from near a sweet spot, rotating along a fixed axis allows a single degree of freedom but enables multiple people to simultaneously look at the enhanced object without head-tracking.


Figure 6.3: Extending the geometric framework to tracked display surfaces: Two projectors illuminate tracked white objects.

A good example of a display with six-degree of freedom movement is a compelling 3D paint system built by Deepak Badhyopadhyay et al [Bandyo01] at UNC (Figure 6.3). A two-handed painting interface allows interactive shading of neutral colored objects. Two projectors illuminate the tracked object held in one hand and a paintbrush in the other hand. The painted-on appearance is preserved throughout six-degree of freedom movement of the object and paintbrush. There is no intensity feathering, so regions in projector overlap may appear brighter. The intensity blending algorithm presented in subsection 5.2.5 works in the presence of depth discontinuities, but is too slow
to work in real time. Robust intensity blending of two or more projector on a movable display surface remains an interesting research problem.

Intensity blending, without explicit feathering can be used for some new applications. Consider an interactive clay modeling system as a 3D version of "connect-the-dots" to provide feedback to a modeler. For example, two synchronized projectors could successively beam images of the different parts of the intended 3D model in red and green. A correct positioning of clay will be verified by a yellow illumination. On the other hand, incorrect position of the surface will result in two separate red and green patterns. After the shape is formed, the same shader lamps can be used to guide painting of the model, or the application of a real material with matching reflectance properties.

## Smart building blocks

Recently smart building blocks that look like LEGO pieces are becoming available. They intelligently identify their own 3D structure and topology. This idea is being used primarily as tangible interaction and graphical interpretation for three dimensional model building [Anderson00]. I believe it will be even more interesting if one can add texture and surface properties to the geometrical form created using the blocks.

### 6.3 Vision-based input

## Self calibration

Using a vision-based input, it is possible to build a self-tracking and/or self-correcting projector. Seales et al [Seales99] have improved the traditional passive stereo reconstruction algorithm, by using a camera-projector pair. Their technique is based on computation of pre-warped images that are projected into the scene and re-imaged by synchronized camera. Yang and Welch [Yang01b], go a step further and allow automatic and continuous projector display surface calibration using routinely projected imagery. Although these techniques are similar in spirit to the active structured light approach, they solve an important piece of the puzzle: they behave like the unobtrusive passive correlation-based methods so that uninterrupted display applications can be built. Using their proposed stochastic framework, it may be possible to estimate changes in projector internal and external parameters. The self-correcting projector (augmented with acceleration sensors)
[Raskar01b] described earlier can be extended to allow adjustment on non-planar surfaces, beyond planar keystone correction.

## Shadow Elimination

Vision-based input can also improve the intensity blending in presence of self-occlusion and depth discontinuities described in subsection 5.2.5. In that algorithm, I considered compensating for shadows due to known static 3D elements. What if the display surface is static but the shadows are due to moving elements, e.g. due to human interaction in the light path? By exploiting the geometric framework, but without explicit information about the occluder, we can represent the inverse relationship between projector and shadows. This will build a mapping between a point in shadow region and the corresponding pixels in one or more projectors that could have illuminated the point. Jaynes et al. [Jaynes01] and Sukhthankar et al. [Sukthankar01] have proposed methods to compensate for shadows in front projection displays. However, both the proposed methods limit their techniques to analysis in planar screen space. This results in shadow fill-in by a different projector without feathering near the shadow boundaries. Using the geometric framework, they can eliminate the artifacts of sharp transitions at shadow boundaries. Further, shadow elimination can be extended to non-planar surfaces by creating implicit projector pixel correspondence.

### 6.4 Summary

In this chapter, I have described how the framework can enable applications of projector-based graphics in new territories, by relaxing geometric constraints and augmenting the projectors with sensing technologies. The possibilities include allowing and detecting movement of user, projector and display surfaces. In the next chapter, I summarize the research presented in this dissertation and describe future directions possible beyond purely geometric approaches.

## CHAPTER 7

## Conclusion

Projectors can be arranged into electronic displays that offer large, bright, and high resolution images. However, despite their unique characteristic, until now, such electronic displays have been mostly flat and rectangular. Even the growth of computer graphics has followed this limitation. To extend the use of projector, in this research, I have presented a structured approach. Some of the major opportunities include projecting on irregularly shaped surfaces, seamlessly blending overlapping projector images and achieving complete illumination of closed objects.

In this closing chapter I revisit the issue of using the general framework for projector based 3D computer graphics. I analyze the benefits and limitations of using projectors. I summarize the major points presented in this dissertation and suggest areas for future exploration.

### 7.1 Synopsis

Let us review the major points presented in this dissertation. I have presented a conceptual framework for using projectors with 3D computer graphics. It has been addressed from a geometric viewpoint with some secondary discussion about photometric issues.

### 7.1.1 Projector as the dual of a camera

For a projector or a camera, the analytic projection model mapping 3D points to 2D image pixels, can be expressed using the same set of parameters. A projector, similar to a camera, is a 3D perspective projection device. I introduced a framework to express the relationship between a point on the 3D virtual scene and the corresponding pixel in the projected image. Based on a simple
approximation, i.e. a pin-hole projection model of the projector, I introduced a rendering framework to render and display images of 3D virtual scenes on irregularly shaped display surfaces. The main problem of computing images for a projector under any geometric configuration of the display environment, can be described based on this rendering framework. The framework leads to a better understanding of the calibration needs for the geometric components for a single or multi-projector display application. The geometric components involved are projection parameters of the projector, the geometric representation of the display surface and the 3D user location. The duality between a projector and a camera motivates the use of many computer vision and image-based rendering techniques in projector-based display systems.

### 7.1.2 Past, Present and Future

I have focussed on three different types of applications to demonstrate the usefulness of the conceptual framework. The three areas are (i) classic applications that have been popular for years, (ii) new applications that are now possible because of the framework and (iii) future extensions of projectorbased systems.

Some classic projection-based applications that have been popular in the past are panoramic immersive displays and planar tiled displays. Traditionally, such displays have been difficult to setup and use due to the mechanical alignment or manual calibration required before a single or a set of projectors can be used. The conceptual framework can be effectively used to reformulate these difficulties and express the relationship between the various components of the display environment using geometric components mentioned above. It is then possible to render images for the given display configuration and liberate us from the cumbersome process of mechanically achieving the intended configuration.

The framework also enables a new class of applications that can be realized today with new graphics rendering techniques. In addition to using projectors to illuminate screens and walls, one can project images on everyday physical objects. The approach is to populate the real world with virtual objects, in what I call spatially augmented reality, similar in spirit to head-mounted augmented reality. In addition, I introduced the idea of Shader Lamps where we can change the apparent BRDF of a physical object.

In the future, additional advanced technologies such as object tracking, sensors, vision-based recognition and smart-building blocks can take the conceptual framework further into new application
domains. I briefly explained the possibilities for extending the use of projectors using the ideas in various other fields.

### 7.1.3 Image-Based Illumination

The geometric framework enables a wider range of applications and leads to novel calibration and rendering methods. The main goal of a 3D rendering program used with a projector-based displays is to compute the images that will illuminate 3D surfaces. Throughout this dissertation I have focussed on the following subproblems. They are (i) finding relationship between the projectors and the surfaces they illuminate (ii) achieving geometric registration between overlapping projectors and (iii) intensity blending. I have described the issues, sources of errors, algorithms, and results in each of these three subproblems.

### 7.2 Projectors and 3D Computer Graphics

In this research I have explained the need to treat projector-based 3D graphics separate from conventional 3D graphics. The computer graphics techniques for CRT monitors or flat LCD panels can be directly used for projectors when they create flat, rectangular images. However, projector-based displays have three unique characteristics that have traditionally been left largely unexploited. First, the size of the projector is much smaller than the size of the displayed image. Second, images from two or more overlapping projectors can be effectively superimposed and added on the display surface. Finally, the surface on which images are displayed need not be planar. This flexibility leads to new opportunities and challenges.

### 7.2.1 Advantages

Let us compare projector-based displays with CRT monitors, flat LCD panels that are fixed, hand-held or head-worn (HMD). Using projectors we can create larger images with possibly higher resolution and higher field of view. Although it is difficult to create a wide field of view image with a single unit of any type of display device, e.g. due to limited resolution, projectors have the benefit that multiple (overlapping) units can be seamlessly integrated. Such multi-projector system can also take advantage of the trend of parallel processing in computers.

When we understand the geometric relationship between projectors and the surfaces they illuminate, we can even illuminate objects with non-planar, disjoint or concave shapes. There are also some ergonomic benefits. For example, immersive effects can be achieved without head-mounted displays and with reduced problems of eye-accommodation.

### 7.2.2 Disadvantages

Some of the major problems with projector-based displays are shadows, limited depth of field, interreflection and dependence on properties of the illuminated surface. Overall, we have less control over the final displayed colors due to ambient light, secondary scattering, light attenuation, orientation and exit pupil of the display surface. In addition, there are additional calibration requirements that add complexity to projector-based systems.

### 7.3 Future Work

There are a number of potential areas for future work in projector-based graphics and projectors in general. Many of them deal with non-geometric issues that I have not discussed in this thesis. They can be grouped into the following four topics.

## Photometric Issues

My approach in this dissertation has been primarily from a geometric viewpoint. However, there are fundamental photometric issues that need to be addressed. Aditi Majumder and others [Majumder00] at UNC have been exploring this area. The topics include intra and inter-projector color equalization, analysis of color gamut, modeling thermal and temporal variations in the component colors, and understanding the reflectance properties of illuminated surfaces. Further, some perceptual quality metrics for images displayed in projector-based systems need to be developed.

## Calibration

I believe there are many new possible research directions in the calibration and tracking requirements for projector-based systems. Determining internal parameters of even a single projector is difficult. Using techniques recently presented in [Zhang99, Sturm99], a camera can be calibrated easily by
simply viewing a planar checkerboard pattern. However, by their nature, projector cannot "see." Hence, any automatic calibration method involves a camera. Inspired by [Zhang99, Sturm99], I have recently developed an algorithm to calibrate a projector (with respect to a camera) by simply viewing projection on a blank planar surface at two or more different orientations [Raskar01b]. However, the area of self-calibration of projectors has much room for further exploration. They may include monitoring projected imagery (similar to [Seales99, Yang01b]), tracking dynamic display surfaces using (possibly projected) landmarks and developing of user interfaces for easier calibration. Similar to the method for sea-of-cameras calibration [Chen00b], techniques need to be developed to determine the parameters of a sea-of-projectors. The calibration goals guided by the geometric framework remind us that the three components- a calibrated projector, a calibrated camera and a non-planar display surface model- are interdependent. Given any two, we can estimate the third. It should be possible to calibrate a complex environment based on this idea of calibration propagation.

## User Interface

Enabling natural interaction on large displays remains a key challenge. Since, in many cases, users tend to stand in front of the display, rather than sit at a desk, traditional keyboard and mouse interfaces are unsuitable. The main issues are (i) the large size which makes it cumbersome to physically reach all parts of the display and (ii) the need for simultaneous multi-user collaboration. Input technologies currently available are inadequate and do not scale in terms of display size and number of users. New trends include laser pointer-based [Davis02] or multi-user touch sensitive [Dietz01] interaction methods.

One more option is the gesture-based input. However, in vision-based gesture recognition methods, it is difficult to reliably detect user movement from changes in live projective display environment. Can we use the projected light to aid the gesture analysis? Unobtrusive but active vision methods to improve 2D or 3D recognition may provide solutions. Some examples are imperceptible structured light [Raskar98b] or shuttered panels that rapidly switch between being opaque display surface and being transparent glass for camera viewing [Staadt00]. Gesture analysis can be further improved with speech-based input for large displays [Kettebekov01].

## Distributed Rendering

The growth in multi-projector displays has paralleled the shift from mainframes computers to PC-clusters. This has created many opportunities in inter-networked graphics hardware [Stoll01], distributed rendering APIs such as WireGL [Humphreys01] and load balancing methods [Samanta99]. So far, distributed, parallel and cluster-based computing methods have been designed for projector displays made up of multiple planar rectangular tiles. Many new research problems open up, when we use distributed rendering to handle non-planar surfaces and arbitrary non-contiguous overlapping images. Further, many aspects of multi-projector distributed rendering need to be rethought to handle emerging non-polygonal representations of data such as point based or (surface) light fields that are static, dynamic or (progressively) streamed.

## APPENDIX A

## Depth of Field

In this appendix, I consider the issue of projector lens focus. I first describe the relationship between distance to the plane of perfect focus and the minimum and maximum distances at which the displayed image quality is acceptable. Then I derive the relationship between depth of field and the size of projector lens aperture.

## A. 1 Plane and range of focus

The depth of field of a projector is the range of distance over which the projected image remains in 'focus'. When the displayed image is in focus, the neighboring pixels are resolvable. In the projection of projector pixels of finite size, the displayed image is considered out of focus when the spread of a single pixel is larger than a threshold. The spread or blurring is commonly expressed with the notion of circle of confusion. In our case, the smallest circle of confusion occurs at the plane of perfect focus, and the size of the 'circle' is the size of a pixel. All pixels are distinct at the plane of perfect focus.

Let us consider the relationship among plane of perfect focus, depth of field of a projector and its aperture using a thin lens model. Let us define the symbols,
$a$ aperture of the lens,
$u_{o}$ depth of plane at which image is in perfect focus,
$p_{o}$ size of pixel at $u_{o}$,
$u_{n}$ depth of near plane at which image remains focus,
$u_{f}$ depth of far plane at which image remains focus,
$p_{n} \quad$ size of a pixel at $u_{n}$
$p_{f} \quad$ size of a pixel at $u_{f}$
The image is said to be out of focus when the circle of confusion corresponding to a pixel is larger than a threshold.


Figure A.1: Relationship between plane of focus and depth of field for a projector assuming thin lens model

To simplify the discussion, I introduce the pixel blurring ratio

$$
r_{d}=\frac{p_{d}}{\bar{p}_{d}}
$$

where, $p_{d}$ is the size of projected pixel at depth $u_{d}$ and $\bar{p}_{d}$ is the size of pixel if the pixel was in sharp focus. (For example, figure A. 1 shows relationship between $p_{f}$ and $\bar{p}_{f}$ ).

$$
\bar{p}_{d}=u_{d} \frac{p_{o}}{u_{o}}
$$

Clearly, for the plane of focus, $\bar{p}_{o}$ and $r_{o}=1$, for all other depths, $r_{d}>1$.
Now, let us find the relationship between plane of focus and the near and far planes of acceptable ratio of blurring. For a thin lens model, if we assume $a \gg p_{o}$, from similar triangles it is easy to see that,

$$
\frac{a-p_{n}}{u_{n}}=\frac{a-p_{o}}{u_{o}} \quad \text { and } \quad r_{n}=\frac{p_{n}}{\overline{p_{n}}}=\frac{p_{n}}{u_{n} \cdot p_{o} / u_{o}}
$$

Eliminating $p_{n}$,

$$
\Rightarrow u_{n}=\frac{a \cdot u_{o}}{r_{n} \cdot p_{o}+a-p_{o}}
$$

Similarly,

$$
\begin{gathered}
\frac{a+p_{f}}{u_{f}}=\frac{a+p_{o}}{u_{o}} \quad \text { and } \quad r_{f}=\frac{p_{f}}{\overline{p_{f}}}=\frac{p_{f}}{u_{f} \cdot p_{o} / u_{o}} \\
\Rightarrow u_{f}=\frac{a \cdot u_{o}}{-r_{f} \cdot p_{o}+a+p_{o}}
\end{gathered}
$$

If the acceptable ratio of blurring is $r_{\max }$, we can set $r_{n}=r_{f}=r_{\max }$. Then,

$$
\frac{1}{u_{n}}+\frac{1}{u_{f}}=\frac{r_{\max } \cdot p_{o}+a-p_{o}}{a \cdot u_{o}}+\frac{-r_{\max } \cdot p_{o}+a+p_{o}}{a \cdot u_{o}}=\frac{2}{u_{o}}
$$

Thus, the depth of plane of focus is the harmonic mean of the depth values corresponding to planes with equal ratio of blurring. In applications such as generalized panoramic displays, planar displays with oblique projection or shader lamps, given the minimum and maximum depth values, $u_{n}$ and $u_{f}$, we can set the optimum projector lens setting to focus at depth corresponding to their harmonic mean. If the minimum distance $u_{n}$ is known, but the maximum distance is large but not known, the optimum $u_{o}$, the harmonic mean of $u_{n}$ and inf, is simply $2 u_{n}$.

## A. 2 Depth of field and lens aperture

Let us compute the depth of field, $\left|u_{f}-u_{n}\right|$ for a given blurring ratio $r$. It is given by,

$$
\begin{aligned}
u_{f}-u_{n} & =\frac{a \cdot u_{o}}{-r \cdot p_{o}+a+p_{o}}-\frac{a \cdot u_{o}}{r \cdot p_{o}+a-p_{o}} \\
& =2 \cdot a \cdot u_{o} \frac{p_{o}(r-1)}{a^{2}-\left[p_{o}(r-1)\right]^{2}}
\end{aligned}
$$

To understand this expression better, consider the special case of $r=2$, i.e. the blurred pixel width and height becomes twice the expected size. In this case,

$$
\begin{aligned}
u_{f}-u_{n} & =\frac{2 \cdot a \cdot u_{o} \cdot p_{o}}{a^{2}-p_{o}^{2}} \\
& \approx \frac{2 \cdot u_{o} \cdot p_{o}}{a} \text { since, } a \gg p_{o} \\
& =\frac{2 \cdot u_{o}^{2} \cdot\left(p_{o} / u_{o}\right)}{a} \\
& =\frac{2 \cdot u_{o}^{2} \cdot k}{a}
\end{aligned}
$$

where, $\left(k=p_{o} / u_{o}=\bar{p}_{n} / u_{n}=\bar{p}_{f} / u_{f}\right)$ represents field of view of a single pixel and is a constant for a given lens position from the projector imager.

Thus, depth of field is inversely proportional to the size of lens aperture, and it is proportional to the square of the depth of plane of focus.

## APPENDIX B

## Depth Calculation after Collineation

This appendix describes the effect of using a single matrix for perspective projection and collineation that was mentioned in Section 4.2.3. We know that straight lines will map to straight lines after any linear transformation. We would like to verify whether the depth values, which involve hyperbolic interpolation are affected by this process.


Figure B.1: Projection using off-axis projection matrix $P_{T}$ followed by a warp using collineation $A^{\prime}$.

## B. 1 Points along a line segment

Consider projection of two virtual points $V_{1}=(X 1, Y 1, Z 1)$ and $V_{2}=(X 2, Y 2, Z 2)$.

$$
\begin{array}{ll}
\tilde{m}_{1}^{t} \cong P_{T} \cdot\left[V_{1}, 1\right]^{T} & \tilde{m}_{2}^{t} \cong P_{T} \cdot\left[V_{2}, 1\right]^{T} \\
\tilde{m}_{1}^{p} \cong A^{\prime} \cdot P_{T} \cdot\left[V_{1}, 1\right]^{T} & \tilde{m}_{1}^{p} \cong A^{\prime} \cdot P_{T} \cdot\left[V_{2}, 1\right]^{T}
\end{array}
$$

The perspective projection matrix $P_{T}$ transforms the depth values so that the required hyperbolic interpolation during scan conversion can be achieved with simple linear interpolation. The depth values along the line segment $\overline{m_{1}^{t} m_{2}^{t}}$ in image space can be computed using a linear combination of computed values at the end points, i.e. $m_{1 z}^{t}$ and $m_{2 z}^{t}$. (The distance-from-eye is inversely proportional to the assigned depth value.)

Consider a point $V_{3}$ on the segment $\overline{V_{1} V_{2}}$. The projection is

$$
\begin{equation*}
\tilde{m}_{3}^{t} \cong P_{T} \cdot\left[V_{3}, 1\right]^{T} \quad \text { and } \quad \tilde{m}_{3}^{p} \cong A^{\prime} \cdot P_{T} \cdot\left[V_{3}, 1\right]^{T} \tag{B.1}
\end{equation*}
$$

Let us say, the pixel $\left(m_{3 x}^{t}, m_{3 y}^{t}\right)$ divides the segment $\overline{m_{1}^{t} m_{2}^{t}}$ in the ratio $k:(1-k)$.

$$
m_{3 x}^{t}=k \cdot m_{1 x}^{t}+(1-k) \cdot m_{2 x}^{t} \quad, \quad m_{3 y}^{t}=k \cdot m_{1 y}^{t}+(1-k) \cdot m_{2 y}^{t}
$$

Then the depth value, $m_{3 z}^{t}$, at that pixel can be computed using the same linear combination of corresponding depth values.

$$
m_{3 z}^{t}=k \cdot m_{1 z}^{t}+(1-k) \cdot m_{2 z}^{t}
$$

## B. 2 Verification of depth calculation

The questions is whether we can achieve similar interpolation after multiplication by the collineation matrix $A^{\prime}$. For simplicity, I will denote $\tilde{m}_{i}^{t}$ by $\left(w_{i} x_{i}, w_{i} y_{i}, w_{i} z_{i}, w_{i}\right)$ and $\tilde{m}_{i}^{p}$ by $\left(w_{i}^{\prime} x_{i}^{\prime}, w_{i}^{\prime} y_{i}^{\prime}, w_{i}^{\prime} z_{i}^{\prime}, w_{i}^{\prime}\right)$.

Let us say the pixel $\left(m_{3 x}^{p}, m_{3 y}^{p}\right)$ divides the segment $\overline{m_{1}^{p} m_{2}^{p}}$ in the ratio $k^{\prime}:\left(1-k^{\prime}\right)$.

$$
x_{3}^{\prime}=k^{\prime} \cdot x_{1}^{\prime}+\left(1-k^{\prime}\right) \cdot x_{2}^{\prime} \quad y_{3}^{\prime}=k^{\prime} \cdot y_{1}^{\prime}+\left(1-k^{\prime}\right) \cdot y_{2}^{\prime}
$$

We want to verify whether the depth, $m_{3 z}^{p}$, at the pixel ( $m_{3 x}^{p}, m_{3 y}^{p}$ ), computed directly from the computation $m_{3}^{p}=A^{\prime} \cdot P_{T} \cdot\left[V_{3}, 1\right]^{T}$, is the same as the depth computed during scan conversion by linear interpolation of depth at $m_{1}^{p}$ and $m_{2}^{p}$.

$$
\begin{align*}
m_{3 z}^{p} & \stackrel{?}{=} k^{\prime} \cdot m_{1 z}^{p}+\left(1-k^{\prime}\right) \cdot m_{2 z}^{p}  \tag{B.2}\\
z_{3}^{\prime} & \stackrel{?}{=} k^{\prime} \cdot z_{1}^{\prime}+\left(1-k^{\prime}\right) \cdot z_{2}^{\prime} \tag{B.3}
\end{align*}
$$

Consider computation of pixel depth directly from the equation.

$$
\left.\begin{array}{rl}
\tilde{m}_{i}^{t} & \cong \\
{\left[\begin{array}{c}
x_{i}^{\prime} \\
y_{i}^{\prime} \\
z_{i}^{\prime} \\
1
\end{array}\right]} & \cong\left[\begin{array}{c}
w_{i}^{\prime} x_{i}^{\prime} \tilde{m}_{i}^{p} \\
w_{i}^{\prime} y_{i}^{\prime} \\
w_{i}^{\prime} z_{i}^{\prime} \\
w_{i}^{\prime}
\end{array}\right]
\end{array}\right]=\left[\begin{array}{cccc}
a_{11} & a_{12} & 0 & a_{13} \\
a_{21} & a_{22} & 0 & a_{23} \\
0 & 0 & c & 0 \\
a_{31} & a_{32} & 0 & a_{33}
\end{array}\right]\left[\begin{array}{l}
w_{i} x_{i} \\
w_{i} y_{i} \\
w_{i} z_{i} \\
w_{i}
\end{array}\right]
$$

where, $c$ is a chosen constant. Hence,

$$
z_{i}^{\prime}=\frac{c w_{i} z_{i}}{a_{31} w_{i} x_{i}+a_{32} w_{i} y_{i}+w_{i}}=\frac{c z_{i}}{a_{31} x_{i}+a_{32} y_{i}+1}
$$

LHS of equation B. 3 is equal to

$$
\begin{aligned}
z_{3}^{\prime} & =\frac{c z_{3}}{a_{31} x_{3}+a_{32} y_{3}+1}=\frac{c\left(k z_{1}+(1-k) z_{2}\right)}{a_{31}\left(k x_{1}+(1-k) x_{2}\right)+a_{32}\left(k y_{1}+(1-k) y_{2}\right)+1} \\
& =\frac{c\left(k z_{1}+(1-k) z_{2}\right)}{k w_{i}^{\prime}+(1-k) w_{2}^{\prime}}
\end{aligned}
$$

RHS of equation B. 3 is equal to

$$
\left(\frac{x_{2}^{\prime}-x_{3}^{\prime}}{x_{2}^{\prime}-x_{1}^{\prime}}\right) z_{1}^{\prime}+\left(\frac{x_{3}^{\prime}-x_{1}^{\prime}}{x_{2}^{\prime}-x_{1}^{\prime}}\right) z_{2}^{\prime}=\left(\frac{x_{2}^{\prime}-x_{3}^{\prime}}{x_{2}^{\prime}-x_{1}^{\prime}}\right) \frac{c z_{1}}{w_{1}^{\prime}}+\left(\frac{x_{3}^{\prime}-x_{1}^{\prime}}{x_{2}^{\prime}-x_{1}^{\prime}}\right) \frac{c z_{2}}{w_{2}^{\prime}}
$$

Note that,

$$
\begin{aligned}
x_{2}^{\prime}-x_{3}^{\prime} & =x_{2}^{\prime}-\frac{a_{11} x_{3}+a_{12} y_{3}+a_{13}}{a_{31} x_{3}+a_{32} y_{3}+1} \\
& =x_{2}^{\prime}-\frac{a_{11}\left(k x_{1}+(1-k) x_{2}\right)+a_{12}\left(k y_{1}+(1-k) y_{2}\right)+a_{13}}{a_{31}\left(k x_{1}+(1-k) x_{2}\right)+a_{32}\left(k y_{1}+(1-k) y_{2}\right)+1} \\
& =x_{2}^{\prime}-\frac{k x_{1}^{\prime} w_{1}^{\prime}+(1-k) x_{2}^{\prime} w_{2}^{\prime}}{k w_{1}^{\prime}+(1-k) w_{2}^{\prime}} \\
& =k \frac{\left(x_{2}^{\prime} w_{1}^{\prime}-x_{1}^{\prime} w_{1}^{\prime}\right)}{k w_{1}^{\prime}+(1-k) w_{2}^{\prime}}
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
x_{3}^{\prime}-x_{1}^{\prime} & =\frac{k x_{1}^{\prime} w_{1}^{\prime}+(1-k) x_{2}^{\prime} w_{2}^{\prime}}{k w_{1}^{\prime}+(1-k) w_{2}^{\prime}}-x_{1}^{\prime} \\
& =(1-k) \frac{w_{2}^{\prime}\left(x_{2}^{\prime}-x_{1}^{\prime}\right)}{k w_{1}^{\prime}+(1-k) w_{2}^{\prime}}
\end{aligned}
$$

Hence RHS of equation B. 3 is equal to

$$
\begin{aligned}
R H S & =\frac{\left(k \frac{w_{1}^{\prime}\left(x_{2}^{\prime}-x_{1}^{\prime}\right)}{k w_{1}^{\prime}+(1-k) w_{2}^{\prime}}\right)}{\left(x_{2}^{\prime}-x_{1}^{\prime}\right)} \frac{c z_{1}}{w_{1}^{\prime}}+\frac{\left((1-k) \frac{w_{2}^{\prime}\left(x_{2}^{\prime}-x_{1}^{\prime}\right)}{k w_{1}^{\prime}+(1-k) w_{2}^{\prime}}\right)}{\left(x_{2}^{\prime}-x_{1}^{\prime}\right)} \frac{c z_{2}}{w_{1}^{\prime}} \\
& =\frac{c\left(k z_{1}+(1-k) z_{2}\right)}{k w_{1}^{\prime}+(1-k) w_{2}^{\prime}} \\
& =L H S
\end{aligned}
$$
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