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(Under the direction of HENRY FUCHS.) 

Abstract 

Ill 

A new system for real-time, three-dimensional computer input is described. The 

system will use a cluster of identical custom integrated circuits with outward looking lenses 

as an optical sensing device. Each custom integrated sensor chip measures and reports 

the shift in its one-dimensional imo.ge of the stationary room environment. These shifts 

will be processed by a separate general-purpose computer to extract the three-dimensional 

motion of the cluster. The expected advantages of this new approach are unrestricted user 

motion, large operating environments, capability for simultaneous tracking of several users, 

passive tracking with no moving parts, and freedom from electromagnetic interference. 

The fundamental concept for the design of the sensor chips relies on a cyclic relation­

ship between speed and simplicity. If the frame rate is fast, the changes from image to 

image will be small. Small changes can be tracked with a simple algorithm. This simple 

algorithm can be implemented with small circuitry. The small circuitry lets a single chip 

hold the complete sensor, both imaging and image processing. Such implementation allows 

each sensor to be fast because all high-bandwidth communication is done on-chip. This 

cyclic relationship can spiral up as the design is iterated, with faster and simpler operation, 

or down, with slower and more complex operation. The system design sequence described 

here has been spiraling up. 

System, sensor, algorithm, and processor designs have each had several iterations. 

Most recently, a prototype sensor chip has been designed, fabricated, and tested. The 

prototype includes a one-dimensional camera and circuitry for image tracking that oper­

ates at 1000 to 4000 frames per second in ordinary room light. As part of this research, 

photosensors that operate at millisecond rates in ordinary room light with modest lenses 

have been designed, tested and fabricated on standard digital nMOS lines. They may be 

useful for designers of other integrated optical sensors. 
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Chapter 1 
Introduction 

1.1 The Problem 

In the last 20 years much progress has been made toward realistic computer display 

of three-dimensional objects. It is now common to display pictures with hidden surfaces, 

smooth shading, and realistic lighting. Yet when we try to interact with these realistic 

three-dimensional images we are forced to use devices similar to the remote manipulators 

used while handling radioactive materials. Ivan Sutherland, in 1965 [Sutherland, 1965], 

suggested that a solution to this problem was to have a room within which the computer 

could control the existence of matter; then users could experience and interact with 

computer-generated objects just as they do with physical objects. In 1968 he described the 

head-mounted display [Sutherland, 1968; Vickers, 1974; Clark, 1976], an approximation 

to the ideal display that generated realistic images in the user's space. The fundamental 

idea of a head-mounted display is to present the user with a perspective image that changes 

as he moves. The image is presented using small CRT's mounted on a helmet and it is 

updated in real time based on the position and orientation of the user's head so that the 

computer-generated objects appear to be in the room with the user. 

The two major components of a head-mounted display are image generation and track­

ing. The image generation system of Sutherland's head-mounted display was successful; 

its descendants are in wide use today as real-time line-drawing systems and raster flight 

simulators from Evans and Sutherland Computer Corporation. The three-dimensional 

tracking problem, however, was never satisfactorily solved. Although numerous methods 

were tried then and have been developed since, the dominant computer input devices are 

still two-dimensional and no three-dimensional input system has gained wide acceptance. 

Three-dimensional tracking for a system such as a head-mounted display is difficult 

because it must be fast and accurate over a large volume, with little restriction of the 

user or the environment and must determine both position and orientation. As evidenced 

by previous work on this problem (see section 2.1), this combination of characteristics is 

difficult to achieve in a single system. 
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Although the motivating application for a system of this kind is in a head-mounted 

display, it could also find application in conventional graphics systems as an unconstrained 

three-dimensional input device, in interactive surface design, in generation of descriptions 

of objects for computer display, and in human and animal gait and motion studies. 

l.Z The Inspiration 
The inspiration for this research came from Vernon Chi of the UNC Computer 

Science Microelectronic Systems Laboratory, who suggested that we could track in three 

dimensions using something similar to Richard Lyon's Optical Mouse, imaging the room 

rather than special paper. The Optical Mouse [Lyon, 1981] is a pointing device for 

positioning the cursor on a display. The mouse is moved around on a pad to move the 

cursor on the display. Unlike earlier electro-mechanical mice, Lyon's circuit detects motion 

optically using a single downward-looking integrated circuit, light source, lens, and paper 

with a special dot pattern. It uses the light-sensitive properties of nMOS integrated 

circuits and a "mostly digital" circuit to produce binary snapshots of the dot pattern. 

It tracks the features in these binary images using an inhibition network matched to the 

pattern. The entire system, optical sensor, memory, processing and computer interface is 

realized on a 3.5 by 4.5 millimeter nMOS circuit with 5 pm features. 

1.3 A Proposed Solution 

The result of this research is SELF· TRACKER, a new method for real-time computer 

tracking that uses a cluster of outward-looking custom integrated circuits as smart optical 

sensors. Each custom integrated circuit measures and reports the shifts in its one­

dimensional image of the stationary room environment. These shifts will be processed 

by a separate general-purpose computer to extract the three-dimensional motion of the 

cluster. 

The fundamental concept of the sensor chips relies on a cyclic relationship between 

speed and simplicity. If the frame rate is fast, consecutive images will be only a little 

different. Small image changes can be tracked with a simple algorithm. This simple 

algorithm can be implemented with small circuitry. The small circuity lets a single chip 

hold the complete sensor, both imaging and image processing. Such implementation allows 

each sensor to be fast because all high-bandwidth communication is done on-chip. The 

small size also allows many independent sensors to be placed into the small sensor cluster. 

This cyclic relationship can spiral up as the design is iterated, with faster and simpler 

operation, or down, with slower and more complex operation. The system design sequence 

described here has been is spiraling up. 
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1.4 Design Issues 

The following table is a brief outline of my approach to the major issues in the design 

of SELF-TRACKER. 

Issue 
What 3-D tracking method to 
use for a head-mounted display? 

What will the outward-view 
system se-('? 

How rapidly do errors 
accumulate? 

How can the 3-D motion of the 
cluster be determined? 

How fast must a motion sensor 
operate to assure small image 
changes'? 

Can nMOS photosensors be 
made sufficiently sensitive? 

Should 1-D or 2-D images be 
used? 

How should the images be repre­
sented and processed? 

How can the image shift be 
measured? 

Attack 
After building a prototype TV camera tracking system that 
could achieve only three updates per second, I studied other 
tracking methods and concluded that an outward-view system 
could offer greater portability, larger working volumes, and a 
less restricted environment than other systems. 

Mathematical analyses and simulations were done for three 
different outward-view tracking schemes: one sighting beacons 
in the environment, one integrating motions in the natural 
environment, and a combined system that uses both beacon 
and motion sensors. The combined system is most attractive. 

The natural-environment tracker measures motions, not ab­
solute position and orientation, so it can drift. A computer 
simulation of the natural-environment tracker shows that a 
natural-environment system could operate for several seconds 
without excessive error accumulation, during which time one 
or more beacons wil come into view. 

I investigated several non-linear solution methods and devel­
oped a linear (approximate) method that is fast and accurate. 

Time and motion literature, and measurements of human mo­
tions using digitized images from a television camera showed 
that 1000 frames per second captured natural motions and 
that 3000 frames per second could handle the fastest motions 
that I measured. 

Four test chips of two different sensor designs yielded pho­
tosensors that are small and reliable, and operate at 1000 to 
5000 frames per second in ordinary room light with a small 
lens. 

A 1-D photosensor array can be designed on the 2-D chip sur­
face with much closer pixel spacing than a 2-D array. To de­
termine if 1-D images of natural scenes contain enough tra<:k­
able features, I simulated the operation of a 1-D photosensor 
array using digitized images from a standard television cam­
era. 1-D images work very well for small image shifts. 

Experiments with a variety of hi-level image representations 
using the simulated 1-D images showed that the arithmetic 
sign of the slope of the intensity captures the essential image 
features (the edges) and is simple to generate. 

Small image shifts can be measured accurately by finding 
that relative shift between two sign-of-slope images which 
minimizes the bit-wise disparity. 



How can the minimum disparity 
be found? 

Is a single~chip sensor possible 
with available technology? 

Simply counting the 1 's in the output of the XOR gates and 
comparing the counts is not possible because of time, area, 
and accuracy constraints. Instead, the string of l's and O's 
from XOR gates is converted into a unary representation by 
asynchronously packing all the l's together at the far right. 
This unary representation is simple and fast to generate and 
compare. 

I have designed, fabricated through MOSIS, and tested a 
prototype motion sensor chip. The chip is 6800 x 6300 p.m 
with 4 p.m features. 

1.5 Overview 
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SELF-TRACKER is introduced and analyzed in chapter 2. The functions and per­

formance requirements of the custom integrated circuits that compose the natural­

environment SELF-TRACKER cluster and of the general-purpose computer that does three­

dimensional analysis are the subject of chapter 3. Chapter 3 ends with a simulation study 

of the accuracy of the natural-environment SELF-TRACKER. 

A chip that includes most of the function described in chapter 3 has been implemented 

and tested as a partial demonstration of the feasibility of this new approach. Details of 

its design and testing are given in chapter 4. 

High-speed operation in ordinary room light with imaging and image processing on 

the same chip requires a photosensor design that is sensitive and that can be fabricated 

using standard nMOS fabrication processes. A new photosensor circuit, suggested to me 

by Carlo Sequin, has been fabricated, tested, and shown to be sensitive, small, consistent, 

and reliable. Chapter 5 includes the circuitry, theory of operation, layout, and test data 

for this photosensor as well as the photosensor in Lyon's Optical Mouse. 

Chapter 6 outlines the steps necessary to achieve a complete three-dimensional com­

puter input system and suggests some related areas of research. 



Chapter 2 
Outward-view Tracking 

This chapter describes a new method for three-dimensional tracking that uses a small 

cluster of outward-looking sensors. After a short review of previous tracking systems, the 

new method is described in general terms and three different implementations are outlined. 

The implementations are described in this chapter with only enough detail to show the 

design parameters and possible problems with the implementation. One implementation. 

the natural-environment SELF-TRACKER, is described more fully in chapters 3, 4, and 5. 

2.1 Review of Previous Work 
Commercial and experimental three-dimensional computer input systems have been 

based on acoustic, magnetic, mechanical, and optical sensing. Commercial and commonly 

used systems are listed here before experimental systems. 

Acoustic systems, such as the commercial Spacepen [Science Accessories, 1970], track 

three-dimensional position using a movable spark-gap source and fixed ultrasonic micro­

phones. Time-of-flight ranging, based on the speed of sound in air, is the measurement 

method. It works well for small working volumes but suffers accuracy problems caused by 

variations in air density and by air motion when the working volume is enlarged. It does 

not sense orientation. 

The Polhemus cube [Raab et a/., 1979], from Polhemus Navigation Sciences, deter­

mines three-dimensional position and orientation using orthogonal magnetic fields and a 

small, precision magnetic coil assembly. The commercially available system provides a 

limited working volume, a 1-meter radius sphere, but a specially modified system provides 

much greater range for the Air Force research group at Wright-Patterson Air Force Base. 

The calibration of these systems is affected by the presence of conducting materials in 

the working volume, but once proper calibration is achieved, they are accurate. Pol­

hemus also has the advantage that the magnetic pickup that is attached to the user is 

small, lightweight, and passive. The commercial system costs only about $20,000 but the 

expanded-range system used by the Air Force is much more expensive. 
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Mechanical linkage systems such as the custom system used at the University of Utah 

[Vickers, 1974], the remote-manipulator arm at UNC [Kilpatrick, 1976], and the Noll 

box [Noll, 1971], have limited range, about 1.5 meters in any direction, and are restrictive 

due to the mechanical connection to the user and to friction, backlash, and inertia in the 

mechanical system. Also, they make it very difficult to track multiple objects (for example 

the head and the hand). 

AU the remaining systems are optical and are listed with commercial systems first 

followed by experimental systems in order of their publication. 

SELSPOT [Woltring, 1974] is a commercial system marketed from Sweden by Selective 

Electric Corporation. It uses camera-like, fixed sensors that rely on the sensitivity of a 

lateral-effect photodiode [Wallmark, 1957] to the position of a light spot on its surface to 

determine X-Y location. A pair of these cameras can determine three-dimensional position 

in a 1-cubic-meter working volume, using well-known stereometric techniques. The system 

can track up to 30 light emitting diodes (LED's) at 315 samples per second. Its working 

volume can be extended using three or more cameras but they are expensive (about $40,000 

for a system with 2 cameras plus about $12,000 for each additional camera). It cannot 

directly determine orientation but can infer it if the target lights have a known and fixed 

spatial relationship. 

OP-EYE [United Detector Technology, 1981], another commercial lateral-effect pho­

todiode system is similar to SELSPOT but is intended for the microcomputer market 

(about $4000). It can track a single light source with an advertised resolution of 1 part 

in 4000 at 5000 samples per second. Like SELSPOT, it provides limited working volume 

and cannot directly determine orientation. 

Twinkle Box, an experimental system developed by Burton at the University of 

Utah [Burton, 1973], used four fixed sensors to detect light from sequentially blinked 

LED's that were attached to the user. Each sensor consisted of a slotted disk rotating 

at 3500 revolutions per minute in front of a pair of photomultiplier tubes. With a sensor 

at each corner of the room, the system provided a working volume of 112 cubic meters 

with mean error of 7.3 millimeters but it required a special flat-black room and generated 

considerable noise because of its rapidly rotating slotted disks. It could track up to 

61 lights per second in a real-time mode or 925 per second in an off-line (record then 

calculate) mode, but like the systems described above, it could determine orientation only 

from multiple lights with fixed spatial relationship. 
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The experimental CCD based system developed by Fuchs, Duran, and Johnson [Fuchs 

et al., 1977] used fixed sensors that consisted of a knife edge placed in front of a linear 

CCD array. The shadow edge caused by a light attached to the user was used to determine 

one degree of freedom. For sensors of 256 elements, the working volume was about 1 cubic 

meter with accuracy of 6 millimeters. This method could be used to track multiple lights 

by time multiplexing but had to trade off the number of lights against the sensitivity of 

the CCD array, the brightness of the lights, and the speed that the lights are blinked. Like 

the above systems, this method cannot directly determine orientation. 

A new lateral-effect photodiode based system developed by the Microelectronics 

Systems Laboratory of UNC Computer Science allows a working volume of about 6 cubic 

meters with accuracy of about one part in 1000. It determines position in the same 

manner as the SELSPOT system but uses a new polarization method developed by the 

Microelectronic Systems Laboratory to directly sense orientation. The target is a light 

source placed under a cone of polarizing material made so that the angle of polarization 

of a ray of light can be used to determine the orientation of the assembly. A rotating 

disk of polarizing material placed in front of the fixed lateral-effect photodiode assembly 

modulates the incoming ray with a phase shift that is measured by additional circuitry. 

The major problem is that a very bright light surrounded by a cone of polarizing material 

must be attached to a target that is to be tracked. This causes problems of power delivery 

and heat removal and also of user distraction when the light enters his field of view. 

Another problem is that it is limited to tracking single objects. 

z.z New Tracking Method 
The result of this research is a new tracking method that determines the position 

and orientation of a device that is held or worn by a user. The new method has 

been named SELF-TRACKER because the part of the system being tracked is also the 

part doing the tracking-it is "self" tracking. The most general characteristics and 

advantages of SELF-TRACKER are described first, followed by descriptions of some possible 

implementations. 

SELF-TRACKER is optical. An optical system can be made less restrictive than 

mechanical systems, and more robust than acoustic or magnetic systems. Also, good 

optical detectors and lenses are more readily available and less expensive than ultrasonic 

microphones and high-precision magnetic devices. 

SELF-TRACKER uses an outward view; instead of looking in toward the user from fixed 

places in the environment (Figure 2.1), the SELF-TRACKER cluster looks out toward the 
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environment from the user's position (Figure 2.2). Previous systems for real-time three­

dimensional computer tracking place the sensors, which are large, at fixed locations in the 
' 

environment and track light emitted or! reflected by devices (LED's or mirrors) attached 
! 

to the user. SELF-TRACKER places the .jensors, which are small, in a rigid, baseball-sized 
' 

cluster that is held or worn by the user. This cluster is somewhat like a fly's eye with a 

dozen or so facets each implemented with a small lens and a custom integrated circuit that 

combines the function of a fast camera with circuitry for measuring and reporting some 

image characteristics (e.g. image-to-image correspondence or positions of known beacons). 

The output of all the sensor chips is collected and analyzed by a separate general-purpose 

computer to determine the position and orientation of the cluster. 

SELF-TRACKER is more portable than other tracking systems because the sensor 

assembly is small and because its rigidity allows calibration to be done once. Conventional 

tracking systems with the sensors fixed to the environment require mounting the sensors 

on walls or stands and they must be recalibrated whenever any sensor is moved. The 

SELF· TRACKER is calibrated once during assembly. 

The SELF· TRACKER sensor cluster is passive; it neither generates radiation nor requires 

that radiation be directed toward the user. This eliminates the possibility of the user being 

distracted or injured by the radiation source. 

SELF· TRACKER senses both position and orientation. Unlike optical systems with 

sensors fixed to the environment, SELF· TRACKER determines position and orientation from 

the data supplied by a single small cluster. The rigidity of the cluster is analogous to the 

fixed spatial relationship of the targets required by fixed-sensor systems. 

2.3 Alternative Implementations 

The remaining characteristics of SELF· TRACKER are determined by characteristics of 

the environment that the sensors observe. One implementation would have sensors that 

are specialized for detecting beacons that are at fixed locations. Another would have the 

sensors observe the natural room environment under normal lighting conditions. A third 

possible implementation would combine the first two in a system that observes the natural 

environment but also uses beacons to improve accuracy and stability. The next sections 

describe these three possible implementations. 
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sensors 

targets 

Figure 2.1: Conventional Inward-view Tracking 

~ R 
~ 

Figure 2.2: SELF-TRACKER's Outward-view Tracking 
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2.3.1 7racking with Beacons Only 

An outward-view tracking system could be built that relied solely on beacons for 

its "navigation". The system would combine high-resolution sensor arrays, lenses that 

provide a fairly wide field of view, and beacons at fixed locations in the environment. The 

beacons should be easily distinguished from the rest of the environment (e.g. blinking 

LED's, or concentric circles of alternating reflecting and non-reflecting material). This 

implementation of the SELF-TRACKER would determine its position from the apparent 

position of the beacons, using a method similar to that used in photogrammetry. 

Standard photogrammetric methods require sightings of at least four landmarks 

m a two-dimensional picture to determine the position and orientation of the camera. 

One-dimensional pictures would more likely be used in this implementation because one­

dimensional sensor arrays allow much closer pixel spacing and thus better resolution than 

do two-dimensional arrays (see section 3.2.2); a one-dimensional array can be designed on 

the two-dimensional chip surface as long thin cells; the two-dimensional array elements 

must be square. If the photogrammetric method is extended to work with one-dimensional 

images from a cluster of sensors, seven beacons must be visible to determine the position 

and orientation of the cluster. (The requirement for seven beacons is a guess. I have 

not yet developed a tracking method for a beacons-only SELF-TRACKER. At least six 

will be required because there are six degrees of freedom in the clusters motion and each 

sensor provides at most 1 independent data point. Seven known points are required for 

calibration of a one-dimensional camera system (e.g. [Burton, 1973; Fuchs et a/., 1977]) 

and this is almost identical to determining the position of the SELF-TRACKER.) A filter 

that uses information about the past position of the cluster and restrictions on its possible 

motions (e.g. a Kalman filter) could be used to allow proper operation for short periods 

with fewer than seven beacons visible but for reliability and accuracy the system must be 

designed so that seven or more beacons are visible essentially all the time. 

Having seven beacons visible at all times requires a compromise between the accuracy 

of the system, which is best with a small field of view, and the number of beacons, which is 

minimized by a large field of view. For best system accuracy a long focal length, yielding 

a small field of view, is preferred.· But a small field of view requires that the beacons be 

closely spaced to assure that enough of them will be seen; many hundreds of beacons 

could be required. A large field of view reduces the number of beacons required, but it 

also reduces the accuracy and can complicate the design of the sensor chips if a single 

sensor array has to handle multiple beac·ons simultaneously. 
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To study this compromise between accuracy and the required number of beacons, I 

wrote a simple computer program that does a Monte Carlo simulation of a beacons-only 

SELF-TRACKER in a room with beacons on the walls and ceiling. Input to the program 

includes the size of the room, placement of beacons, number of sensor elements in the 

cluster, and the field of view of the sensor elements. Output from the program is a 

histogram indicating the number of beacons visible to each sensor element and to the 

entire cluster with the cluster at randomly generated positions and orientations. One 

typical simulation showed seven or more beacons visible at 73% of the 10000 random 

positions tried in the room. I have been unable to characterize the shape and position 

of the dead-zones, the percentage of the space in which too few beacons are visible, in 

the six-dimensional search space. I will do more research on beacon placement and field 

of view as a first step in continuing this design. It may be possible to characterize the 

dead-zones analytically allowing determination of best beacon placement and sensor field 

of view without trial and error. 

Since tracking depends on sightings of these special beacons, the sensor chips and 

beacons must somehow work together to allow the beacons to be separated from other 

features of the background in the sensor's field of view. The simplest arrangement would 

have the beacons much brighter than anything else in the environment. The sensors could 

report a beacon sighting when a small group of photosensors switch significantly earlier 

than all others. This might not be reliable because room lights, reflections, or sunlight 

through windows might cause false sightings. Also, the beacons would have to be very 

bright to be significantly brighter than ambient in a normally lighted room. A better 

approach might have the beacons blinking at a high rate, and the sensors designed to 

observe several cycles before reporting a sighting. A third possible implementation would 

utilize ambient light and small "road signs" made of alternating strips of reflecting and 

non'reflecting materials. The sensors would detect the pattern of alternating light and 

dark regions and would report the estimated position of the center. This design would be 

complicated by the apparent variations in size of the pattern caused by changes in range 

and by the need to detect it in any orientation. 

Another difficulty with beacons in this implementation is identifying the particular 

beacon that a sensor is reporting. One solution is to rely completely on information 

about the previous position and maximum expected motion to determine which beacon 

a particular sensor sees; if the beacons are sufficiently far apart, this method could be 

reliable. Another solution would encode the beacon's identity in its blink rate, its duty 

cycle, or in the relative sizes of bright and dark regions (as in the universal product code). 
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This encoding does not have to be unique, since history can be used if adjacent beacons 

have different codes. Another, much less desirable, solution would have all the beacons 

controlled by the general-purpose computer. It could positively identify them by turning 

them on and off but it would be much more complex because of the large amount of 

communication required to control the beacons. 

2.3.2 Trackillg in a Natural Environment 

Another SELF-TRACKER implementation would solve the problems of the beacons-only 

system by eliminating the beacons completely. The sensor chips in this implementation 

each examine a different small view of the room and report the apparent image changes 

caused by the motion of the duster. The sensor chips also measure the distance to 

the scene. A separate general-purpose computer uses the image change and distance 

information to extract the three-dimensional motion of the cluster. 

It is important to note that this implementation measures motion, not position. To de­

termine the position and orientation of the duster, the analysis algorithms must integrate 

the motions from an initial starting position. Error will, of course, accumulate with time, 

resulting in drift in the measured position. Small errors are tolerable in a head-mounted 

display system if the displayed objects do not have to register with real objects in the 

room but a method of compensating for the drift must be found before this implementa­

tion could be practically used. The error behavior of this SELF-TRACKER implementation 

is similar to that of inertial guidance systems but SELF-TRACKER measures velocity rather 

than acceleration. Error accumulation should be less severe with SELF-TRACKER because 

we are solving a first-order differential equation rather than a second-order one. 

The major problem in the design of a natural-environment SELF-TRACKER is measuring 

the image change seen by each of the sensors in the cluster. The chips must analyze 

successive images of a small view of the room to determine how the image has changed; 

this is a difficult problem in general, as evidenced by the substantial literature on the 

correspondence problem (e.g.(Ullman, 1979; Ballard and Brown, 1982]). The solution 

proposed in chapter 3 is to operate at a high frame rate, 1000 to 4000 frames per second, 

rather than the 30 frames per second commonly used in video systems. Because this frame 

rate is high in comparison to the speed of human motions, there is little change in successive 

images. With small image-to-image changes, a simple measurement technique may be able 

to measure the image shift accurately. Since the simple technique can be implemented 

with simple and small circuitry, the entire sensor including the high-resolution photosensor 

array and processor for registering successive images can fit on a single chip. This allows 
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high-speed operation because none of the critical signals must be driven off the chip. 

This circular relationship with speed producing simplicity producing speed is discussed in 

section 3.2.1. 

This short frame. time is critically dependent on the sensitivity of the photosensors; 

the system cannot process the image until the photosensors make it available. I have 

designed, fabricated, and tested photosensors that operate at 500 to 5000 frames per 

second in ordinary room light with a small lens. These photosensors are described in 

chapter 5. 

Another important factor in the design of a natural-environment sensor is the reso­

lution of the sensor. The ability of the sensors to detect small translations and rotations 

depends on the spacing of the photo diodes in the sensor and on the focal length of the lens. 

This focal length cannot be made arbitrarily long to improve system accuracy, because the 

scene must contain useful features and these features must be visible in successive images 

to allow measurement of shift. If the focal length is made too long, thus making the field 

of view very small, the sensor may not see any features (for example, only a small patch of 

smooth wall surface may be visible). Also, the frame time would have to be very short to 

maintain continuity between images at high rates of rotation. Experiments with digitized 

video images of our laboratory and analysis of system accuracy (section 3.2) indicate that 

a 10 degree field of view can provide images with adequate features for registration and 

can provide reasonable system accuracy. 

Earlier in this section I mentioned that the sensors must measure distance to the 

scene as well as motion. The distance is required by the three-dimensional motion 

extraction algorithm (section 3.3) to restore the scale fortranslations that is lost because 

of perspective distortion (section 3.1). SELF-TRACKER measures distance using stereo pairs 

of the motion sensor chips. The same circuitry that is used for measuring image shifts 

caused by motion, measures the shift caused by the spatial separation of the chips in the 

stereo pair. This requires only a small circuit for asynchronous communication between 

the chips (section 3.2.4) and about a dozen more instructions in the chip's program. 

Z.3.3 A Combined System 

A third implementation of SELF-TRACKER would combine beacon tracking with motion 

tracking to provide a system with the best features of both. This implementation would 

not require a large number of beacons because the motion tracking system would provide 

sensitivity to small motions and would eliminate problems with dead-zones. Also, this 
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implementation would not experience long-term error accumulation, because the beacon 

tracking subsystem would provide absolute fixes. 

The design parameters of a combined system are the same as those for the two 

independent systems, but now the compromises that must be made are different. The 

beacon system can use fewer beacons because dead-zones are now not as important. Also, 

one could design an extraction algorithm that did not require as many beacon sightings 

by combining the absolute and relative measurements in a single mathematical model. 

The beacon sensors could use lenses of shorter focal length, thus providing a larger field of 

view, because high resolution is not important in the beacon subsystem since the motion 

system can measure the small motions. The motion system is improved as well. It could 

use lenses of longer focal length to get higher resolution without the problem of losing 

context during fast rotations. 

The cluster could be implemented with different chips for the beacon sensing and 

the motion sensing, allowing the subsystems to be developed separately with little design 

interaction. Once the systems were developed, they could be integrated into a cube shaped 

cluster with three lenses on each face, two for the motion sensor pair and one for the beacon 

sensor. 

2.4 Choice of a Method for Further Study 

I chose the natural-environment SELF-TRACKER for further study because it offered 

the most interesting design problems and because it is required for the combined tracking 

system. The photosensor design developed for the natural-environment tracker will 

probably be used in the beacon tracker, and the general-purpose control computer and 

interface for the natural-environment tracker can be used for both the beacon tracker and 

the combined system. 



Chapter 3 
A Natural-Environment Tracker 

This chapter is an analysis of the design of a natural-environment SELF-TRACKER. It 

includes the design equations for the optical systems of the cluster, and some suggested 

cluster designs. Also, the simplifying assumptions made in the design of the sensor chips 

are described and justified. The chapter concludes with results from a simulation I did to 

study error accumulation in the proposed design. 

3.1 Design of the Cluster 

3.1.1 Goals for the Cluster Design 

The first goal for SELF-TRACKER is sufficient accuracy for use with a head-mounted 

display. This accuracy depends on the types of images presented in the display. If the 

images are justified to the environment (for example a computer generated cup on a real 

table) the system must be very accurate to prevent apparent motion of the cup relative 

to the table. If, on the other hand, the images are not justified to the environment (for 

example a model of a molecule floating in air) it would seem that a larger amount of error 

could be tolerated. I have characterized tracking errors by the errors they cause in the 

displayed image of a point 1 meter in front of a user with a helmet display that produces 

a 90 degree field of view of a 512 x 512 pixel image. 

The second goal is operation in a room-sized environment. The head-mounted display 

system we want to build at UNC will allow the user to move around in a large space so 

that he can interact with large images in a natural manner. A space 4 meters on a side 

and 2.5 meters tall was chosen as typical of office-sized environments. 

The third goal is small size and light weight. Weight is particularly important because 

the cluster will be mounted on a helmet or on the end of a hand-held sceptre. Size is 

important for practical use (a basketball on the end of a sceptre would not be very useful) 

and will allow rugged construction. An orange is about the size I would prefer for the 

duster; a grapefruit is about as large as I could tolerate. 
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Throughout this section, the distance to a scene is assumed to be much greater than 

the focal length of optical system being discussed. This allows use of the simple pin-hole 

camera model for the optical systems. This assumption is valid for the proposed designs 

with short focal lengths, less than 50 millimeters, operating at distances of 0.5 to 4 meters. 

Measuring Translation. Figure 3.1 is an example of translation measurement with the 

SELF-TRACKER. To simplify the figure, the room is shown translating rather than the 

sensor; these are, of course, equivalent. The shift, s, measured by a sensor with a lens of 

focal length f for a translation, t, at distance d is given by 

It 
s= J· (1) 

It is important to notice that the measured shift depends on the distance to the scene. A 

larger translation at a proportionally larger distance would produce the same shift at the 

sensor. Later sections will show that this dependence on range has a profound affect on 

the SELF-TRACKER's design and its accuracy. 
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The translation can be estimated from the measured image shift (s) and distance (d) 

by substituting for s and d and solving for t. 

~ sd 
t=T (2) 

Now sand d differ from their true values, s and d, because of the limited resolution of the 

sensor. The bound on the relative error in t is computed from the relative error bounds 

ins and d using the methods in Pizer and Wallace, 1983. 

r~= r~+r~. 
t s d (3) 

The relative error bound for distance, rd, will be determined in the next section. The 

maximum error in shift s, assuming that the shift can be measured within one pixel, is 

one half the pixel spacing, p, so the relative error bound is 

~=1~1· (4) 

Buts, the true value of the image shift, is given by (1) above so 

(5) 

This is one important result of the dependence on distance to the scene-the error in 

measured translation grows directly with the distance to the scene. Obviously, the 

SELF· TRACKER will not be practical in environments that are too large. This relative 

error can be quite large (8% for a 5 mm translation at 2 meters with a 45 mm lens and 

13.5 11m pixel spacing) but this is for a single sensor. Combining measurements from 

several sensors should reduce the error (section 3.3). 

The obvious method to reduce the translation error is to increase the focal length, 

but the field of view of a sensor will grow too small to include any significant detail if the 

focal length is made too long. 

A better method for reducing error exploits the reduction in relative error as the 

measured motion gets larger. The motion between frames can be increased by decreasing 

the effective frame rate. Rather than always comparing successive frames, compare every 

other frame or every fifth frame based on the amount of shift measured. H the measured 

shift between frame i and frame i+l is small (e.g. 1 pixel or less) and the disparity is low, 

keep frame i rather than i+l for comparison to frame i+2. Whenever the shift or minimum 

disparity exceeds some threshold, abandon the old frame and latch the new one. This 
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appro,.ch allows the effective frame rate to adapt to the speed of the users motion without 

sacrificing the ability to respond to sudden motions. For example, a SELF-TRACKER sensor 

that always compares succesive images and that operates at 1000 frames per second, with 

a 45 mm lens and 13.5 Jlm pixel spacing, will never register any motion if the user is 

moving at 30 em per second or less while 2 meters from a wall. The sensor can not 

register motion because the image shift in 1 millisecond is less than one-half pixel. If the 

method described above is used, the system could allow the image shift to accumulate to 

the point that it would be measurable. If images that are 10 frames apart are compared, 

the minimum measurable rate of motion drops to 3 ern per second; 100-frame separation 

allows measurements down to 3 rnm per second. 

Measuring Range. To determine translations from image shifts the distance to the scene 

must be known. A method for measuring this distance can be derived from equation (1) 

by solving for d. 

d= f_t_. 
s 

(6) 

The focal length is known and the image shift is measured but somehow the translation 

must be known if distance is to be determined. The translation will be known if two sensors 

with a fixed base-line separation are used. Figure 3.2 shows distance measurement using 

stereo separation. The same method for measuring image shifts can be used to measure 

distance as well as motion. The only change to the sensor chips is the ability to transfer 

images from one sensor chip to another. 

The error in measured distance is characterized using the bounds analysis again. 

(7) 

Notice that the relative error grows with the distance; the absolute error will grow as 

the square of the distance. Happily, the distances to be measured in an office-sized room 

are around 2 meters, so the contribution of this term is small for practical values of base­

line separation and focal length. With the parameters used in the translation example 

(45 rnm lens, 2 meters to the scene, 13.5 Jlffi pixel spacing) and a base-line separation of 

50 millimeters, the relative error bound on the measured range is 0.6% (1.2 ern maximum 

error). 

Improving the accuracy of range measurement by increasing the focal length or 

base-line separation is limited by the size of the cluster and by the minimum distance 

that the stereo pair can measure. Increasing either the focal length, or the base-line 



ft 
d=-

8 

8 = SJ + 82 

f 

Not to Scale 

d 

Figure 3.2: Measuring distance with stereo 

19 

increases the shift between the image pairs, thus decreasing the relative error, but there is 

some maximum shift that allows a reliable match. If the images overlap less than about 

30 percent, the number of image features available for shift measurement may be too small 

for good reliability. The minimum measurable range, dmin, is related to the base-line, b, 

the focal length, f, the pixel spacing, p, the width of the sensor array in pixels, N, and 

the minimum acceptable overlap, Omin by 

bf 
dmin = Np(l- Omm) (8) 

The minimum measurable range for a minimum overlap of 50 percent with the same 

parameters again and with 400 pixels in the array is 0.8 meter. Sensors that are closer 

than this minimum range to the scene may produce inaccurate distance measurements 

and will have to be ignored by the control computer. 

Measuring Rotations. Rotation measurement is much less error-prone than either 

measurement of translation or range, because rotations are independent of range. As 
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shown in Figure 3.3, the shift reported by a sensor for a given rotation is determined 

solely by the amount of the rotation. The equation for rotations is 

-1 8 a=tan -. 
( 

The relative error bound on the measured rotation, a, for small a, is 

r~ <o:J 1.1!_1· 0 2fa 

(9) 

(10) 

The relative error for a rotation of 1 degree with the parameters used in previous 

examples ( 45 mm lens, 13.5 pm pixel spacing) is 0.8%. This error can be reduced by using 

the adaptive comparison method described earlier for reducing the error in translations. 

For example, a rotation of 5 degrees would have a relative error of 0.16%. 

:1.1.:1 Proposed Closter Designs 
A small SELF· TRACKER design would mount lenses and sensor chips on opposite sides 

of the duster enclosure, Figure 3.4, so that duster size is determined by the focal-length. 

This design is highly constrained since the focal length and base-line must be compatible 

and obscuration must be avoided. 

A larger SELF· TRACKER design with twice as many sensors for more redundancy would 

make the duster diameter a little more than twice the focal length by mounting the sensor 

chips in the center as shown in Figure 3.5. This design is less constrained since the base-line 

is largely independent of the foe a! length. 
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Figure 3.4: Proposed design for a small SELF-TRACKER cluster 

0 

OQ 0 

Figure 3.5: Proposed design for a large SELF-TRACKER cluster 
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In the previous discussion, the sensor chips were assumed to measure changes in 

successive images without specifying how this is done. Reference to the extensive literature 

for the case of successive images from a single television camera shows that this is hard 

(e.g. [Ullman, 1979; Ballard and Brown, 1982]). Implementation on a single chip, as 

required for SELF· TRACKER seems unreasonable unless the problem can be simplified. 

For example, suppose a system acquires an image and measures the change since the 

last image in 10 milliseconds for image changes corresponding to 1 degree of rotation. The 

experiments that I will describe later in this section indicate that as much as 10 degrees 

of rotation can occur in 10 milliseconds at peak rates of head rotation and even at normal 

rates, 2 degrees of rotation could occur. But the 10 millisecond method is good only for 

1 degree rotations, 10 degrees might require 100 milliseconds or more. But now, all is 

lost. In 100 milliseconds the user could be virtually anywhere. He could have rotated his 

head as much as 100 degrees; so much that the images to be compared are of completely 

different scenes. 

On the other hand, a system that reqwres 1 millisecond for image changes corre­

sponding to 1 degree of rotation can just keep up, and a system that requires less than 

1 millisecond can do better. If measuring 1 degree changes requires only 0.5 millisecond 

then only 0.5 degree changes must be measured but this might require only 0.25 millisecond 

so only 0.25 degree changes are measured. At some point this decreasing time spiral will 

stop because only the time to process the image is decreasing; the time to acquire the 

image is fixed by the available light and the sensitivity of the imager. 

The first step toward image-to-image times of 1 millisecond or less is photosensors 

that are sufficiently sensitive. for operation at this rate in ordinary room light. I have 

designed and tested photosensors that allow image-to-image times of 200 microseconds or 

less (see chapter 5). 

The second step is an image-change measurement method that can keep up. Suffi­

ciently fast operation has been achieved by making two simplifications. First, the high 

frame rate assures that the human user cannot have moved very far between images, thus 

the images are very similar and a simple image comparison method can work reliably 

(section 3.2.3). The second simplification follows from using multiple identical sensors 

looking in different directions, rather than a single camera. The use of multiple redundant 
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sensors allows each sensor to ignore image rotations and changes of scale because motions 

that generate a rotation or change of scale for a sensor looking in one direction will produce 

a simple translation in one of the others that is looking in different direction. 

How fast must the sensors operate to assure small image-to-image changes? To find 

out, I measured the rate of head motion by examining successive frames from a standard 

television camera. I used our Ikonas RDS3000 and a simple microcode program written 

in Gia2 [Bishop, 1982] to digitize and store 50-line-by-100-pixel frames in the large frame 

buffer memory in real-time. The program can record 600 fields of video at 60 fields 

per second allowing, 10 seconds of recorded action. My measurements gave 70 degrees 

per second as the natural rate for most head rotations and 750 degrees per second as the 

peak rate. 

To allow a margin of safety, I have chosen 200 degrees per second as the rate for normal 

head rotations and 1000 degrees per second as the peak rate. These rates are supported 

by industrial time and motion literature [Quick et al., 1962], which places the rate at 

188 degrees per second (45 degrees in 240 ms). With the cluster design used previously in 

this chapter (45 mm lens, 13.5 jtm pixel spacing, 400 pixels), the required frame rate 

can be estimated from the maximum allowable image-to-image change. Assuming a 

maximum allowable shift of 20 pixels, the required rates are 580 frames per second at 

200 degrees per second and 2900 frames per second at 1000 degrees per second. The 

prototype SELF-TRACKER 1.0 chip described in chapter 4 operates at 1000 frames per 

second. Increasing the size of the photo diodes and fabrication with 3 jtm features should 

allow operation at 3000 to 4000 frames per second. 

Previous Work by Others. The basic idea of using fast, smart sensors is not original 

with this research. Richard Lyon's Optical Mouse [Lyon, 1981](see chapter 1) was the 

first of this new type of sensor. He combined a 4 x 4 pixel square sensor array with 

processing circuitry to follow the motion of a special dot pattern. Howard Landman used 

a 256 pixel linear sensor array to track the motion of a guitar string for an optical pickup 

[Landman, 1983]. John Tanner used a linear array of 16 pixels and an analog plus or minus 

1 pixel correlation circuit to make an optical mouse that follows any pattern (e.g. wood 

grain on the desk top) [Tanner and Mead, 1984]. Herbst, Grassl, and Pfleiderer [Herbst 

et al., 1982], used two 24 pixel arrays to measure distance via stereo for an experimental 

autofocus control for a 35 mm camera. 

The SELF· TRACKER is another step in the development of smart optical sensors on 

silicon. SELF· TRACKER uses a high-resolution linear sensor and high-speed processing to 
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measure both motion and distance of natural scenes with a single custom chip design. 

My design is substantially more complex than any of these others because higher speed 

operation is required with less light and with more complex images. 

S.2.Z Imaging System 

One-Dimensional Images. A two-dimensional imaging system was my first choice 

for the natural-environment SELF-TRACKER because I could measure shifts along two 

axes with a single sensor and because I am accustomed to working with two-dimensional 

images in graphics and image processing. This choice was reconsidered when I realized 

the importance of pixel spacing in the design equations given earlier in this chapter. In 

every case, reducing the pixel spacing improves the error performance of the system. 

Unfortunately it is not possible to achieve close spacing in a two-dimensional sensor array 

on the two-dimensional surface of a chip, because a minimum photodiode area is required 

to achieve the desired sensitivity and the amplifier must be close to the photodiode. I 

estimate that the minimum possible pixel spacing for a two-dimensional array with 3 p.m 

minimum circuit features is 100 p.m (see Figure 3.6). This pixel spacing would require 

impractically long focal lengths to achieve adequate system accuracy. The cluster would 

be too large and the field of view too small to assure the presence of adequate image 

features for shift measurement. 

The pixel spacing can be reduced by using a one-dimensional imaging system com­

posed of a linear array of photosensors. A one-dimensional array can be designed with 

close pixel spacing by making the photodiodes long and thin and by placing the amplifier 

and support circuitry for alternate pixels on opposite sides of the array (see Figure 3.6). 

I have designed an array that would have 13.5 p.m pixel spacing with 3 p.m features. The 

array has been implemented and tested with 4 p.m features and 18 p.m pixel spacing. This 

array operates at from 500 to 5000 frames per second and includes circuitry for forming 

an image, and for shifting the image out to the processor. 

It was not obvious that one-dimensional pictures of natural scenes would consistently 

provide enough image features to measure image shifts. It seemed that the loss of one­

dimension might obscure all useful detail. To determine the usefulness of one-dimensional 

images of natural scenes, I simulated the operation of a photosensor array using a video 

digitizer and a standard television camera (Ikonas RDS 3000, RCA TC2000 camera, 75 mm 

zoom lens). I digitized scenes of our graphics laboratory with the lens set for a 10 degree 

field ofview. I then generated one-dimensional images from the two-dimensional images by 

extracting a 256 by 50 pixel region and summing the intensities in the 50 pixels columns to 
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derive a 256 pixel image. Figure 3.7 shows some scenes of our laboratory and the resulting 

one-dimensional intensities. The first image is typical of those a sensor chip would see, the 

second was carefully chosen to show one of the worst cases encountered (all features at 45 

degrees to the sensor). Of course, much information is lost in the conversion and sometimes 

the one-dimensional image is not useful, but my experience with these simulations gives 

hope that this is rare. Also, the SELF· TRACKER cluster will contain many one-dimensional 

sensors at different orientations, so even if one or two of them cannot see significant image 

features, the others should supply the needed shift measurements. 

Bi-level Images. The array of photosensors does not produce an image in the usual sense 

of an array on intensity values. The individual outputs merely switch from off to on after 

a delay determined by the intensity of the incident light. The relative switching times 

must somehow be used to form a useful image. One approach would repeatedly sample 

the outputs at intervals much shorter than the expected delays to form a multi-level image 

as normally used in image processing. I chose instead to use binary images to simplify the 

image comparison process. 
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Figure 3.7: Simulated one-dimensional images of our graphics laboratory 

A simple method for forming a binary image waits for some fixed number of pixels 

to switch and then latches the image. This thresholding of the image can produce very 

bad results for a large class of images. For example, the image in Figure 3.8 has several 

features that might be useful for shift measurement but it also has an intensity gradient. 

All of the useful features are lost in the thresholded binary image. 
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Figure 3.8: Loss of features because of thresholding 

Some method that responds to local intensity changes is needed so that wide intensity 

variations over the image will not "swamp out" the important information. An attractive 

method would result in an image that has ones wherever the image intensity (thus the 

switching time) is "significantly different" at adjacent pixels and zeros elsewhere. I 

have been unable to devise simple circuitry that implements this because "significantly 

different" is relative to the absolute brightness. 

Circuitry that produces an approximation to the above compares the relative switching 

time of pairs of pixels and produces a 1 if the left pixel is first and a 0 if the right pixel 

is first. This produces the sign of the slope of the intensity along the array. Significant 

features, such as a rapid increase in intensity in a region of gradually increasing intensity, 

can be lost, but my experiments with digitized images suggest that this method works well. 

A problem with this method that unfortunately was not discovered until after fabrication 

is that the small differences in sensitivity between adjacent sensors are also reported, 

resulting in patterned noise in the image. The differencing process needs to be stopped 

before small intensity variations become important (see section 4.2.1). 
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This sign-of-slope representation is well suited to the registration operation that 

follows because changes in intensity will often correspond to important image features 

such as the edge of a doorway or a seam between ceiling tiles. Multi-bit grey-scale images 

were not used because their processing would require more coictplex circuitry and because 

registering grey-scale images with simple methods like correlation often produces a broad 

maximum. Venot [Venot, 1983] has described a method for registering medical images 

that is similar to mine. He registers two grey-scale images by finding the relative shift 

that minimizes the number of sign changes in the difference of the two images. The 

number of sign changes has a sharp minimum at the correct image registration. Likewise, 

the number of identical bits in two sign-of-slope representations has a sharp maximum at 

correct registration. 

3.Z.3 Registration System 

The image registration process 1s greatly simplified by the assumptions made in 

section 3.2.1; ignoring rotations and changes of scale eliminates much complexity that 

is related to extracting image features and matching them independently. The processor 

need only find the relative shift that maximizes some global measure of image similarity to 

determine the image shift. Ail mentioned earlier, sometimes these assumptions will not be 

valid and the measured shift will be incorrect, but motions that violate these assumptions 

for a sensor looking in one direction will be valid for another. To differentiate between 

good and bad matches, the processor will report the degree of similarity (the number of 

identical pixels) between the images as a measure of confidence of the match. The motion 

extraction algorithm running on the control computer will use the confidence measure as 

one factor in deciding which sensors to "believe" and which to ignore. 

The search for maximum similarity should be done by exhaustive search over the 

range of possible shifts (about 10 pixels for motion measurements) rather than by hill 

climbing. Hill climbing is inappropriate for this application because there may be several 

local maxima in the search space. 

FigUre 3.9 shows the measured similarity (the number of identical bits in the hi-level 

sign-of-slope representation) of two pairs of one-dimensional images of our laboratory. The 

solid curve in 3.9A and C is the same as shown in Figure 3.7. The dotted curve was made 

by moving the camera to camera to simulate the image shift at a high rate of rotation with 

a one millisecond frame rate. The curves in 3.9B and D show the similarity at different 

relative shifts of the two images in A and C respectively. Before registration, the images 

were converted to the binary, sign of slope of magnitude, representation described earlier. 
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The large peak at maximum similarity is typical of the many scenes I have tried. Even 

images that were carefully chosen to contain few features show a peak at the correct shift. 

Elfect of Blur Caused by Motion. The images processed by the SELF-TRACKER will 

be blurred by the user's motion because the photosensor integrates light for a finite time 

interval (about 1 millisecond). The blur may limit the accuracy of the registration process, 

since nearly all of the shift occurred during the time the photosensor was integrating. I 
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blurred the images in Figure 3.9A to see how well registration after conversion to a hi-level 

image would work. Figure 3.10 shows the effect of image blur on the image registration 

process. The similarity curve in 3.10A was computed by blurring the two images in 3.9A 

by 10 pixels each. The solid curve in 3.10A and B is the same as in 3.9B. The dotted 

curve in 3.10A is the result of blurring both the solid and dotted image in 3.9 by 10 pixels, 

simulating normal motion with no acceleration. The dotted curve in 3.10B results from 

blurring the solid curve of 3.9A by 10 pixels and the dotted curve by 8 pixels, simulating 

the effect of acceleration. Image registration works well (in fact better than I expected) in 

both cases, although the simulated acceleration in 3.10B results in some error. I believe 

the excellent performance results from "edge enhancement" by the sign-of-slope hi-level 

image representation (section 3.2.2). 

3.:1.4 Communication 

The sensor chips must communicate with the control computer to report shift and 

confidence measurements and with their partner in the stereo pair to allow images to be 

shared. The communication must be asynchronous because each chip has its own internal 

clock. The data rate to the host will be about 2 kilobytes per second (8 bits of shift and 

8 bits of confidence, 1000 times per second). The data rate to the other chip in the stereo 

pair will be about 50 kilobytes per second (400 bits of image data, 1000 times per second). 
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These rates should be simple to realize with standard serial (three wire) asynchronous 

links. 

3.3 Design of the Motion Extraction Algorithm 

The motion and range data provided by the individual sensors in the cluster are 

combined by a separate general purpose computer to determine the three-dimensional 

motion of the cluster. The extraction algorithm and supporting hardware must be designed 

to operate fast enough to keep up with the data flowing from the multiple sensor chips. 

With 20 sensor chips operating at 1000 frames per second the control computer will have 

to collect data at 40 kilobytes per second and solve for the motion of the cluster 1000 times 

per second. The linear approximate solution described in section 3.3.2 requires solution of 

a linear system of 20 equations in 6 unknowns which requires approximately 800 multiplies 

and adds, using the standard method of forming the normal equations by multiplying by 

the transpose of the coefficient matrix and solving the normal equations using Gaussian 

elimination. Floating point operations at 800,000 per second are beyond the capabilities 

of current supermicros and many inexpensive attached array processors. A:rray processors 

based on the new 5 MFlop Boating-point chips from Weitek should be inexpensive and 

should easily solve the equations in under 1 millisecond. 

3.3.1 Problem Formulation 

Extracting the three-dimensional motion of the cluster from the shifts reported by the 

sensors can be very complicated in a completely unrestricted enironment. For example, 

other people moving in the room might cause a sensor to report a false motipn. Even 

in the absence of other people, a sensor might see the users hand or body and produce 

a false report. Also, sensors may occasionally produce misleading reports because of 

"pathological" scenes. I believe that these problems can be solved using a Kalman filter 

[Gelb, 1974; Liebelt, 1967], which would include a model of reasonable motions for the 

cluster so that invalid reports could be ignored, or RANSAC [Fischler and Bolles, 1981], a 

method for eliminating erroneous inputs by generating a model based on a random sample 

of the inputs and then discarding values that do not lit the modeL I have not yet trited 

either of these methods. The extraction method described below is a first step; it is simple 

and works with ideal data, but is not robust. 

The extraction problem has been simplified by assuming that the environment IS 

completely rigid and that the motion of cluster consists of a translation and three rotations. 
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This motion can be represented as a 4 x 4 matrix in homogeneous coordinates, just as 

described in standard graphics texts (e.g. [Newman and Sproull, 1979]). 

M = Mn.,Mo,1Mo,1MT:ryz where 
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The shift (S;) reported by a sensor chip (i) can be represented in homogeneous 

coordinates as 0; = ( S; 0 0 1) W, where W is a scale factor. This row vector is 

related to the known range to the scene (R;), the known viewing matrix for the sensor 

( V;), and the unknown motion matrix for the cluster (M) by 

(11) 

This expression can be expanded to produce a non-linear equation in 6 unknowns, three 

rotations (Oaz, O,~o Or!), and three translations (Tx, Ty, Tz). The equation for each sensor 

is in these same 6 unknowns so we have a set of simultaneous non-linear equations. 

3.S.Z Solution Methods 

Non-linear. The solution could be directly determined by solving the system with an 

algorithm designed for non-linear simultaneous equations, for example multidimensional 

Newton's method [Acton, 1970], or Brown's nonlinear extension of Gauss reduction 

[Brown, 1973]. This approach has two serious difficulties. The first is uniqueness of the 

solution; systems of non-linear equations can have many solutions. The second is efficiency. 

Solution of this system of non-linear equations may require many iterations to converge and 

each iteration will require evaluation of sines and cosines. Current super-microcomputers 

or even super-minicomputers would be incapable of solving the system in 1 millisecond 

and the problem is not sufficiently regular to allow efficient solution on an attached array 

processor. 
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Linear Approximation. A much more efficient solution method results from converting 

the non-linear system of equations to a linear system that has approximately the same 

solution. One such approximation is based on eliminating the sines and cosines by using 

the small angle approximations, sin 0 = 0 and cos 0 = 1, and ignoring products of small 

angles. Simulations (section 3.4) indicate that these simplifications are made valid by 

the high frame rate of the sensors relative to the speed of human motion-yet another 

simplification resulting from a high frame rate. The resulting motion matrix is 

Or! 0) 
-Del 0 

1 0 
Tz 1 

(12) 

Substituting this into equation (11) we obtain a linear system of equations in six 

unknowns, with one equation for each sensor in the SELF-TRACKER cluster. The least­

squares solution to this system can be efficiently determined using standard methods. I 

plan to use this solution directly, but it could be used as a starting point for a fast iterative 

improvement procedure to obtain an exact solution (e.g. [Hirvonen, 1971]). 

8.4 A Simulation Study of .Accumulated Error 

The bounds analysis in section 3.1 gives bounds on how badly the system may perform; 

it says nothing about error cancellation resulting from multiple redundant sensors. To get 

a better feel for how errors will accumulate in an actual system I programmed a simulation 

of a cluster moving around in a room. The simulation program allows specification of the 

size of the room, the motion of the cluster, and all the parameters of the cluster (size, 

number of sensors, focal length, base-line, and pixel spacing). I assumed that the room 

is completely rigid (a approximation, since other people, or the user's hands or body, 

might be moving), that every point in the room has sufficient features to allow image 

registration, and that image registration is accurate to the nearest pixel. The program 

simulates the error in measurements of translation, range, and rotation, and also the error 

due to the linear approximation used in motion extraction, but it does not include the 

effects of image blur. The accumulated error was 6.3 em of translation and 0.4 degrees of 

rotation after a simulated trip around a circle 1 meter in diameter at 1 meter per second 

with a rotation of 360 degrees. This error resulted in about 6 pixels of displacement in 

a 512 x 512, 90 degree field-of-view head-mounted display. The parameters of the sensor 

cluster were the same as used throughout this chapter (400 pixels on a 13.5pm pitch, 

45 mm lenses with 50 mm base-line) with 10 sensors (5 stereo pairs). The simulated room 

was 4 x 4 x 2.5 meters. This simulated 3.1 seconds of operation at 1000 frames per second. 
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After over 3 seconds of operation 6 pixels of error have been accumulated in the displayed 

image but the user has moved though a large distance (3.1 meters) and a large rotation 

(360 degrees). During this time a combined system would have gotten several fixes on 

beacons, thus reducing the accumulated error. 



Chapter 4 
A Chip for Natural-Environment Tracking 

4.1 Motivations for Implementation 

My primary motivation for implementing the prototype is that it is a necessary step 

toward achieving a working system. The goal of my work is more than a paper design; I 

want a working system for use with a head-mounted display system. 

Another important motivation is to demonstrate the validity of the basic assumptions. 

In chapter 3, the design decisions were based on the chip being fast enough, sensitive 

enough, and accurate enough. But is such a chip realizable? Practical? 

Another motivation for implementing the prototype is to discover unanticipated 

problems with the concept. or with the proposed implementation. Will images really 

register to within one pixel? Will noise generated by the digital signals in the processor 

degrade the performance of the imager? 

A fourth motivation is to gain experience with the aggressive design style necessary 

to achieve systems of SELF· TRACKER's complexity on a single chip. My design includes 

both analog and digital circuitry, synchronous and asynchronous control, and bit-serial 

and massively parallel computation. 

4.Z Description of Chip 

The SELF· TRACKER 1.0 chip described here is the fifth chip I have had fabricated as 

part of this research. The first four chips were tests of different photosensor designs (see 

chapter 5). A sixth chip, SELF-TRACKER 1.1, that corrects the timing problem described 

later went to MOSIS on February 20, 1984. 

The SELF-TRACKER 1.0 chip consists at the highest level of three major sections: 

imager, processor, and control. The position and sizes of these three sections are shown in 

Figure 4.1. The function of the photosensor array is to form a hi-level (bit) representation 

of the image that will be focused onto it by a lens. The hi-level image is shifted serially 

from the photosensor array into the upper right corner of the processor. The processor 

compares the new image from the photosensor array with a previous image held in one 



Figure 4.1: Floorplan of the SELF-TRACKER chip. The chip was fabricated 
through MOSIS in 4 pm single metal nMOS. It measures 6800 x 6300 pm. 
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of its registers to determine the amount image shift. The control section generates the 

clock and control signals for the photosensor array and the processor. I will describe the 

implementation of each of these sections separately. 

4.2.1 Imager 

Figure 4.2 shows the lloorplan of the imager. The light is collected by thephotosensors, 

amplified by the amplifier array, converted to hi-level by the image formation circuitry, and 

latched and shifted out by the shift register. The array consists of 200 cells on a 36 p.m 

pitch. The photosensor array is interdigitated with even pixels on top and odd pixels 

on bottom to allow pixels to be spaced as closely as possible. With 4 p.m features the 

photosensors are on a 18 p.m pitch; with 3 p.m features I could achieve 13.5 p.m pitch. The 
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Figure 4.2: Floorplan of the SELF· TRACKER imager. The array is packed tightly by 
placing the amplifiers and support circuitry for even pixels on top of the array, and 
for odd pixels on the bottom. 
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design of the photosensors is described in chapter 5. The photosensors in the prototype 

are 12 p.m wide and 300 p.m long giving a sensor area of 3600(!'m)2. 

Image Formation. The image formation circuitry used in the prototype is shown in the 

left box of Figure 4.3. The output is the arithmetic sign of the slope of the intensity along 

the array (section 3.2.2). The circuit is a RS Bipllop driven, by the output of adjacent 

pixels. Both inputs start at 5 volts, driving both outputs low. The voltage at the inputs 

gradually drops to zero at a rate dependent on the incident light. Eventually one of the two 

inputs will differ from the other by enough to allow the feedback from the cross-coupled 

NOR gates to take over and force it into one of its two stable states. H the left pixel has 

more incident light, its output will go to zero faster and the value of the IMAGE BIT 

line will be one; if the right pixel has more incident light, the value will be zero. This 

circuit was chosen because it is simple and small, and because this approximation to edge 

detection was shown to be effective by the experiments in chapter 3. 
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Figure 4.3: Prototype image formation, and done-detection circuitry. The 
image formation circuitry forms the arithmetic sign of the slope of the in· 
tensity along the array by comparing the rate of decay of the photosensor 
outputs. The done detection circuit holds the DONE line low until all the 
image formation RS llipflops are in legal states. 
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Done Detection. This implementation determines that the image is completely formed 

by detecting the stable state of the RS llipf!ops used for image formation. The circuit 

is an analog XNOR gate described by Seitz in Mead and Conway, 1980 (the right box 

in Figure 4.3). It is connected to the Q and Q outputs of the RS flipflop and produces 

a logical one when the output is unstable ( Q and Q are within one threshold) and zero 

when it is stable. The output of each pixel's XNOR gate is connected to a distinct input 

of a NOR gate. When all the RS llipflops are stable ( all the output bits are decided), the 

output of the NOR gate goes to one, signaling that the image is ready for processing. 
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This circuit was chosen for the prototype because it is simple and because it worked 

well with the simulated images from the television camera. Two problems with the design 

were discovered when the chips were tested. The first problem was poor yield for the 

imager. With this design, any failure in the large NOR gate, or failure of two or more 

consecutive pixels to switch, will disable the done-detection circuit and thus the imager 

and the entire chip. The second problem is caused by small differences in the sensitivity 

of adjacent pixels. Because the circuit waits for all of the "races" to be won, some hi-level 

pattern will be formed even for perfectly uniform lighting (for example complete darkness). 

This pattern is the same for all image regions of constant intensity and causes the later 

registration process to be heavily biased towards zero shift. Both SELF-TRACKER 1.0 and 

1.1 include this circuit. I will design a improved circuit for use in the SELF-TRACKER 2.0 

chip planned for the fall of 1984. {see chapter 6.) 

An improved done-detection circuit might wait for some portion of the bits to be 

decided and force all the undecided ones to zero. This could solve both the yield problem, 

by eliminating dependence on every pixel working, and the noise problem, by eliminating 

decisions that are too close to call. I haven't investigated this solution yet, but it should be 

easy to implement using a "half-done" circuit similar to Tanner's [Tanner and Mead, 1984], 

and it should also be easy to simulateby multiplying the individual pixels in the simulated 

images by slightly different values to simulate gain variations in the sensor array. 

Provisions for Test. Testing the imager is facilitated by the external control provided 

by the DECODER, described later, and by access to the input and output of the serial 

shift register from external pins. I first tested the shift register by serially transferring 

bit patterns from its input to its output. I then tested the array by resetting, waiting for 

DONE, latching the image, and shifting it out to the test computer. 

4.Z.Z Processor 

The floorplan of the processor is shown in Figure 4.4. The 4 rows of 50 columns 

are each arranged as a serpentine to allow the processor to fit in to an almost square 

regwn. This arrangement also provides input and output for serial transfers on the 

same side of the array. The design element here is the column which is a bit-slice of 

the 200-bit processor. The column consists of four registers (10, SHIFT, FIXED, and 

MINIMUM), an exclusive-or gate, and an asynchronous circuit that simplifies the image 

disparity comparison. Three of the registers (IO, SHIFT, and MINIMUM) provide for 

shift-right operation as well as parallel transfers. The 10 register is used for bit-serial 

communication with the photosensor array and for testing. The SHIFT register holds 
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Figure 4.4: Floorplan of SELF-TRACKER processor. The processor is 4 rows of 
50 column processors each. The rows are connected in a serpentine arrange­
ment to allow short communication paths and to provide access to both ends 
of the array from the same side. 
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the moving image during the image comparison operation. The FIXED register holds the 

stationary image. The XOR gate compares the bit in SHIFT to the corresponding bit 

in FIXED. PACKER synchronously latches the disparity value from the XOR gate and 

asynchronously converts it to an unary representation of the amount of disparity by moving 

all the 1 bits to the right and all the 0 bits to the left. The resulting unary representation is 

compared to the current minimum (in MINIMUM) by the DONE/COMPARE circuit. The 
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Figure 4.5: Circuit for shift register that allows serial 
shifting to the right and parallel transfers to and from the 
bus. 
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shift measurement algorithm is implemented from these primitive operations as described 

in section 4.2.3. 

Register Design. The shift registers in the processor are pseudo-static and allow for 

parallel and serial transfers. The circuit is shown in Figure 4.5. 

The fixed register, Figure 4.6, is basically the same as the shift register with the 

control signals and transistors for shift operation removed. 

These two cells are used for the IO, SHIFT, FIXED, and MINIMUM registers in the 

column. SHIFT and FIXED are made dual-ported by adding a connection to the points 

labeled "2nd Port" in Figure 4.5 and Figure 4.6. Together they make up 55% of the area 

of the processor and 20% of the entire chip. 

Comparing Images. The images in SHIFT and FIXED are compared using one 

exclusive-or gate for each bit to produce logical one when the bits in SHIFT and FIXED 

are different and zero when they are the same. The inputs of the XOR come from the 

second port of SHIFT and FIXED; the output drives the input of the PACKER. 
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Figure 4.6: Circuit for fixed register that allows parallel 
transfers to and from the bus. 
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Comparing Disparity. Finding the shift that minimizes the difference between two 

images requires some method of comparing the output of the XOR gates at one relative 

shift to that at another shift to determine which has fewer ones. The time constraints are 

severe; 1000 times per second the number of ones in two 200-bit strings must be compared 

for 64 different shifts. (This is for the SELF-TRACKER 1.0 chip. The final design will have 

300 to 400 bit strings and will measure both motion shift, 64 positions, and range shift, 

150 to 200 positions.) The obvious solution of counting the number of bits and comparing 

the counts is not practical because a serial adder would be too slow, a parallel adder 

would be too big, and an analog adder would not be accurate enough. A serial adder 

must operate at 13 million bits per second to count the bits. A parallel adder tree to 

sum the ones would consist of about 500 rather large adder cells. An analog approach, in 

which each 1 from the XOR gates would contribute a small current into a capacitor with 

the time to rise to a threshold voltage as the basis for comparison, would require that the 

current sources be matched within 1 part in 200 in order to detect one bit of difference in 

200 bit vectors. I felt that this degree p{ matching would be too difficult to achieve with 

a standard nMOS process. 

I solved the comparison problem with a circuit that converts an arbitrary string of ones 

and zeros into a string with all the ones at the right end and all the zeros at the left; a unary 

representation of the disparity. After conversion to this representation, two strings can be 



Data 

Load 

L-----Acknowledge In 

Figure 4.7: PACKER circuit. This circuit loads a hi-level pattern in parallel 
from the XOR gates when LOAD is asserted and asynchronously shifts all 
the 1 's to the right when LOAD and INHIBIT are unasserted. The resulting 
string of l's is a unary representation of the amount of mismatch between the 
image in FIXED and the image in SHIFT. 
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compared with trivially simple circuitry to determine which string of ones is shorter and 

thus which shift has less disparity. The conversion to unary is handled by the asynchronous 

circuit shown in Figure 4.7. The output of the XOR gates is latched into the array of 

PACKER cells synchronously in parallel when the LOAD and INHIBIT signal are high. 

Then LOAD and INHIBIT go low (this causes a serious problem described later). Each 

PACKER cell that contains a one asserts the REQUESTOUT line to its right neighbor. 

Each PACKER cell that contains a zero and that has its REQUESTIN line asserted will 

change its state to one and assert its ACKNOWLEDGEOUT line. When a PACKER cell 

that contains one has its ACKNOWLEDGEIN line asserted, it resets to zero. Thus the 

ones shu!He concurrently to the right, as fast as possible. The DONE/COMPARE circuit 

shown in Figure 4.8 detects completion of the packing operation by holding the DONE 

line low as long as any adjacent pair of bits are out of order (the left bit is one and the 

right bit is zero). The comparison operation is done using the unary images by comparing 

corresponding bits in the current best match, held in MINIMUM, to the output of the 

PACKER. 

The concurrency in the PACKER circuit greatly speeds its operation, but this design 

is fast enough even in the worst case of transferring a single bit from the far left to the 

far right. This circuit operates at about 16 nanoseconds per stage with 4 pm circuit 
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Figure 4.8: DONE/COMPARE circuit. This circuit holds 
the PACKER DONE line low "" long "" any adjacent pair 
of outputs from the PACKER is out of order. The com­
parison is done by comparing corresponding bits from the 
output of PACKER to the current miuimum that is stored 
in MINIMUM. Since both the output of both PACKER 
and MINIMUM are unary representations of the disparity 
the comparison can be done with only local comparisons. 
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features, giving a worst-c""e time of 3.2 microseconds for a 200 bit processor; 64 shift 

comparisons at 1000 frames per seconds allows 16 microseconds per comparison. The 

next processor, with 300 bit images, will be implemented with 3 p.m circuit features. I 

estimate that the PACKER will operate at 12 nanoseconds per stage, giving a worst 

c""e time of 3.6 microseconds. The 300 bit design will me.,.ure range "" well "" motion, 

requiring comparison at about 200 different positions and thus will allow 5 microseconds 

per comparison. 

The problem, mentioned earlier, when LOAD and INHIBIT go low, is a race condition 

that allows a PACKER cell to shift out a one without resetting to zero. This race w"" not 

discovered during simulations of the chip because the switch level simulator I used (esim), 

""sumes synchronous operation. The problem manifests itself in the prototype chip by 

producing many more ones in the output than were in the input pattern when consecutive 

ones are loaded into the first or third rows of the PACKER. The second and fourth rows 

work as expected and the third row will P""" consecutive ones that were loaded into the 

second row. These strange characteristics and extensive simulations with SPICE 2G.5 
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lead me to the conclusion that the problem can be eliminated by delaying the INHIBIT 

signal with respect to LOAD. The delay has been implemented by driving the INHIBIT 

line with a noninverting superbuffer that is driven by the far end of the LOAD line, thus 

assuring that INHIBIT always falls to zero after LOAD. The delay has been implemented 

in the SELF-TRACKER 1.1 chip that went to MOSIS for fabrication on February 20. 

Provisions for Test. The shift registers (10, SHIFT, and MINIMUM) in the processor 

greatly simplify testing it. The input and output of each of these registers are brought 

out to pads so that along with the control signal generation facilities of the DECODER 

module, the registers and other circuitry can be tested with arbitrary bit patterns shifted 

in from our test computer. The test programs first tested the registers for serial transfers, 

then for parallel transfers and then tested the XOR, PACKER, and DONE/COMPARE 

circuitry using patterns shifted into the registers. 

4.2.3 Control and Signal Generation 

Figure 4.9 shows the fioorplan of the control section of the SELF-TRACKER prototype. 

This section generates the signals that control the processor and implement the image­

comparison algorithm. The control section is almost entirely implemented from standard 

cells and PLA's. Its design was much more relaxed than the other circuitry because there 

were no special speed or space requirements. 

Control Section Implementation. The image-comparison algorithm gtven m Fig­

ure 4.10 is implemented in MAIN using a 35-state, finite state machine, an eight-bit 

standard-cell counter circuit, an eight-bit latch, and some simple logic to detect certain 

counter states. The eight-bit counter and latch allow great simplification of the finite 

state machine by providing for the simple process of looping for a predetermined number 

of iterations. 

The DECODER is a PLA that takes four input lines from MAIN and five from input 

pads and generates the 21 control signals needed by the processor and imager. The four 

lines from MAIN encode the operations needed in the shift measurement algorithm. These 

lines are effective only when all the lines from the five input pads are low. The five lines 

from pads allow generation of all the operations used by MAIN and others that are useful 

for chip test. This proved to be a most useful provision for testing, as all processor and 

imager operations could be initiated independently of the control section. 
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Figure 4.9: Floorplan of SELF-TRACKER control. 
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Clock Generation and Synchronization. A pausable clock is included in the proto­

type SELF-TRACKER to a.llow reliable synchronization of the asynchronous signa.ls from the 

photosensor array and the DONE/COMPARE circuit. These signa.ls are tested using a 

synchronizer circuit similar to the one described by Seitz in Chapter 7 of Mead and Con­

way, 1980. When the synchronizer enters a metastable state, the clock cycle is stretched 

to allow time for recovery. 

Drivers. The drivers for control lines in the prototype use the bootstrap technique 

described to me by Seitz during a visit to UNC and described in Lutz et al., 1984. 

The circuit, Figure 4.11, generates a qualified clock signaJ at full clock voltage and with 

considerable power with very small power dissipation. The driver does not amplify the 



do forever 
begin 
wait until SENSOR· DONE is asstttrd 
transfer the new image from the photosensor array into 10 registu 
SHIFT:= 10 
PACKERIN :=SHIFT ror FIXED 
MINIMUM:= PACKEROUT 
count:= 0 
direction := left 
latch := direction count 
do 

bee in 
shift SHIFT right 
PACKERIN := SHIFT ror FIXED 
If PACKER OUT < MINIMUM then 

begin 
MINIMUM:= PACKEROUT 
latch := direction cotmt 
end 

cotmt := count+ 1 
end 

untll cotmt = 32 

SHIFT := FIXED 
FIXED:= lO 
count:= 0 
direction := right 
do 

begln 
•hift SHIFT 
PACKERIN :=SHIFT ror FIXED 
If PACKEROUT < MINIMUM then 

begin 
MINIMUM:= PACKEROUT 
latch := dirertion cotmt 
end 

cOtmt := count+ 1 
end 

untll count = 32 

If count > 3 then 
begin 

end 

report latch 
col.Ult := 0 
while MINIMUM-OUT = 1 do 

begin 
shift MINIMUM 
count := count + 1 
end 

latch := count 
report latch 
end 

Figure 4.10: SELF-TRACKER processing algorithm j 
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clock, but rather passes it without significant attenuation whenever the control input ts 

high. 

The bootstrap line-drivers allow all the clock drive to be supplied in one place rather 

than distributed all over the chip. I was not able to provide this drive from off-chip as 

Seitz does, because this implementation needed a pausable clock for synchronization. The 

on-chip clock drivers switch 50pf of load capacitance at 2MHz, but they consume only 10 
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Figure 4.11: Bootstrap driver circuit. This circuit generates 
a qualified clock signal at full clock voltage by using para­
sitic gate capacitance to bootstrap the gate voltage on the 
pass transistor up to well above 5 volts. 
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milliwatts of static power. This low power consumption was achieved without sacrificing 

a full logic swing by using a small depletion transistor (1/w = 4/100) in parallel with a 

large enhancement transistor (4/400) as the pullup (Figure 4.12). The large enhancement 

transistor provides most of the drive without consuming static power, and the small 

depletion transistor provides the full logic swing. Figure 4.13 shows the result of a Spice 

simulation of the clock driver switching a 50pf load. 

Provisions for Test. A major feature of the control section design is the ease of 

chip testing that it affords. The processor and imager can be easily separated from the 

control section for test through the five test inputs to DECODER. The MAIN PLA that 

implements the control algorithm can be controlled and monitored from pads, allowing 

verification of its operation. The clock generator can be disabled and the clock signal can 

be supplied from off chip, allowing simple interface to our test computer. The output of 

the clock .drivers are available at output pads, allowing measurement of the internal clock 

frequency and verification of proper driver operation. 

4.S Testing Environment 

Figure 4.14 shows the test head used for testing the SELF· TRACKER chips. The head 

consists of a 64 pin ZIF socket in a light-tight enclosure fitted with a "C-mount" for 

a standard television camera lens. The test head is connected to a PDP 11/23 system 

running UCSD Pascal. The PDP 11/23 is equipped with a 64 line parallel interface that 
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Figure 4.12: Clock driver circuit. The combination of a 
large enhancement-mode pullup to provide most of the 
drive and a small depletion-mode pullup to provide full 
logic levels produces a low power driver that can drive large 
loads. 
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Figure 4.13: SPICE 2G.5 simulation of the clock driver 
switching 50pf. 

has been modified to provide weak drive on its output lines. The weak drive is sufficient 

for input pads but is easily dominated by output pads. 
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Figure 4.14: Camera test head for SELF-TRACKER chips 



Chapter 5 
Photosensor Design 

The design of sensitive photosensors that can be combined with digital circuitry on the 

same chip is the crucial problem in implementing a SELF-TRACKER. U the photosensors 

are not sufficiently sensitive, the system will be too slow to support the assumptions made 

in section 3.2.1. This chapter describes the design of photosensors that can be fabricated 

with standard nMOS processes and are sensitive enough for operation at thousands of 

frames per second under normal room light. 

Photosensors in nMOS technology consist of a photodiode (an isolated region of 

diffusion) and an attached level-detection circuit. The photodiode is initialized by charging 

it to V dd , thus driving electrons from the area. A13 photons strike the diffusion, they 

generate electron-hole pairs and the charge on the region is decreased (the absence of 

electrons is decreased) [Sequin and Tompsett, 1975; Howes and Morgan, 1979]. A level­

detection circuit monitors the change in charge on the photodiode and switches at some 

fixed charge threshold. Since the amount of charge on the photodiode after reset, the 

conversion efficiency, and the level sensor threshold are constant, the time between reset 

and the signal from the level sensor is directly proportional to the flux of photons. 

5.1 The Optical Mouse Photosensor 

Richard Lyon's Optical Mouse [Lyon, 1981] uses photosensors such as the one in 

Figure 5.1. The photodiode is a square region of diffusion about 150 p,m on each side and 

the level sensor is a series of three standard inverters, with pull up/pull down ratios (k) 

of 8, 4, and 8, respectively. 

The first inverter switches its output from low to high when the voltage between the 

anode of the diode and ground crosses the threshold voltage of the inverter. This voltage 

is the product of the charge on the diode and its capacitance. Since the capacitance and 

the number of photons captured are both directly proportional to the area of the diode, 

the sensitivity of the sensor is dependent only on the threshold of the inverter. 
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Vdd 

Photodiode 

GND 

Figure 5.1: Circuit of photosensor from the Optical Mouse 

During the summer and fall of 1982, I designed, fabricated, and tested an integrated 

circuit that is a linear array of 200 copies of the Optical Mouse sensor except that my 

photodiodes were 14 x 1000 pm, about 60% as big. The sensitivity of the four chips I 

received was 32nJfcm2 with a standard deviation of 2nJ/cm2. This sensitivity could be 

improved to about 18nJ /em 2 by making the photodiodes square (making the diode square 

reduces its sidewall capacitance). 

Although this circuit was completely adequate for the Optical Mouse, even 18nl/cm2 

is not sensitive enough to allow millisecond operation in normal room light. It is not 

easy to improve the sensitivity of this design because it depends only on the threshold 

of the first inverter; the threshold of nMOS inverters is primarily determined by process 

parameters, not design parameters. 

6.2 An Improved Photosensor 

Carlo Sequin, during a visit to UNC in the fall of 1982, suggested an amplifier design 

with greatly improved sensitivity. The circuit is shown in Figure 5.2. A similar design is 

used in Herbst et al., 1982. Its operation is most clearly explained using a water analogy 

suggested by Sequin. The basic problem is to measure the amount of rain (photoiiS) falling 

into a bucket (photodiode). Lyon's approach (Figure 5.3) is analogous to placing a ruler 

in an empty bucket (the photodiode after reset) and sending a signal when the water 

level passes a fixed mark (the threshold of the inverter). The only way to improve the 
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Figure 5.2: Circuit for the improved photosensor 
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Figure 5.3: Water analogy of the photosensor from the Optical Mouse 
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sensitivity is to lower the mark on the ruler, since making the bucket bigger to catch more 

rain also makes its volume larger so that the water level does not rise any faster. 

The improved design (Figure 5.4) uses a small bucket (small capacitor) to collect 

the runoff of water (charge) through a hole (barrier transistor) in the side of the bucket 
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Water Level c 

Small Bucket 

BiK Bucket 

Figure 5.4: Water analogy of improved photosensor 

(photodiode), near the top. Once the big bucket has filled to the level of the hole, all 

the rain that falls over its entire area will run off into the small bucket. By emptying 

(resetting to Vdd) the small bucket and waiting for the water level in it to rise to a fixed 

mark, the amount of rainfall can be measured in much less time. The improvement is, .• 

to a first approximation, the ratio of the size of the big bucket (the capacitance of the 

photodiode) to the size of the little bucket (the capacitance of a transistor gate). 

6.:4.1 Sensitivity of tbe Impl'oved Pbotoseusol' 

During the winter of 1983, I fabricated new chips with this improved amplifier design 

connected to photodiodes of three different sizes: 50 x 50 p.m, 75 x 75 p.m, and 200 x 200 p.m. 

The measured sensitivity of these sensors is given in the following table. The measured 

sensitivity of even the smallest sensor is adequate for use with a natural-environment 

SELF-TRACKER if the optical gain of the lens is 20 or more. The optical gain is the ratio 

of the area of the lens to the area of the sensor. 

Pbotodiode Measured On Cbip Cbip to Cbip Frames per second 
Size Sensitivity Std dev Std dev at 2p.mW/cm2 

p.m/side nJ/cm2 nJ/cm2 nJ/cm2 

liO rss 0.01 o:zt 1064 
75 1.35 0.04 0.11 1411 

200 0.46 0.02 0.05 4348 
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A layout for the improved photosensor 



Chapter 6 
Next Steps 

6.1 Task List for a Natural Environment Tracker 
This section lists the steps necessary to achieve a working natural-environment 

SELF-TRACKER. I propose to demonstrate a natural-environment SELF-TRACKER cluster 

in the fall of 1985. 

Task Month I 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

Improved Image Formation 

"' Inter-chip Communication .. . 

Cluster Calibration Procedure -j 
Automatic Chip Test Procedures 

Layout New Chip 1-
Test Chip Fabrication 

Design Verification .. 
Design Evaluation .. 
"Production" Quantity Chip Fabrication 

Cluster Structural Design -
Obtain Funding 

Specify and Purchase Control Computer 1-
Program Control Computer -
System Integration and Demonstration -1-

Schedule for a natural environment SELF-TRACKER 
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6.1.1 DescriptioD of ~sks 

DesigD Improved Image FormatioD. (I/2 month) & discussed in sections 3.2.2 and 

4.2.1, a better method for forming hi-level images is needed. The current, sign-of-slope, 

method accentuates gain differences in the photosensor array. One possibility for a better 

method is to stop the current method after one-half the bits have been decided and set 

all the others to zero. 

Design Inter-chip Communication. (I/2 month) An asynchronous communication 

protocol for transferring images from chip to chip and for communicating shift and 

confidence measurements to the host must be designed and implemented. I expect no 

difficulty since the data rates are relatively slow and the distances short. 

Design Cluster Calibration Procedure. (I month) The completed cluster must 

be calibrated; the design parameters probably cannot be used, as they were in the 

simulations, because of construction tolerances. The calibration procedure will probably 

require a simple "jig" that allows presentation of a controlled optical environment to the 

individual sensor chips in the cluster. The procedure should be designed before the final 

design of the sensor chips, because simple modifications to the photosensor array design 

may greatly simplify the calibration procedure. 

Design Automatic Chip Thst Procedures. (I month) Test procedures must be 

designed that will allow the SELF-TRACKER 2.0 chips to be tested with minimum human 

effort. With expected yields, SO to 100 chips will have to be tested to find the IO functional 

ones that are needed for a working cluster. These procedures must be designed before 

final chip design since simple changes in the chip design can radically simplify testing. 

Layout New Chip. (1 month) Mter the design of the improved image formation cir­

cuitry, the inter-chip communication circuitry, and the calibration procedure is complete, 

the natural-environment SELF-TRACKER 2.0 chip should require about 1 month. Almost 

all the circuitry from the current SELF-TRACKER l.I chip will be used in the new design. 

Thst Chip Fabrication. (3 months) The initial fabrication of the SELF-TRACKER 2.0 

chip will probably require two to three months, based on our past experience with MOSIS. 

I hope this fabrication run will produce two or three working chips. 
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Design Verillcation. (1/2 month) After receiving the initial fabrication run of 

SELF· TRACKER 2.0 chips, the design will be verified using our current test head (see section 

4.3). If at least two working chips are recieved from the first fabrication run, I will be 

able to test and demonstrate the complete cycle of operation for a pair of sensor chips, 

including measuring range and motion. 

Design Evaluation. (1/2 month) If all goes well in the previous design verification, I 

will move toward fabricating a cluster. If some problems are found in the design, the 

schedule will be slipped at this point. 

8 Production" Quantity Chip Fabrication. (6 months) The natural-environment 

SELF-TRACKER cluster will require 10 working chips. If the yield on chips returned from 

MOSIS is 20%, 50 or more chips will have to be fabricated to get 10 that work. MOSIS is 

gearing up to provide "production" quantity volume, but I anticipate 4 to 6 months delay 

before sufficient chips are available. 

Cluster Structural Design. (2 months) The design of the natural-environment 

SELF-TRACKER cluster will be complicated by the need to get 10 sensor chips with wiring 

and optics into a relatively small space. This design can occur in parallel with the preceding 

activities. Funding becomes critical at this point to pay for these services. 

Obtain Funding. (10 months) The later stages ofthis project require substantial funding 

to purchase needed equipment and services. A research proposal to NSF and DARPA will 

be written during the first month. The remainder of the alloted time is the typical delay 

before funding. 

Specify and Purchase Control Computer. (4 months) The specification of the control 

computer can occur while waiting for funding. I believe that a super-microcomputer 

comparable to the MASSCOMP 500 with an attached array processor and options for 

real-time data collection will be adequate. After funding is available, purchasing will 

require two to three months. 

Program Control Computer. (2 months) The control computer must be programmed 

to collect the data from the chips in the cluster and to extract the three-dimensional motion 

of the cluster from the shift data reported by the chips. Both of these programming tasks 

are complicated by the real-time nature of the problem. 

System Integration and Demonstration. (2 months) System integration includes 

debugging the hardware and software for communicating with the cluster, calibration of 

the cluster, and intial system checkout. 
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tJ.Z Furt.b.er Research. for a Combined System 

The next step toward a usable SELF-TRACKER system must be some method of 

conquering the drift inherent in the natural-environment SELF· TRACKER. I believe that 

the system with both beacon and natural-environment tracking (chapter 2) is the most 

promising solution. The next step then should be to undertake development of a beacon­

based system as a largely independent research project. 

Another important area for further research is a robust method for extracting the 

cluster's motions from the shifts reported by the sensor chips. The method that I propose 

in chapter 3 may be satisfactory for a demonstration, but in a practical system some 

method that is more tolerant to erroneous reports from the sensor chips will be necessary. 

I plan to investigate optimal estimation and RANSAC [Fischler and Bolles, 1981] as the 

basis for an improved motion-extraction algorithm. 

A final area for further research is a method for combining the measurements from a 

natural-environment system with those from a beacon system to provide a better estimate 

of the cluster's three-dimensional motion. The sightings from the beacon sensors will often 

not include enough beacons to allow absolute determination of the cluster's position. Some 

method must be found that uses knowledge of the cluster's current position, output of the 

motion sensors, and whatever beacon sightings are available to produce a best estimate 

of the clusters position. 
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