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The page-fault overhead incurred by a program executing on a demand-paged virtual-memory computer system is a function of the program's module-to-module reference pattern and the program's layout -- the assignment of program modules to pages in the virtual name space. Defining the layout using program restructuring methods can greatly reduce this overhead, but the restructuring process is itself expensive when an execution trace of the program is required.

This research aims to reduce the computer and programmer time required to perform program restructuring. Only externally relocatable code modules (i.e., subroutines or procedures) are treated. A generative procedure-level program model (PAM) is defined and used to synthesize program executions that, when used in program restructuring instead of actual execution traces, are shown to produce acceptable layouts. Moreover, the PAM program modeling system can be fully automated.
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Chapter 1

INTRODUCTION

This chapter contains the motivation and claims of this research, along with a survey of related research. For those readers unfamiliar with the general area of virtual memory, Denning's excellent tutorial [DENN70] is recommended. Ferrari's survey paper [FERR76a] gives a concise introduction to program restructuring techniques.

1.1 THE PROBLEM

The paging overhead (i.e., overhead incurred when a page fault occurs) experienced by a single program executing in a demand-paged virtual memory environment depends upon four major factors:

1. the program's module-to-module reference pattern;
2. the program's layout in its virtual name space;
3. the system's memory management policy, primarily, the page replacement algorithm; and
4. competition from other programs in the system for resources.
Given the program's reference pattern and the system's page size and replacement algorithm, a program restructuring procedure can produce a near-optimal layout, for which the paging overhead is near its minimum. Program restructuring procedures have been shown to reduce paging overhead significantly, but the inconvenience and high cost of collecting the required reference information discourage the widespread use of this effective performance-improvement technique. [FERR76a] Low-cost, easy-to-use, language-independent restructuring packages are sorely needed to encourage the acceptance of program restructuring as an integral part of the program development cycle for large programs.

The primary objective of this research is to reduce the cost of using conventional program restructuring techniques. The objective is not to define brand new restructuring procedures, but to reduce the cost of obtaining the required reference information. A secondary objective is to demonstrate that procedure-level program modeling is feasible, and that it yields insights into execution-time behavior. A fully-automatic restructuring system is designed and compared to conventional approaches in terms of ease of use, effectiveness and cost. It is hoped that, with such packages available, the use of program restructuring will become as commonplace as the use of optimizing compilers to reduce a program's execution-time cost.
1.2 A VIEW OF PAGED VIRTUAL MEMORY SYSTEMS

1.2.1 Notation and Terminology

Figure 1.1 shows an overview of a paged virtual memory system. The programmer writes a program using symbolic names; the set of names used is called the symbolic name space (SNS). When the program is translated to produce a load module, each symbolically named object is assigned a virtual address in the virtual name space (VNS). The virtual address identifies the page in which the first byte of the module is stored. When the program is loaded prior to execution, the virtual name space is stored in the storage hierarchy, usually in the backing storage. Backing storage and main storage (executable memory) define the physical name space (PNS) of physical addresses referenced during program execution.
The name spaces are related by way of maps that are defined at various times in the program's life cycle. The module-to-page map relates elements of the symbolic and virtual name spaces. This map is static, and is produced by a series of translation programs, including the link-editor. We call this map the layout, since it describes the layout of the program in its virtual name space. Consider the layouts of Figure 1.2 for a program consisting of modules A, B, C, D and E. Layout L0 is denoted L0=[(A),(B),(C),(D),(E)], where each module occupies a page by itself.
L1=[(A,E),(E,D),(C)] assigns several modules to a single page, but allows no module to overlap more than one page. When no page overlap is permitted, the layout is a function \( L: \text{SNS} \rightarrow \text{VNS} \); otherwise, the layout defines a relation. For this research, we require layout \( L \) to be a function.

The virtual and physical name spaces are related by way of two mappings. The first one, \( f1 \), maps a virtual page to a page slot in the backing store; the second, \( f2 \), maps a virtual page to a page frame in main storage. Both mappings are defined dynamically. Although \( f1 \) may change, it is always defined; \( f2 \) is defined only when the virtual page is in main storage. The set of virtual pages for which \( f2 \) is defined at time \( t \) is called the resident set at time \( t \), and
is denoted by $B(t)$. A reference to virtual page $vp_1$ causes a page fault when $f_2(vp_1)$ is undefined. The page replacement algorithm fetches the virtual page from physical address $f_1(vp_1)$ in the backing storage, stores that page in some page frame $pf_1$ in main storage, and defines $f_1(vp_1) \leftarrow pf_1$.

The dynamic mapping functions $f_1$ and $f_2$ represent the memory management component of a virtual memory operating system, and they reflect the system policies of allocation, replacement, and page fetching.

1.2.2 Two Important Observations

Two observations about the static and dynamic mapping functions defined above are important to this research. First, the static module-to-page map is constructed automatically, and therefore the process is amenable to improvement through more intelligent algorithms. This is the basis for applying program restructuring methods to this problem.

Second, the execution-time mapping functions, though dynamically defined, can use information gained during the definition of the static mapping to control the redefinition of the dynamic maps. The language translators can embed in the object code directives that suggest ways in which the replacement algorithm can alter its strategy of memory management. For example, the compiler can detect when an array spanning several pages will be accessed sequentially. It can then issue directives to the memory manager (replacement algorithm) suggesting that pages of the array be prefetched.
1.3 PROGRAM BEHAVIOR

1.3.1 Program Referencing Behavior

Page-level referencing behavior is captured in the page reference string \( x=x[1], x[2], \ldots, x[K] \), where \( x[i] \) is the page that contains the \( i \)th virtual address generated by the program. In the symbolic reference string \( w=w[1], w[2], \ldots, w[N] \), each \( w[i] \) is a symbol in the symbolic name space. The two major behavioral characteristics present at the symbolic level are also present at the page level, namely, locality of reference and phase-transition behavior.

Locality of reference is the tendency of program references to favor a subset of the program's modules (pages) during some specific time interval. Moreover, the set of favored modules (pages), termed the locality set, tends to change membership slowly. Locality of reference is related to programming in that (1) programmers tend to concentrate on only a small collection of subproblems at any one time, and (2) programs tend to make extensive use of the looping control structure, which causes certain modules to be referenced repeatedly within short time intervals [DENN70, BATS76b]. Locality of reference does not hold throughout program execution, but during relatively long time intervals called phases, or regimes [PERI75]. Transitions between phases are marked by very poor locality of reference, resulting in a rapid increase in the rate of faults. Studies by Patson and Madison [BATS76b, MADI76], and by Denning and Kahn [DENN75] all came to the conclusion that

"... phases and transitions are of equal importance in program behavior -- long phases dominate virtual time, as anticipated by the earliest virtual memory engineers, and transitions, being unpredictable, account for a substantial part of the ... [page] faults ..."
Locality of reference explains why, for the most part, virtual memory works; the phase-transition behavior explains why page faults come in bursts, corresponding to transitions between phases.

At the symbolic level, locality of reference is caused by a group of modules being referenced close together in time. This type of locality is termed temporal locality. Storing these closely related modules within contiguous pages produces spatial locality, in which the next virtual address generated is likely to be numerically close to those generated in the immediate past. Spatial locality increases the density of references to a particular page (or group of pages), thereby increasing the time the page remains in main storage. For this reason, the module-to-page layout should achieve maximal spatial locality, given the symbolic-level temporal locality.

1.3.2 Characterizing Locality of Reference

What are some ways of characterizing or measuring locality? A single global description of a program's locality masks out the types of behavior observed within the different phases of execution. Decomposing an execution into a sequence of major phases, and studying each phase in detail is one way around this difficulty. Denning [DENN72] suggested that this decomposition might be a useful level at which to study locality. Madison and Batson's bounded locality interval (BLI) method [MADI76,BATS76] is the first widely-adopted approach to phase decomposition.

A more widely used measure of locality is the amount of faulting activity generated by a program execution, graphically displayed using a family of "fault curves." The independent variable is \( r \), the average resident set size. The swapping curve plots \( f(r) \), the number of faults when the average resident set size (allocation) is \( r \). The fault-rate
curve \( F(r) = f(r)/K \), where \( K \) is the number of references, plots the mean rate of faulting as a function of the allocated real storage. Finally, the lifetime curve 
\[ l(r) = 1/F(r) = K/f(r), \]
plots the mean number of references between faults, as a function of the allocated real storage. Consider Figures 1.3a-c, showing "fault" curves generated by two different programs P1 and P2. Notice that the fault-rate curve is a scaled version of the swapping curve. Observe that for low memory allocations, P1 performs better than P2; the relative performance switches for large allocations.
Fig 1.3a: Swapping Curves

Fig 1.3b: Fault-rate Curves

Fig 1.3c: Lifetime curves with primary knees \( x_1 \) and \( x_2 \)

Figure 1.3
Family of Fault Curves
A **knee** of a lifetime curve is a point (resident set size) beyond which the curve begins to flatten out. The **primary knee** is defined geometrically as the point of tangency between the curve and a ray of maximum slope emanating from the origin. Figure 1.3c shows how the primary knee is determined graphically.

Lifetime curves have been studied extensively [BELA69, DENN76, LEO76, SPIR77], and are generally used to determine a region of memory allocation in which satisfactory paging performance is obtained. The replacement algorithm control parameter (e.g., the working set window) is then set to achieve an average resident set size within the knee region. That is, the memory allocation is set to match the locality properties of the program. One can look at locality improvement efforts as being directed at reducing a program's faulting activity at a given value of \( r \).

One other barometer of a program's locality is its demand for space in main storage, as measured by the average resident set size, \( r \). Under variable-allocation memory management, \( r \) reflects the over-all mean real-storage demand, constrained by the value of the control parameter. Denning's working set is the classic measure of memory demand. The working set curve (\( r \) versus WS window size \( T \)) is widely used to validate models of program behavior. Figure 1.4 shows working set curves for programs P1 and P2. The lower curve indicates smaller working set size for a given window setting, implying a greater degree of locality. Coffman and Denning [COFF73] have shown that the working set curve is a very compact description of program behavior that captures many aspects of a program's performance.
1.3.3 **Phase-Transition Behavior**

A reference string may be decomposed into phases and transitions, as shown below:

```
[---X1---]---P1---[---X2---]------P2------[---X3---]...
```

where X's denote transitions, P's phases. The size of phase Pi is the amount of main storage required to keep its locality set Li resident. Since a phase is a period of relatively stable memory demand, loading the entire phase locality set Li into main storage at the start of Pi would bring the page fault rate down to zero for a long period of time. A reasonable goal of page replacement algorithms should be the prediction and detection of phases for the purpose of keeping resident the corresponding locality sets. Since the sizes of phases vary, the replacement algorithm must adjust
to the size of the current phase to avoid excessive page faulting, on the one hand, and wasted space, on the other.

Phase-transition behavior is primarily a consequence of symbolic-level behavior: (1) traversing data structures; (2) modular design of the program, and (3) looping constructs. This suggests that language translators could, with some effort, lend a hand in the detection of phases and transitions. More specifically, translators could predict code phases, given the program's modular decomposition and a description of its use of internal control structures, such as loops and selection (conditional) constructs.

Until recently, it was believed that most paging activity was attributable to transitions between phases. Snyder [SNYD78a] has shown, however, that sequencing through large arrays spanning multiple pages can generate substantial paging activity, even within a phase of execution. This finding is important because it shows that page-level behavior can not always be deduced from symbolic-level behavior. This is because in the symbolic reference string, the size of a module is completely ignored, but at the page level, a reference to a module that is larger than the page size may generate references to one or more of the pages containing the module. Moreover, the identity of the referenced pages is not determinable from the symbolic reference string. Program restructuring cannot be applied to such modules, but prefetching can be used to load the pages of a large module [SNYD78b, TRIV77, ABUS79].
1.4 SOME COMMON PAGE REPLACEMENT ALGORITHMS

We now present two of the most popular replacement algorithms, for the purpose of establishing notation and terminology, and to show how replacement strategies are affected by the phase-transition behavior of programs. Both algorithms are used in this research.

1.4.1 Least-Recently Used (LRU)

The LRU replacement algorithm belongs to the class of fixed-allocation algorithms, where a program is allowed a fixed maximum of \( m \) page frames in main storage at any given time. The variable \( m \) is termed the LRU control parameter, since it exerts control upon the replacement of pages. \( \text{LRU}(m) \) denotes the LRU replacement algorithm for an allocation of \( m \) page frames.

The resident set under \( \text{LRU}(m) \) at time \( t \), \( R(\text{LRU}(m),t) \), is the set of the \( m \) most-recently referenced pages. If, at time \( t \), a reference is made to page \( k \), which is not in \( R(\text{LRU}(m),t-1) \), page \( k \) is placed in \( R(\text{LRU}(m),t) \), replacing the least-recently used page of \( R(\text{LRU}(m),t-1) \).

The major deficiency in fixed-allocation algorithms is that demand for pages varies according to the phase-transition behavior of the program. Within a phase, the set of pages referenced is approximately constant and the faulting rate is low, unless the size of the phase exceeds \( m \) pages. During transitions, the faulting rate is high, unless \( m \) is very large. Since the sizes of phases vary, finding the proper setting of \( m \) is not easily done using LRU.
1.4.2 Working Set (WS)

The WS replacement algorithm belongs to the class of variable-allocation algorithms, since the allocation of page frames to a program is allowed to vary during the course of program execution. WS, just like LRU, attempts to replace pages referenced furthest back in time. The WS control parameter, T, is called the WS (time) window. The resident set under WS(T) at time t, denoted W(t,T), is the set of pages referenced in the time interval [t-T,t].

During phases of execution, the working set size is stable, and may even shrink, depending upon the time between successive references to resident pages. During transitions, the working set expands rapidly, and shrinks again when the next phase is entered. This growing and shrinking, in response to program referencing patterns, is what replacement algorithms should do, instead of expecting a program to exhibit a constant demand for its pages.
1.5 VIRTUAL MEMORY PERFORMANCE

1.5.1 Program Performance Issues

Perhaps the most widely accepted cost function for measuring the performance of a program in a virtual memory environment is the space-time product, ST, which takes into account both the faulting behavior and the memory demand of a program. On most computer systems memory charge is assessed in "space-time" units, although the numerical value may not be that of the space-time product. Consider a program execution \( x=x[1], x[2], \ldots, x[K] \). (It is often convenient to associate an execution with its reference string.) Suppose \( x \) experiences \( N \) page faults at times \( t_1, t_2, \ldots, t_N \), and has an average resident set size \( r \). Then the space-time product is given by the formula

\[
ST = T \cdot r + D \cdot \sum_{i=1}^{N} |R(t_i)|
\]

In the formula, \( D \) is the mean (elapsed time) delay required to service a page fault, \( T \) is the total execution time, and \( |R(t_i)| \) is the size of the resident set at the time of the \( i \)'th page fault. It has been shown [DENN76, GRAH76, GRAH77] that \( ST \) is close to its minimum when the average resident set size falls near the primary knee of the lifetime curve.

Notice that the two performance measures, \( r \) and \( N \), affect \( ST \). Both reflect the amount of locality of reference -- small values imply good locality. As we shall see later, these measures are related to each other indirectly through the module-to-page map. This suggests the potential for performance improvement through judicious definition of the module-to-page map.
1.5.2 System Performance Issues

In a multiprogrammed virtual memory system, each program contributes to the over-all performance of the system, measured by the amount of work that passes through the system per unit time. One way to achieve high throughput is to have the maximum number of simultaneous users at all times. But, since each user program's real storage requirements vary (as explained by the phase-transition behavior), simultaneous expansion of the working sets of two or more programs can lead to very high page fault rates. If too few real storage page frames are available to absorb this increased demand, thrashing results, and the system begins to spend most of its time paging, instead of completing user programs.

How, then, can near-optimum throughput be achieved, while, at the same time, staving off the onset of thrashing? Graham and Denning [GRAH77, DENN80] have found that operating each program in the region of the primary knee of its lifetime function minimizes system page fault rate, and optimizes system throughput. They have also shown [DENN80] how a working set dispatcher can be used to control the load (number of simultaneous users) in a multiprogrammed virtual memory system so that near-optimum throughput is achieved.

The foregoing discussion has an important application in this work: locality improvement techniques, such as program restructuring, should have as their goal the shifting of the location of the primary knee toward the origin. That is, restructuring should decrease the memory demand or the faulting activity of the restructured program, or both.
1.6 PERFORMANCE IMPROVEMENT TECHNIQUES

Much of the early research in virtual memory systems was directed at understanding the factors contributing to performance. Denning [DENN68a] suggested that

"... the troubles with paged memory systems arise not from any misconception about program behavior, but rather from a lack of understanding of a three-way relationship among program behavior, paging [replacement] algorithms, and the system hardware configuration ..."

Four approaches to improving virtual memory system performance have been used.

(1) Modification of parameters of the hardware configuration, such as page size or number of levels in the memory hierarchy.

(2) Modification of system policies and strategies such as scheduling and memory management algorithms.

(3) Modification of the program's reference pattern by strict adherence to programming style.

(4) Modification of the program's layout, after it has been translated into object form, using program restructuring.
1.6.1 **Hardware Configuration**

Special hardware devices and techniques are required to achieve acceptable virtual memory performance. Look-aside buffers and associative registers speed up the dynamic translation from virtual to physical addresses; faster paging drums and more intelligent drum scheduling algorithms have decreased the time to handle page faults; and, more recently, special hardware and firmware have been used to speed up memory management algorithms [COFF73].

Memory hierarchies received much attention during the early seventies [KUCK70, CHOW74]. Today, most virtual memory systems use multi-level hierarchies, although the number of levels is kept low: CPU cache, primary storage, drum or fixed-head disk primary paging device, and disk secondary paging device.

Much research was devoted to the selection of the optimal page size [HATF72, COFF73]. Small pages were found to be best for overall main storage utilization, but slow transfer times required large pages. Large pages, on the other hand, are susceptible to "dynamic internal fragmentation" [MASU79]. What is needed is intelligent packing of pages, regardless of the page size.
1.6.2 System Resource Management

Studies of paging algorithms [BELA66, JOSE70, AHCA71] revealed several approaches to memory management: management on a local or global basis; memory allocations of a fixed or variable number of page frames; and paging on demand or in anticipation of demand (i.e., prefetching). Most algorithms can be classified according to these categories.

An interesting study by Sneeringer [SNEE75] of solutions to the performance improvement problem for time sharing systems points out a sensitive relationship between hardware and memory management software. Any solution should be based on a careful analysis of cost/performance tradeoffs affected by the cost/speed ratios of the (hardware and software) components of the solution system. A surprising conclusion she reached was that pure demand paging is not an optimal strategy for time sharing systems, unless the protection and sharing afforded by virtual memory were required.

The most recent progress in memory management is due to the elevation of the role of memory management to that of scheduling, as suggested by Kuehner and Randall [KUEH68]. A scheduler based on the working set model, and capable of controlling the load on a multiprogrammed system, has been implemented and shown to achieve near-optimal throughput [RCDE73b, GRAH77, DENN80]. The area of load control through scheduling is currently quite active, with special interest in showing that proposed methods are not susceptible to unpredictable anomalies that can lead to performance degradation.
1.6.3 Programming Style

Brawn and Gustavson [BRAW68] showed that programming style affects the running time of programs in both uniprogrammed and multiprogrammed environments. They also found that, when programs are carefully written, virtual memory performance approaches the anticipated level.

Certain types of programs lend themselves to improvements through programming style. Many programs involving array operations are characterized by sequential traversal of rows or columns. The major order in which rows and columns are stored, and the way looping to access the arrays is performed can have a dramatic effect on the number of page faults generated [COFF69, MCKE69, BRAW70, MOLE72, ELSH74].

Morris [MORR73] and Rogers [ROGE75] give hints for writing high-level programs specifically for virtual memory environments. They show that knowing how a compiler builds object modules from the source program is essential to efficient program execution, and that the required modification in programming style does not appreciably increase programming costs.

One of the latest approaches to modifying the source program involves source-level transformations. Trivedi [TRIV77] and Abu-Sufah [ABUS79] transform array programs by rewriting loops to reduce the number of different arrays accessed inside each loop, thereby spacing out the expected time between successive page faults. A similar idea for optimizing array expression evaluation in APL was used by Abrams [ABRA70]. His design for an APL machine used a combination of deferred execution (which he termed "drag-along") and evaluation-sequence optimization (termed "beating"), in order to reduce the total memory requirement for expression evaluation.
1.6.4 Object Code Manipulation

Comeau [COME67] was among the first to demonstrate experimentally that program layout has a great influence upon program performance. His findings were substantiated by Tsao et al. [TSAO72], who showed, for fixed allocation replacement algorithms, that layout has a greater impact upon program performance than does the choice of replacement algorithm.

Early efforts to achieve good layouts involved modifying compilers to perform object code pagination -- placement of modules within pages, avoiding page boundary overlaps. Much attention was given to ensuring that the bodies of nested loops, especially the most deeply nested ones, not overlap page boundaries. These attempts were characterized by compile-time analysis of the static source program and the use of boolean connectivity matrices as a model of program referencing [EAMA66, LOWE70, VERH71, BAER72].

These methods marked the beginning of program restructuring, which has as its goal the determination of an assignment of program modules to pages that will result in fewer execution-time page faults. The next section is devoted to reviewing program restructuring.
1.7 PROGRAM RESTRUCTURING

Program restructuring can be viewed as a so-called "optimization" such as that performed by an optimizing compiler. This section gives an overview of the goals, methods, issues and successes of program restructuring as a viable program performance improvement technique. A case is made for the adoption of automatic restructuring systems requiring minimal programmer involvement.

1.7.1 Overview

1.7.1.1 Goal of restructuring

The goal of program restructuring is the improvement of page-level locality of reference. This is accomplished by mapping (observed or predicted) module-level temporal locality into page-level spatial (within a single page, or within a cluster of pages) locality. Restructuring usually produces reductions in the number of page faults, in the average resident set size, or in both.

1.7.1.2 The basic procedure

The general procedure for program restructuring is outlined below.

Step 1: The program's symbolic name space is partitioned into relocatable blocks.

Step 2: A restructuring graph, represented by a square matrix C, is constructed. Each graph node represents a block; each edge represents a reference between two blocks. Node weights correspond to block sizes. Edge weight $C[i,j]$ represents the closeness of blocks i and j, i.e., the savings in memory cost that is realized when blocks i and j are stored within the same page. The algorithm used to calculate edge weights is called the restructuring algorithm.
Step 3: A clustering algorithm takes the restructuring graph, and clusters blocks together into pages, attempting to maximize intra-cluster closeness, subject to the constraint that cluster size not exceed page size.

Step 4: The program blocks are relocated in the virtual name space. That is, the blocks are assigned to pages by some program such as the compiler or link-editor.

For procedure-level restructuring, the blocks in step 1 are external procedures, the restructuring graph contains (edges of) the program call-graph, and the relocation of program blocks is performed by the link-editor. The different restructuring methods differ primarily in the way in which the edge weights are assigned in step 2.

1.7.1.3 Classification of methods

Restructuring methods can be classified according to when the module-page assignments are made, what constitutes a block, and how the $C[i,j]$ are defined.

When? Methods that are based on information obtained from one or more executions of the program are termed a posteriori methods [HATF71, FERR74a, FLYDE74, MASU74, BAB077]. A priori methods are based on information derived from a static representation of the program, such as the program source code [RAMA66, LOWE70, VERH71, EBER72, SNYD78a].

What level? When the blocks of step 1 are groups of instructions or data within a procedure or data module, the method is termed an internal method. Otherwise, the method is termed an external method. External methods require no reprogramming or alteration of the object code produced by the compiler. Furthermore, the number of blocks is usually less for external methods, resulting in lower restructuring cost.
How are the $C[i,j]$ defined? Methods that make assumptions about the page replacement algorithm under which the restructured program will executed are called program tailoring methods [FER75]. Such methods have been shown to outperform non-tailoring methods consistently, because they take into account more of the factors influencing performance, namely, program behavior embodied in the reference string, and the replacement algorithm used by the system on which the program will be executed. In the next subsection we present examples of non-tailoring and tailoring approaches to defining the $C[i,j]$.

1.7.2 The Restructuring Phase

The function of the restructuring phase is to define the restructuring graph, represented by the closeness matrix $C$. Matrix $C$ defines a closeness model for the modules of the program. The closeness model is also called "inter-reference" or "affinity" model [JOH75, MAS74, RYD74]. Closeness models are generally symmetric, since "close to" suggests a mutual need for modules to be stored together within the same page.

Two issues are involved in defining the closeness model: (1) what constitutes a connection, i.e., when is $C[i,j]$ nonzero?; and (2) how is the strength of connection defined, i.e., what values can the $C[i,j]$ assume, and how are they assigned? In the simplest a priori closeness models, a connection is said to exist between modules $i$ and $j$ whenever $i$ can reference $j$ (or $j$ can reference $i$), and the strength of connection is a constant, usually zero or unity. Such connectivity models require the least amount of information, but, not surprisingly, they yield the poorest results [BATF71, SNYD78a]. We now give examples of models that require more information and yield better results.
1.7.2.1 The Nearness method

The Nearness method of Hatfield and Gerald [HATF71] defines $M[i,j]$ to be the number of times a reference to $i$ is followed by a reference to $j$. For the symbolic reference string $w=123232413121$,

$$M = \begin{bmatrix}
0 & 2 & 1 & 0 \\
1 & 0 & 1 & 1 \\
1 & 2 & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix}.$$

For the Nearness method, $C[i,j]$ is the number of times "ij" or "ji" appears in the reference string. Matrix $C$ is defined by $C = M + M'$, where $M'$ is the matrix transpose of $M$.

$$C = \begin{bmatrix}
0 & 3 & 2 & 1 \\
3 & 0 & 3 & 1 \\
2 & 3 & 0 & 0 \\
1 & 1 & 0 & 0
\end{bmatrix}.$$

1.7.2.2 Program tailoring: critical LRU

The next example of a closeness model belongs to the class of "critical-set" program tailoring methods [FERR75]. In general, a tailoring method is based upon some replacement algorithm $A$, having control parameter $\theta$, denoted $A(\theta)$, and is applied to a symbolic reference string $w=w[1], w[2], \ldots, w[K]$. Each symbol in $w$ corresponds to a block in the symbolic name space. The behavior of $A(\theta)$ on $w$ is simulated, assuming each block to occupy a single page. Block resident sets $R(A(\theta), t)$ are computed following each reference $w[t]$, and are used to update matrix $C$, as shown in the following example.

The Critical LRU (CLRU) method assumes that LRU is the underlying replacement algorithm. The closeness measure is defined as follows. If a reference to $j$ causes a fault, increment $M[i,j]$ by unity for each $i$ that belongs to the set
of resident modules. Consider again the reference string '123232413121', assuming an allocation of two (block) frames. The sequence of resident sets is

\[
\emptyset, *\{1\}, *\{1,2\}, *\{2,3\}, \{2,3\}, \{2,3\},
*\{2,4\}, *\{1,4\}, *\{1,3\}, \{1,3\}, *\{1,2\}, \{1,2\}.
\]

The asterisks identify resident sets formed as a result of (block) faults. The resulting closeness matrix \( C \), denoted \( CL^U(2, W) \), is

\[
\begin{bmatrix}
0 & 3 & 2 & 1 \\
3 & 0 & 2 & 1 \\
4 & 1 & 2 & 0
\end{bmatrix}
\]

The "critical-set" tailoring algorithms have as their goal the reduction of the number of faults. In fact \( C[i,j] \) is the number of page faults that would go away if modules \( i \) and \( j \) are stored in the same page. Tailoring methods, in general, tend to be more expensive than non-tailoring methods, because of the simulation of the replacement algorithm, and the complexity of the code to increment the \( C[i,j] \).

1.7.2.3 Relation to program locality

Every page replacement algorithm is based on some implicit assumption about a program's pattern of page references; consequently, for programs exhibiting the assumed behavior, the replacement algorithm performs nearly optimally. When the underlying assumption is that the program exhibits locality of reference, the replacement algorithm performs the role of a locality estimator [DENN75], that is, it attempts to determine the identity of the set of favored pages in order to keep those pages resident during the time they are being favored. The goal of the restructuring phase is to determine the most likely (constrained) module local-
ity sets, as approximated by the resident sets, and to define the closeness measure in such a way that the clustering phase will place in the same cluster (page) those modules that co-occur most frequently in the resident sets.

Program tailoring attempts to transform a module-level reference string into a page reference string whose reference pattern exhibits the locality properties assumed by the page replacement algorithm. Program tailoring methods succeed because they use replacement algorithms (primarily WS and LRU) that have been shown to be good estimators of locality. The Nearest method, which is actually a tailoring method based on the LRU(1) algorithm, is a poor estimator of locality because it has a very constrained locality set size— one module. In light of the phase-transition view of program behavior, it is not surprising that performance gains obtained using the Nearest method are consistently less than those of other tailoring algorithms based on better locality estimators.

1.7.3 Trends in Program Restructuring

The earliest attempts at program restructuring were a priori methods applied at the internal level [BAAB66, LOWE70, VERR71, EEBBE72]. A priori approaches based solely on static boolean connectivity were limited in their effectiveness, mainly because boolean connectivity is a poor predictor of the dynamics of program execution [BABC77, SNYD78b]. What was needed was more information on which to base restructuring decisions. Monitoring actual program executions provided this information to a posteriori restructuring methods that achieved marked improvements over a priori approaches. The higher cost of the a posteriori approach, due to program monitoring overhead and the required analysis of the collected data, is compensated for by a higher level of performance gains achieved.
The Nearness method was among the first to make use of the dynamic behavior of the program, as embodied in the program trace. Other restructuring methods were proposed to improve upon the Nearness method [MASU74,FERR74a]. Johnson [JCHN75] and Ferrari [FERR73,FERR74a,FERR74b] were among the first to use program tailoring to achieve significant improvements over the Nearness method, but at higher analysis costs. The fully-automatic, adaptive and user-transparent system OPALE [BABO77,ACHA78], is a program tailoring approach that makes use of a program's history of faulting behavior to modify its layout periodically.

Snyder [SNYD78a,SNYD78b] has demonstrated that language-driven a priori restructuring based on static program analysis can produce layouts as good as those produced by a posteriori restructuring. He achieved this by taking into account the internal structure of each subroutine (procedure) and the semantics of parameter passing. Snyder's approach differed from the earlier a priori methods in that his layouts map externally-relocatable program components -- FORTRAN subroutines, arrays and COMMON blocks -- into pages. Snyder also proposed a method for using static structure information to perform prefetching for array processing programs, a performance improvement technique used successfully by others [JCSE70,TRIV77].
Program restructuring is an important technique for enhancing the performance of a program running on a paged virtual memory computer system. The effectiveness of restructuring depends upon (1) the quality of the information available about the program's symbolic-level behavior (an execution trace provides the best information), and (2) the degree to which the restructuring algorithm is based upon a good locality estimator.

A posteriori program restructuring does work, but the cost and effort required to obtain the execution trace make such restructuring economical only for often-used programs [HATF71,FERR76a] that have significant memory cost. Another factor in the widespread application of restructuring is the ease with which it can be applied. The OPALE system and the LOCALIZER [FERR73] are systems providing nearly fully-automatic restructuring capability -- steps in the right direction.

The critical-set tailoring algorithms of Ferrari represent the state of the art in a posteriori program restructuring, and thus provide an accepted base for evaluating new restructuring approaches.
1.8 OVERVIEW OF THIS RESEARCH

1.8.1 The Procedure-Activation Model: The Tool

The Procedure-Activation Model (PAM) attempts to use the way a program is written (decomposed into procedures and control structures) to predict its procedure-level reference behavior. The major advantages of such an approach are simplicity, naturalness and suitability for automation. After all, procedures and control structures are the units of program composition closest to the conceptual solution of a problem.

PAM is used to generate synthetic procedure reference strings to approximate execution trace strings. The subject (modeled) program is modeled procedure by procedure. Each procedure description has two components.

- **Static component.** A context-free grammar, the call-sequence grammar, describes the placement of calls and control structures (loops, conditionals and gotos) within the procedure body.

- **Dynamic component.** Numerical vectors, called parameters, describe the flow of control through the procedure, observed during one or more executions of the procedure.

Parameters are obtained simply by counting the execution frequency of selected program statements, an idea proposed and strongly recommended by Knuth [KNUT69], who called the counts profiles. He suggested that profiles be used in program testing to detect sections of untested code. Profiles can further be used to improve the efficiency of programs (by optimization of selected program sections) and of language translators (by identifying and optimizing the translation of language constructs used most often at a particu-
lar installation). In Chapter 2, the cost of parameter estimation is shown to be low.

There are three major steps in program modeling.

- **Model construction**. The call-sequence grammar is constructed, and the subject program is instrumented to produce parameters when it is executed.

- **Parameter estimation**. Each execution of the instrumented subject program produces a set of parameters. These can be combined with parameters from other executions to form parameters which describe a set of program executions.

- **Synthetic string generation**. The static and dynamic components of the model are combined, and used to generate synthetic procedure reference strings.

Each modeling step can be fully automated. The major thrust of this research is an investigation of PAM modeling techniques and the effectiveness of synthetic reference strings when used in program restructuring. A secondary concern is the cost of constructing and using the automatic modeling system.
1.8.2 The Scope of This Research

This research is basically a simulation study of the use of synthetic reference strings in program restructuring. Existing restructuring algorithms — Ferrari's CIBU and CWS — are used, providing accepted bases for evaluating the results we obtain. A paged virtual memory machine is simulated to produce performance data.

The automatic modeling system described herein has not been implemented, but guidelines for its construction are given, and clearly show how the system can be implemented. Several PL/I programs, of medium size and complexity, are modeled and the performance of their synthetic strings in program restructuring is evaluated.

The study of model properties is limited to the use of the model in program restructuring; other applications and investigations are suggested as topics for further research.
1.9 MAJOR THESES AND CLAIMS OF THIS RESEARCH

This research proposes an automatic system for program model construction, parameter estimation and synthetic reference string generation, as a front end to a posteriori program restructuring. The theses of this research are presented in decreasing order of contribution to the state of the art.

- Program restructuring using synthetic reference strings produces layouts whose performance does not differ significantly from the performance of layouts obtained from program restructuring using execution trace strings.
- Extensive modeling effort is not required to obtain good restructuring results using synthetic reference strings.
- The synthetic-reference-string program restructuring system can be fully automated.
- The cost of constructing and using the automatic modeling system does not exceed the cost of the execution-tracing approach.

The following claims, although they do not constitute theses, do point out some of the more promising features of the model developed in this study. The PAM model has possible application beyond that attempted in this research.

- PAM is a useful conceptual model that gives insights into the relationship between program structure and program referencing behavior.
- PAM instrumentation and parameter estimation provide a low-cost way of monitoring program execution, and can be used in automatic program testing.
1.10 ORGANIZATION OF THE DISSERTATION

This chapter has presented a brief overview of the research, along with sufficient background material for reading the remaining chapters.

The Procedure-Activation Model (PAM) is defined in Chapter 2. A completely automatic modeling system is designed, and shown to require low overhead. The model is shown to be flexible enough to accommodate different approaches to modeling, specifically in the areas of parameter estimation and string generation.

Chapter 3 describes the subject programs used in the research, reviews the issues of program restructuring relevant to the research, and defines the layout comparison methodology. Finally, results are presented that show the degree to which the execution of the subject programs can be improved through the use of restructuring.

Chapters 4, 5 and 6 present empirical results from program restructuring experiments that used the synthetic reference strings generated from instances of PAM. Chapter 4 contains results from modeling using the simplest model versions and parameter estimation approaches. In Chapter 5, more sophisticated model versions and parameter estimation were used in an attempt to improve model accuracy. Chapter 6 presents a case study, where the techniques of Chapters 3-5 were applied to a final subject program.

Chapter 7 contains conclusions and recommendations for further investigation.

A glossary of acronyms is provided for easy reference to the many acronyms used throughout the dissertation.
Chapter 2

THE PROCEDURE-ACTIVATION MODEL

The Procedure-activation Model (PAM) is defined in this chapter. We begin by defining SSPL, a simple structured programming language that will be used as the high level source language in which program examples are written, and as the language in which the model construction algorithms are expressed. Several methods of estimating model parameters are given, followed by a discussion of synthetic string generation techniques. We conclude the chapter with an over-all analysis of the cost of using the model, and with the definition of model variants. We show that the entire modeling process can be fully automated.
2.1 PRELIMINARIES

2.1.1 A Simple Structured Programming Language

The programming language SSPL contains the basic sequencing primitives that allow looping, selection, procedure calls and escapes (restricted branching).

All procedures are external. The syntax of the procedure statement is

```
PROC <procname> <parameter list>
<declarations>
<stmt>
ENDPROC
```

The main procedure is distinguished by the occurrence of the keyword `main` in the parameter list.
### 2.1.1.1 Sequencing primitives

<table>
<thead>
<tr>
<th>Construct</th>
<th>Syntax</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>looping</strong></td>
<td><code>repeat</code> (control clause)</td>
<td><code>repeat</code> for <code>X:=1</code> to <code>10</code></td>
</tr>
<tr>
<td></td>
<td>statement</td>
<td><code>S:=S+X;</code></td>
</tr>
<tr>
<td></td>
<td><code>endrepeat;</code></td>
<td><code>endrepeat;</code></td>
</tr>
<tr>
<td><strong>selection</strong></td>
<td><code>select</code></td>
<td><code>select</code></td>
</tr>
<tr>
<td></td>
<td><code>if (cond1) stmt1</code></td>
<td><code>if (X&gt;Y) X:=X+Y;</code></td>
</tr>
<tr>
<td></td>
<td>...</td>
<td><code>if (X&lt;Y) Z:=X;</code></td>
</tr>
<tr>
<td></td>
<td><code>else stmt</code></td>
<td><code>else Z:=X-Y;</code></td>
</tr>
<tr>
<td></td>
<td><code>endselsect;</code></td>
<td><code>endselsect;</code></td>
</tr>
<tr>
<td><strong>Escape</strong></td>
<td><code>escape &lt;arith expr&gt;;</code></td>
<td><code>escape 3;</code></td>
</tr>
<tr>
<td><strong>Call</strong></td>
<td><code>call &lt;procname&gt;;</code></td>
<td><code>call A;</code></td>
</tr>
<tr>
<td><strong>Return</strong></td>
<td><code>return;</code></td>
<td><code>return;</code></td>
</tr>
</tbody>
</table>

The statement "`escape n`" causes an exit from n levels of control structure nesting. When n≤0, no branch is executed; when n is greater than the nesting level, the effect of the statement is that of the "`return`" statement.

### 2.1.1.2 Data types

Three attributes characterize variables:

- **scope** — *local* or *global*
- **structure** — *scalar* or *array*
- **type** — *integer* or *real* or *string*.
2.1.1.3 Example program P1

We conclude the introduction of SSPL with an example. Program P1, shown in Figures 2.1(a-c), will be used throughout this chapter. Its function is of no particular importance; we merely need to study its structure, i.e., the sequence and nesting of control structures.


```plaintext
PROC A (main):
  global integer array F[1:50];
global integer scalar A1,A2,A3;
local integer scalar I,J,N,X,S;
read(N,X);
repeat (for I:=1 to N)
  read(F[I]);
endrepeat;
select
  if (N>25) call B(F,25);
  else
    call C(N,X);
    S:=0;
    repeat (for I:=1 to N)
      S:=S+F[I];
      call D(I,F[I],S);
      call B(F,N);
    endrepeat;
endselect;
S:=0;
repeat (for I:=1 to J while S<X)
  call E(F[I]);
  S:=S+F[I];
endrepeat;
endproc A;
```

Figure 2.1 (a)
Procedure A of Sample Program P1
procedure B(N);
  integer scalar N;
  integer array X;
  global integer array F[1:50];
  local integer scalar I,J,U;
  U:=X[1];
  repeat(for J:=1 to N)
    call C(N,U);
    select
      if (U<F[N]) call D(I,F[J],U);
      if (U>F[N])
        call C(N,F[N]);
        return;
      else escape 2;
    endselect;
    U:=X[I+1];
  endrepeat;
  call E(I);
endproc B;

Figure 2.1 (b)
Procedure B of Sample Program P1
proc C(U,V);
    integer scalar U,V;
    local integer scalar S;
    S:=U+V;
    select
        if (U=V) S:=0;
        if (U>V) call E(V,U);
        else call D(U,V,S);
    endselect;
endproc C;

proc D(L,M,N);
    integer scalar L,M,N;
    call E(L);
    call E(M);
    call E(N);
endproc D;

proc E(X);
    integer scalar X;
    print(X);
endproc E;

Figure 2-1 (c)
Procedures C-E of Sample Program F1
2.1.2 Model Assumptions

2.1.2.1 No data references

Data references are not modeled, for three reasons. The first and most important reason is that no efficient software tools besides execution interpretation are available for monitoring data references. Tracing data references slows program execution [HATF71]. Second, passing parameters by reference makes it impossible to model data references using a context-free grammar, since the identity of the data item referenced inside the called procedure depends upon the site of the call, i.e., the context of the caller. Any attempt to solve this problem would require a grammar more powerful than context-free. The third reason is that, even if it could be done, the grammar used to describe all possible reference sequences would be so large that synthetic string generation would be very inefficient.

2.1.2.2 Predictable flow of control

Flow of control must be predictable from the source code, execution must always begin at the first statement of a code module, and a procedure must always return control to its most recent caller. Therefore, coroutines and interrupt routines are not modeled.

2.1.2.3 Call-path independence

A procedure's behavior is assumed to be independent of the program's call history. That is, a procedure is assumed to behave the same way each time it is called, and therefore can not be influenced to behave differently for different callers. This assumption is required because the call-sequence grammar is context-free. Procedures violating this assumption can nonetheless be modeled, as we shall see in a later section.
2.1.3 The Automatic Modeling System

In Chapter 1 we outlined the major phases of PAM modeling:

(1) call-sequence grammar construction and program instrumentation;
(2) program execution and parameter estimation; and
(3) synthetic string generation.

These steps correspond to instrumentation, observation and generation. The process is described in Figure 2.2. In the figure, rectangles indicate steps in the process, and arrows indicate data flow into and out of each step.

The program to be modeled is called the subject program. Model construction produces three outputs: the call-sequence grammar (CSG); instrumented object code for the subject program (ICBJ); and the parameter descriptor database (PDDDB), which describes the parameters required to model each procedure. Parameter estimation involves executing IOBJ a number of times. Each execution produces execution coefficients, counts of loop and selection construct usage, which are stored in the coefficient database (CDB) following program execution. Coefficients must be converted into the parameters for use during actual synthetic string generation. Parameters are stored in the parameter database (PDB). Synthetic string generation requires the grammar (CSG) and parameters (PDB) as inputs, and produces one or more synthetic strings (SYN) as output.

The call-sequence grammar and the parameters used in synthetic string generation constitute an instance of PAM for the subject program. A model instance for program \( P \) is denoted \( PAM(P,W) = <CSG(P), PARM(P,W)> \). \( PARM(P,W) \) denotes the model parameters derived from a set \( W \) of executions of the instrumented object code (IOBJ). When no ambiguity can
result, the model instance can be denoted $PAM(W) = \langle CSG, PAM(W) \rangle$.

The Automatic Modeling System

The next three sections of this chapter discuss the phases of FAM modeling in terms of inputs, data structures,
algorithms, output and cost. Particular attention is given to showing that the automatic modeling system can easily be integrated into existing system software to provide an additional program "optimization" akin to that provided by optimizing compilers.

2.2 MODEL CONSTRUCTION

The construction phase of PAM modeling is depicted in Figure 2.3. The source text of a subject program module is the input; the outputs are its PAM call-sequence grammar, an instrumented version of its object code (IOBJ) and a database record describing the parameters required by the CSG. Each output will be described in the succeeding sections.

```
Subject Program Module

CONSTRUCTOR

CSG  IOBJ  PDDB
```

Figure 2.3
Model Construction

We should point out here that the assumptions and algorithms we are about to present probably do not represent the most efficient way to construct automatically the model of the subject program. Our intention is rather to present straightforward algorithms and analyses that give insights into the nature of the model construction process.
2.2.1 The Call Sequence Grammar

The call-sequence grammar (CSG) for program P1 is given in Figure 2.4. The CSG gives a linear representation of the structure of each procedure, i.e., the placement of significant control structures within the procedure. A significant control structure is defined recursively as

(1) a call or return statement;

(2) a loop or selection construct that contains a significant control structure;

(3) an escape from a significant control structure.

Only significant control structures affect the sequence of execution-time procedure calls.

\[
A = ( E \mid C < D E > ) < F >;
B = < C ( D \mid C! \mid -2 ) > E;
C = ( \mid E \mid D );
D = E E E;
E = ;
\]

Figure 2.4
Call-Sequence Grammar for Sample Program P1

Consider the CSG production for procedure A, which shows that either A calls B, followed by repeated calls to E, or A calls C, followed by repeated calls to D and B, followed by repeated calls to E. In the CSG production for B, the selection (or conditional) construct is nested inside the loop construct. Whenever the second alternative is selected, C is called and B immediately returns to its caller; whenever the third alternative is selected, an exit
is made from two levels of control structure nesting, resulting in the call to I. The production for procedure C has as its first alternative a null call, which corresponds to an execution of the selection construct that does not lead to a procedure call. All alternatives of a significant selection construct must be modeled.

A summary of the CSG operators and the corresponding SSPL keywords is presented below.

<table>
<thead>
<tr>
<th>Operator(s)</th>
<th>SSPL Keyword</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;&lt;&quot;,&quot;&gt;&quot;</td>
<td>repeat,endrepeat</td>
<td>loop delimiters.</td>
</tr>
<tr>
<td>&quot;(&quot;,&quot;&quot;)&quot;</td>
<td>select,endselect</td>
<td>selection construct delimiters</td>
</tr>
<tr>
<td>&quot;</td>
<td>&quot;</td>
<td>if,else</td>
</tr>
<tr>
<td>&quot;-&quot;</td>
<td>escape</td>
<td>exit control structure.</td>
</tr>
<tr>
<td>&quot;!&quot;</td>
<td>return</td>
<td>exit from procedure call.</td>
</tr>
<tr>
<td>&quot;=&quot;</td>
<td>proc</td>
<td>start of CSG production definition. Left-hand side is name of procedure; right-hand side contains operators and procedure names.</td>
</tr>
<tr>
<td>&quot;;&quot;</td>
<td>proceed</td>
<td>production terminator.</td>
</tr>
</tbody>
</table>
2.2.2 The CONSTRUCTOR

The table of CSG operators and SSPL keywords reveals that CSG construction can be keyword driven and, as such, it can be incorporated into either the lexical or syntactic analysis phase of a compiler. We now present one such (not necessarily optimal) algorithm for CSG construction in order to show the amount of work that is required. This algorithm, called the CONSTRUCTOR, takes as input the SSPL source code for an arbitrary procedure P, and produces as output the CSG production for P. The CONSTRUCTOR may also be used to produce other outputs that will be used in later phases of the modeling process, such as the instrumented source program (source level or object level) and a descriptor for the parameters required for that production. In the next section we discuss program instrumentation; here we will show how the grammar and parameter descriptor are constructed.

2.2.2.1 Required data structures

Active Construct Stack (ACS). A construct is active if its initial delimiter has been scanned, but not its terminal delimiter. Each stack element has the following format.

\[
\text{construct} | \text{count} | \text{size} | \#\text{params}
\]

construct encodes the type of control structure:
- \(n\) — the \(n\)'th loop;
- 0 — the start of procedure;
- \(+n\) — the \(n\)'th selection construct.

count is the number of significant control structures within the construct.

size is the number of CSG symbols generated.

\#params is the number of parameters required.
Output buffer (OB) contains CSG symbols generated during model construction.

**Construct Descriptor Table (CDT).** Each construct in the final CSG production has a table entry of the form

```
constuct | #params
```

The Parameter Descriptor (PD) record for each production has the format shown in Figure 2.5. It describes the number and types of constructs contained in the production, along with the number of parameters required for each construct, and for the production as a whole. As an example, procedure A has the production parameter descriptor

```
A | 6 | 2 | 1 | 2
```

Procedure A requires six parameters: two each for its two loops, and two for its one two-way selection construct. The `ui` in Figure 2.5 are referred to collectively as the selection descriptor list (SDL).
Figure 2.5
Parameter Descriptor Data Base Record Format

2.2.2.2 Description of the algorithm*

The output buffer OF is filled one symbol at a time. When a construct initiator symbol (a "proc", "repeat" or "select") is scanned, an ACS record is pushed onto the stack, and the corresponding CSG output symbol is moved to OB. The top element of ACS is the current construct; its count field is incremented each time "call" is scanned; its size field is incremented each time a CSG symbol is moved to OB; and its #params field is initialized to two for loops, and is incremented by one each time "if" or "else" is scanned. When the current construct terminator (an "endproc", "endrepeat" or "endselect") is scanned, its CSG output symbol is moved to OB. If, when the end of the current con-

*This algorithm does not handle escapes. A significant escape from a construct makes that construct significant, and vice-versa. Determination of significance requires lock-ahead -- to the end of a (possibly nested) construct. Algorithm modifications required to handle escapes are similar to the use of branch-ahead tables in assemblers and compilers. We will not give further details.
struct is reached, its count field is zero (i.e., no calls were made from within the construct), OB is purged of all output symbols generated by that construct. The size field contains the number of symbols to be deleted. If the count field is nonzero, a CDT entry is made for the construct, the element is popped from ACS, and the count field of the new current construct is incremented by the count field of the old current construct (this reflects the nesting of control constructs).

The PD is constructed from the CDT after the source program has been scanned. The Parameter Descriptor records for the procedures of program P1 are given in the following table.

<table>
<thead>
<tr>
<th>name</th>
<th>#params</th>
<th>#loops</th>
<th>#selects</th>
<th>SDL</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>B</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>C</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>E</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

2.2.2.3 Discussion

This algorithm requires only one pass over the source program, and can be incorporated into the lexical analysis phase of the compiler if the source language contains the equivalents of SSPL constructs. Otherwise, for languages such as FCETRAN, some constructs must be simulated using the sequencing primitives available, which may require the CSG construction to be incorporated into the syntactic analysis phase of the compiler.
2.2.3 **Instrumenting the Subject Program**

The second aspect of model construction is the instrumentation of the subject program so that it will produce parameter estimates when it is executed. Instrumentation involves

- allocation of instrumentation variables (ivars);
- insertion of instrumentation code (icode) to cause ivars to be incremented;
- insertion of code to write the values of ivars to the coefficient database.

The values of the ivars from a single execution of the subject program are called coefficients, and are written to the coefficient database (CDB). Coefficients from one or more executions are combined to form the parameter database (PDB).

We now show how the CONSTRUCTOR can be extended to instrument the subject program. Again, we will discuss the required modifications to the data structures. The instrumentation algorithm we now present is decomposed into two passes to enhance clarity, although an actual implementation may use only a single pass.

### 2.2.3.1 Allocation of instrumentation variables

The number of ivars required for a procedure depends upon its CSG production. Each loop construct requires two, one to count the number of times the loop is entered, the other to count the total number of times the body is executed. Each selection construct requires one ivar per alternative. Instrumentation variables are assigned to loops first, in the left-to-right order in which the loops appear in the CSG.
production. The first loop in the production is assigned ivar[1] and ivar[2]. Next, ivars are assigned to selection constructs in a left-to-right order of the constructs; within a construct, the ivars are assigned consecutively. Consider the CSG production right-hand side below.

```
< A ( B | D ( B | ) | < C > ) >;
```

1, 2 5 6 8 9 7 3, 4

The indices of the ivars assigned to each construct appear underneath the respective CSG construct symbols.

Instrumentation can be viewed as a source-language transformation that inserts statements within the source program. Allocation of ivars amounts to declaring an array to contain the ivars, namely the SSPL statement

```
global integer array <procname>ivar[1:#params]
```

2.2.3.2 Insertion of instrumentation code

Instrumentation code takes the form "incr(n)", which causes ivar[n] to be incremented by unity. Insertion of icode requires two items of information: the ivar index and the insertion point.
The location of the insertion point is based on syntax, as shown below. Insertion points are indicated by asterisks.

**Loop Construct:**  
*1 repeat( ) *2 stmt endrepeat  

**Selection construct:**  
select if (cond) * stmt1  
...  
else * stmtn  
endselct

At the loop instrumentation point *1, the loop entrance frequency -- the number of times the loop is entered from the top -- is determined. The loop repetition frequency -- the number of times the loop body is executed -- is computed at *2.

Insertion points can be determined during pass one, as the CSG is being constructed. The ACS and CDT are extended to include a field that points to a list of construct insertion points. An insertion point list (IPL) has nodes of the form

```
[ ip | ivar | next],
```

where `ivar` is the index of the `ivar` to be incremented, `ip` is the position in the source (or intermediate) code after which the icode is to be inserted, and `next` is the list pointer. For simplicity, `ip` is expressed as the serial number of the source program symbol following which the insertion is to be made.

At the end of pass one, the `ivar` field of each IPL node is assigned an `ivar` index. During pass two, each time an
insertion point is reached, the icode to increment the corresponding ivar is inserted. The instrumented version of procedure E of program P1 is given in Figure 2.6.

```plaintext
PROC B(I,N);
   integer scalar N;
   integer array X;
   local integer scalar I,J,U;
   global integer array Bivar[1:5];
   U:=X[1];
   incr(1);
   repeat(for J:=1 to N)
      incr(2);
      call C(N,U);
      select
         if (U<A[N])
            incr(3);
            call D(I,A[I],U);
         if (U>A[N])
            incr(4);
            call C(N,A[N]);
            return;
         else
            incr(5);
            escape 2;
      endselect;
      U:=X[I+1];
   endrepeat;
   call E(I);
endproc B;
```

Figure 2.6
Instrumented Procedure B of Program P1
2.2.3.3 Extraction of execution coefficients

The execution coefficients must be written to the coefficient database after the termination of the execution of the subject program. A straightforward instrumentation to cause this to happen requires two new procedures, WRITECR and DUMP. WRITECR writes the coefficients belonging to one subject program procedure. It takes as parameters the name of the procedure, the number of parameters (ivars) and the ivar array for that procedure, and writes a CDB record having the format

```
[ procname | #params | ivar[1:#params] ]
```

Procedure DUMP, which contains (global) ivar declarations from each procedure, passes to WRITECR the ivars from the executions of each procedure. DUMP can be generated from the information in the parameter descriptor database (PDDB). A call to DUMP must be the last statement executed in the main procedure. Figures 2.7 and 2.8 show the DUMP and WRITECR instrumentation routines for program P1.

This instrumentation produces output that must be manipulated further to make it suitable for generating synthetic strings. The parameter database is constructed from the coefficient databases produced by multiple program executions, and may contain detailed historical and statistical data such as extrema, averages and variances of coefficients of selected constructs. For example, the generation algorithm may require that loop parameters be expressed as a single scalar representing the average loop repetition frequency, or as a range \([n_1,n_2]\), where \(n_1\) and \(n_2\) are, respectively, the minimum and maximum loop repetition frequencies, or as a pair of descriptive statistics (e.g., mean and variance of repetition frequency).
Figure 2-7
Instrumentation Routine DUMP

Figure 2-8
Instrumentation Routine WRITECR
2.3 PARAMETER ESTIMATION

Parameter estimation can begin during the testing and debugging of individual modules, provided that the tests use representative input. Such an early start can provide insights into the nature of the program long before it has been completed. In fact, PAM parameter estimates provide a characterization of the data used in program testing, as follows. If exhaustive program unit (modules and control structures) testing is desired, a set of test data is assembled, the program is executed using the test data to produce execution statistics from which can be determined which modules and module units have been exercised. Additional test data are created until all the desired program units have been exercised. PAM parameters record precisely the information of interest, provided that the program has been instrumented to produce execution coefficients.

Parameter estimation is depicted in Figure 2.9, which shows the required databases and processing.

![Diagram of Parameter Estimation](image)

Figure 2.9
Parameter Estimation
2.3.1 Maintaining the Parameter Database

The various databases, Parameter Descriptor (PDDE), Coefficient (CDE) and Parameter (PDB), which are used during parameter estimation, are described in Figures 2.5, 2.10 and 2.11, respectively.

During the PDE update, the procname field is used to match records from each of the three databases, PDDE, CDE and PDE. The CDE ui values for alternative constructs are added to the corresponding PDB cjk fields, where the PDDE record is used to determine the correspondence between the ui and cjk fields. The first 2*i vars are allocated to loops. The average repetition count for loop j is the quotient u[2j]/u[2j-1]. For loop i, mi, Mj, ai and ni are updated using u[2i-1] and u[2i].

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\text{procname} & K & u1 & u2 & \ldots & uK \\
\hline
\end{array}
\]

K is the number of ivars;

ui is the value of the i\textsuperscript{th} ivar.

\textbf{Figure 2.10}
Coefficient Database Record Format
\[ \text{procname} | n | a1 | a2 | \ldots | c | \text{[q, nq]} \]

- \( N \) is the number of numeric subfields in the record;
- \( m_i \) is the average minimum loop \( i \) repetition count;
- \( M_i \) is the average maximum loop \( i \) repetition count;
- \( n_i \) is the total number of loop \( i \) executions;
- \( a_i \) is the average repetition frequency for loop \( i \);
- \( v_i \) is the variance of repetition frequencies for loop \( i \);
- \( c_{jk} \) is the cumulative execution count for the \( k^{th} \) alternative of the \( j^{th} \) selection unit.

**Figure 2.11**

A Parameter Database Record Format
2.3.2 Approaches to Execution Sampling

Estimating PAM parameters involves observing, or sampling, one or more executions of the instrumented subject program. One would expect that as the number of observations increases, so would the confidence one could place in the quality of the estimates. We now consider three approaches, and show that the PAM modeling system database contains (or can be made to contain) the information necessary to support any of these approaches. PAM parameter estimation produces a database which characterizes the observed executions.

2.3.2.1 One-time observation

A single execution of the subject program is used to collect parameters. Although such an approach may seem unacceptable, there are cases when it will provide a very good characterization of the subject program -- when the program is data-insensitive. Some programs have been found to exhibit this property. But unless the subject program is known with certainty to have this property, a single observation should not be used.

The pursuit of a representative sample is common to any sampling endeavor, and the intuition that the larger the sample, the more representative it is, gives a good rule of thumb for sampling. What is needed is a way of characterizing a sample, so that uncertainty can be dealt with using statistical methods. PAM parameters, which, as we shall see later, can be determined at a very low cost, provide such a characterization.
2.3.2.2 Predetermined number of observations

For most programs, execution time behavior depends upon the inputs used to drive the program. Although the set of all possible input values is infinite, the set can be partitioned into a small number of groups $G_i$, such that within a particular group, program behavior is (approximately) constant. For such programs a reasonable stratified sampling method is to choose representative inputs from each data group $G_i$, to observe the program's execution with these inputs, and to form cumulative parameters from these observations. This approach requires that the programmer or user of the program know the expected range of inputs and the effect of each group of inputs upon the program's control flow.

Another multiple-observation approach is random sampling. That is, during the in-production lifetime of the program, executions to be sampled are chosen at random, without regard to the type of inputs used for the execution. This approach may require a larger number of observations than stratified sampling, but it does appeal to those desiring some statistical basis for the parameter estimation approach. Moreover, such an estimation can be undertaken without depending upon (possibly inaccurate) information from programmers or users.

In both the stratified and random approaches, the number of observations is predetermined. Factors contributing to the number of observations include the sensitivity of the subject program to its inputs, deadlines for completing the observations, and the amount of programmer involvement required. Of the two approaches, random sampling involves no programmer involvement.
2.3.2.3 Statistically controlled observations

The first two approaches to execution sampling do not attempt an explicit statistical characterization of the sample. Under these conditions, one may be concerned with the possibility of failing to model the program's intrinsic behavior. Granted, the possibility exists that a small sample size will give an inaccurate view of the subject program, but because most programs tend to be quite data-insensitive [HATF71,FERR76a], e.g., array $Bivar[1:5]$; we feel that the likelihood of this happening to the detriment of restructuring results is not great.

Although we do not think it necessary to control the sampling process by statistical analysis, whenever such an approach is required, PAM lends itself to statistical parameter analysis. The parameter database can be expanded to keep track of the distribution of each parameter. Based upon parameter distribution measures (means, variances) and assumptions (such as normality), statistical inference methods can be used to decide when the sampling process can be terminated. Notice that a parameter-by-parameter statistical testing procedure involves considerable computation. This testing process can be simplified by focusing attention on critical constructs that are felt to contribute most to the characterization of the program's execution, e.g., construct parameters for top-level modules.
2.4 SYNTHETIC REFERENCE STRING GENERATION

In this section we describe the algorithm for string generation. As in previous sections, we begin with a definition of data structures, and proceed to describe the algorithms in terms of manipulations of the data structures. After we present the generator, we discuss approaches to determining when to terminate the generation process.

2.4.1 The GENERATOR

The major data structures required by the GENERATOR are the parameterized CSG (PCSG), the production descriptor table (FDT), the generator stack (GS) and the loop stack (LS). The PCSG and PDT are constructed prior to actual generation; GS and LS represent the state of the generation process. We now describe each data structure.

2.4.1.1 Data structures

Parameterized CSG (PCSG). The CSG and the parameter database are combined to form an internal representation of each production. PCSG is a one-dimensional array which contains a parameterized production for each procedure. Within PCSG, productions are stored contiguously. Parameters are inserted between grammar elements as follows:

\[
\text{loops}^*: \quad <\text{body}> \text{ becomes } <n_1 \ n_2 \text{ body }>, \quad \text{where } n_1 \text{ and } n_2 \text{ specify the range of repetition counts for the loop; and}
\]

---

*We use this form of loop parameter primarily for illustration. In a later section we suggest other representations.*
selection constructs:

\[(\text{case1} | \text{case2} | \ldots | \text{casem})\]

becomes

\[(T \ k_1 \text{case1} | k_2 \text{case2} | \ldots | k_m \text{casem}),\]

where \(T = k_1 + k_2 + \ldots + k_m\), and each \(k_i\) is proportional to observed frequency of selecting alternative \(i\).

Production Descriptor Table (PDT). This table is used to look up the start and end of each production in PCSG. Each table entry is of the form

\[\text{first} | \text{last}\]

where

\(\text{first}(P)\) is the index into PCSG of the start of the parameterized production for procedure \(P\); \(\text{last}(P)\) is the index of the final production symbol.

Loop Stack (LS). This global stack is used to keep track of generate-time looping. Conceptually, each production has its own stack of elements of the form

\[n | \text{start}\]

where

\(n\) is the the number of remaining repetitions;

\(\text{start}\) is the cursor position (in PCSG) of the start of the loop body.

Upon exit from a production (procedure), any loops active within that production are automatically popped from the loop stack.
Generator Stack (GS), with stack pointer GSP. This stack keeps track of the generate-time state. Each element has the format

\[ \text{prodn} \mid \text{cursor} \]  

where

prodn is the production number;
cursor indicates the current position in the production (i.e., an index into PCSG).

Output Buffer (OB) contains output symbols.

2.4.1.2 Data manipulation primitives

The following data manipulation primitives are used in the description of the algorithm.

- push(stackname,[datalist]) pushes data onto specified stack.
- pop(stackname,[resultlist]) pops specified stack and extracts information into result variables.
- output(symbol) places symbol in OB.
- uniform(p,q) generates a random number uniformly distributed between p and q.
- select(n,cursor) chooses an index of a selection construct alternative, given random number n, and the current cursor position.
- findend(C,m) determines the cursor position of the end of the m'th enclosing construct, where the current cursor position is C.
- lccpccount(C,x) determines the amount by which the loop nesting level will decrease when moving from cursor position C to position x.
2.4.1.3 Notation

During generation, activity is centered around the generator stack, GS. To facilitate describing the generation algorithm, we will use the following symbols to refer to the data on the top of the GS stack. (Recall that GSP is the stack-top pointer for GS.)

\[ P = \text{GS(GSP).prodn, the current production; } \]

\[ C = \text{GS(GSP).cursor, the current cursor position within the current production; } \]

\[ S = \text{PCSG(C), the current CSG symbol within the current production. } \]

The symbol \( N \) represents a PCSG nonterminal (i.e., the name of a program module), as distinguished from the PCSG operators and parameters.

Suppose that the main procedure of program \( P \) is MAIN. The first production in PCSG is "\( S = \) MAIN \( \dagger \)", where "\( S \)" is the start symbol, representing the operating system function of job initiation, and "\( \dagger \)" is the special terminator symbol, representing job termination. The initial state of the GENERATOR is

\[ [S \mid 3] \].
2.4.1.4 The algorithm

When $S$ is

Do the following

$\dagger$

terminate generation

$N$

$C \leftarrow C+1$

push($GS,[N, first(N)+1]$)

$\times$

output($P$)

$C \leftarrow C+1$

$\div$

pop($GS,[-,-]$)

output($P$)

$!$

repeat (for $I=1$ to loopcount($C, last(P)$))

pop($LS,[-,-]$)

endrepeat

$C \leftarrow last(P)$

$\times$

$E \leftarrow findend(C, PCSG(C+1))$

repeat (for $I=1$ to loopcount($C,E$))

pop($LS,[-,-]$):

endrepeat

$C \leftarrow E+1$

$\%$

$r \leftarrow$ uniform $(1, PCSG(C+1))$

$i \leftarrow$ select$(r, C+1)$

$C \leftarrow$ position of $i$'th alternative

$\%

$C \leftarrow findend(C, 1)$

$\%

$C \leftarrow C+1$

$<$

$r \leftarrow$ uniform $(PCSG(C+1), PCSG(C+2))$

push($LS,[r, C+3]$)

$C \leftarrow findend(C, 1)$

$>$$\%$

pop($LS,[n, start]$)

if $n>0$ then

push($LS,[n-1, start]$)

$C \leftarrow start$

else $C \leftarrow C+1$

$>$$\%$


2.4.1.5 An Example

Consider the following CSG, with average loop repetition (for procedure A) of 1, and selection execution frequencies 2 and 3.

\[
\begin{align*}
S &= A \Downarrow \\
A &= B \langle C \rangle \\
B &= ( C | D ) \\
C &= ; \\
D &= ;
\end{align*}
\]

The parameterized CSG is

\[
[ S = A \Downarrow A = B \langle 1 1 C \rangle ; B = ( 5 2 C | 3 D ) ; C = ; D = ; ].
\]

The Production Descriptor Table (PDT) is

<table>
<thead>
<tr>
<th>prodn</th>
<th>first</th>
<th>last</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>A</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td>B</td>
<td>14</td>
<td>24</td>
</tr>
<tr>
<td>C</td>
<td>25</td>
<td>27</td>
</tr>
<tr>
<td>D</td>
<td>28</td>
<td>30</td>
</tr>
</tbody>
</table>
Snapshots of the GENERATOR as it generates the string "AEDBACA" fellow. The rightmost stack element is at the top.

<table>
<thead>
<tr>
<th>Step</th>
<th>S</th>
<th>Generate Stack</th>
<th>1Stack</th>
<th>Output</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>($, 3)</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>=</td>
<td>($, 4) (A, 6)</td>
<td>-</td>
<td>A</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>B</td>
<td>($, 4) (A, 7)</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>=</td>
<td>($, 4) (A, 8) (B, 15)</td>
<td>-</td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>{</td>
<td>($, 4) (A, 8) (B, 16)</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>D</td>
<td>($, 4) (A, 8) (B, 22)</td>
<td>-</td>
<td></td>
<td>r=3, i=2</td>
</tr>
<tr>
<td>7</td>
<td>=</td>
<td>($, 4) (A, 8) (B, 23) (D, 29)</td>
<td>-</td>
<td>D</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>;</td>
<td>($, 4) (A, 8) (B, 23) (D, 30)</td>
<td>-</td>
<td>E</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>)</td>
<td>($, 4) (A, 8) (B, 23)</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>;</td>
<td>($, 4) (A, 8) (B, 24)</td>
<td>-</td>
<td>A</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>&lt;</td>
<td>($, 4) (A, 8)</td>
<td>[1, 11]</td>
<td>r=1, n=1</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>&gt;</td>
<td>($, 4) (A, 12)</td>
<td>[0, 11]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>C</td>
<td>($, 4) (A, 11)</td>
<td>[0, 11]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>=</td>
<td>($, 4) (A, 12) (C, 26)</td>
<td>[0, 11]</td>
<td>C</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>;</td>
<td>($, 4) (A, 12) (C, 27)</td>
<td>[0, 11]</td>
<td>A</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>;</td>
<td>($, 4) (A, 12)</td>
<td>-</td>
<td>Loop exhausted</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>;</td>
<td>($, 4) (A, 13)</td>
<td>-</td>
<td>$</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>†</td>
<td>($, 4)</td>
<td>-</td>
<td>Terminate</td>
<td></td>
</tr>
</tbody>
</table>
2.4.2 Terminating Generation

Just as in the case of parameter estimation, where we had to consider the number of observations required to obtain a certain confidence in the parameters obtained, we must decide how many synthetic strings should be generated. Three alternatives exist:

- generate one string;
- generate a predetermined number of strings;
- generate strings until some statistical test is satisfied.

The GENERATOR can be made to terminate using any of these approaches.

Single string generation is not recommended, since it defeats the purpose of the model, namely, replacing a small number of trace strings by a potentially infinite number of synthetic strings. A single execution trace string is preferred over a single synthetic string.

A predetermined number of synthetic strings is a more appealing way to terminate string generation. As in any multiple string generation, there is concern for the independence of individual strings. This will improve the chance of "true" random sampling from the set of all possible synthetic strings. In the implementation of the GENERATOR used in this research, each string is based on a different random number seed computed from the time-of-day clock.

The determination of the number of strings is not easy, because without any statistical characterization of the generation process, it is difficult to know when the finite set of generated strings has covered (uniformly sampled from) the space of all synthetic strings generable from the model.
2.4.3 Generation Environments

The GENERATOR can be used either as an off-line program to produce an output file of synthetic strings, or as an on-line coroutine to produce symbols of the synthetic strings on demand. Since the storage of the entire string is not required, the on-line approach is ideal for efficient program restructuring. The off-line approach can be used when the synthetic strings will be subjected to further analyses.

2.5 ANALYSIS OF COSTS

2.5.1 Assumptions

In this section we assume that the subject program has the following characteristics:

- 100 procedures;
- each procedure contains 2 significant loops;
- each procedure contains 2 significant selection constructs, each containing 3 alternatives;

Further, we assume that

- each procedure name is 8 characters long;
- each ivar is two 8-bit bytes long;
- the icode for incr requires one 4-byte instruction.
2.5.2 Compiler modifications

Considering the inherent complexity of good compilers, the modifications required by the CONSTRUCTOR should have a negligible effect on the size and speed of the compiler. The description of the CONSTRUCTOR's data structures and algorithms indicate that only a small amount of code need be added to the compiler, and that the data structures ACS, CDT and IPI will not be large.

2.5.3 Instrumented Object Code Size

Program instrumentation changes the subject program by introducing ivars and icode. According to our assumptions, each procedure requires 10 ivars (20 bytes) and 10 increment instructions (40 bytes). The over-all increase in space requirements for the entire program is 6000 bytes (60 bytes/procedure * 100 procedures). Instrumentation routine DUMP contains 100 call statements, but since it is invoked only at the end of program execution, it can reuse space occupied by program procedures no longer required in main storage. DUMP does, however, increase the size of the program's virtual name space by an amount proportional to the number of bytes of object code required to effect a procedure call (to WRITECR) with three parameters. We estimate that 20 bytes are required per call; hence 2000 bytes are required for DUMP. Thus the over-all increase in the program's object code will be around 8000 bytes.
2.5.4 Instrumented Object Code Speed

Although the additional space requirements can be quantified, it is more difficult to characterize the execution slowdown experienced by the instrumented program. The slowdown is proportional to the number of execution-time additions introduced by the instrumentation.

The reader may recall from the section on model construction that only significant control structures are instrumented. Thus, the number of instrumentation additions is proportional to the number of procedure calls made. The constant of proportionality is unity or less, as the following analysis shows. Let us assume that the majority of the procedure calls will occur from within loops, and that each (significant) loop contains at least one (unconditional) procedure call. Now consider the two loops, \( <\ A\ >\) and \( <\ A\ B\ >\), both having repetition frequency \( n\). For the first loop, \( n\) calls and \( n\) additions are made; for the second, \( 2n\) calls and \( n\) additions. The respective ratios of calls to additions are 1.0 and 0.5. We will use the higher figure of one addition per procedure call, indeed an extremely low, and practically negligible overhead.
2.5.5 Managing the Databases

We now show that the space overhead for maintaining and updating the required databases is 15,000 to 20,000 bytes. Only the coefficient database need be on-line during parameter estimation; PDB updating and synthetic string generation can be relegated to times of low demand for the system.

The storage space required to hold the production parameter descriptor, coefficient and parameter databases is quite small. The typical PPD record looks like

```
procname|4|2|2|3|3
```

and requires 13 bytes of storage. The CDB record looks like

```
procname|10|n1|a1|n2|a2|c11|c12|c13|c21|c22|c23
```

which occupies 30 bytes. (Record field definitions use the same symbols used to describe the PDB.)

The size of the PDB depends upon the amount of detail maintained. Assume that the PDB record has the format given in Figure 2.11. Then each record requires 38 bytes.

The CSG database can contain either the non-compressed (symbolic) or compressed CSG productions. Assume that a production contains an average of seven procedure calls and ten CSG operators. Then each non-compressed production requires \(7 \times 8 + 10 = 66\) bytes.

The total space requirements for all these databases is 6600 (CSG) + 3000 (CDB) + 3800 (PDB) + 1300 (PDDB), or 14700 bytes. A more sophisticated PDB can increase this space requirement, as well as the time required to perform parameter estimation.
2.5.6 String Generation Costs

The speed of the GENERATOR depends upon the CSG, the language in which the GENERATOR is written, and the efficiency of the GENERATOR code. The most important GENERATOR performance index is the rate of synthetic string production, which should be several orders of magnitude faster than that of execution tracing.

The GENERATOR used in the research was implemented as a PL/C program running on an IBM 3081 (or 370/158) under the NYS operating system, and was in no wise optimized for speed of generation. Generation speed ranged from 750 to 3000 references per CPU second, depending upon the complexity of the CSG productions. (Selection constructs slow down the generation process more than do loops.) The performance of the GENERATOR can easily be improved by an order of magnitude and, indeed, should be were the GENERATOR to be implemented as a production program. The inefficiency of the PL/C GENERATOR notwithstanding, it seems clear that synthetic strings can be generated at an acceptable rate and cost to justify use of the model.

As a final word, we should note that the ease and convenience of using the model, from the standpoint of the program developer, is more than adequate compensation for any generation inefficiencies.
2.6 VARIANTS OF THE BASIC MODEL

In this section we relax some of the assumptions and restrictions of the PAM model. We begin by showing how to model data-sensitive programs. Next, we simplify the CSG syntax to a normal form. Before proceeding, we need to give a name to the version of PAM we have been discussing up to now. We call it the generative PAM, or GPAM, since it involves synthetic string generation.

PAM is actually a family of models. In this section we start with the GPAM and move in two directions -- generalization, to remove the requirement of the call-path independence assumption -- and simplification, to reduce the complexity and size of the CSG. PAM attempts to capture two aspects of program structure: static control-structure nesting and dynamic procedure-call nesting. Model variants differ in the extent to which they capture these aspects of program structure. Each model version can be thought of as being either generative (when used to produce synthetic strings) or descriptive (when used to describe or characterize observed program executions).

2.6.1 A Normal-Form CSG

GPAM attempts to reproduce procedure level referencing behavior in terms of sequencing and distribution of calls. Sequencing is controlled by the grammar operators -- loops, alternation and branching -- and by the synthetic string generator. By distribution of calls, we mean the relative frequencies of calls to potential targets. The distribution of calls is governed at the level of the individual procedure by the procedure's parameters. If situations exist in which the distribution of calls is more important than their sequence, a simpler form of PAM CSG productions is possible. We say that a production of the form

\[ X = < (x_1 | x_2 | \ldots | x_m ) >; \]

where
xi is either a call or a return (!), is in distribution-normal form (DNF). This form of production guarantees (in a statistical sense) to preserve the distribution of procedure calls to the possible call targets, provided that the GENERATOR uses a random number generator that produces true uniform random deviates. The DNF CSG for program P1 is shown in Figure 2.12.

\[
A = < ( B | C | D | E ) >; \\
B = < ( ! | C | D ) >; \\
C = < ( ! | D | E ) >; \\
D = < E >; \\
E = ;
\]

**Figure 2.12**

DNF Call-Sequence Grammar for Program P1

We briefly compare DNF-PAM and GPAM. The DNF grammar is compact because of the simpler productions. The required CONSTRUCTOR algorithm and data structures are simpler since no analysis of the structure of the subject program is required. Instrumentation is simpler: ivars simply count the number of times one procedure calls another, completely disregarding the control-structure context of the calls. The number of ivars is equal to the number of different procedures called (plus one if the procedure contains multiple exit points); the amount of icode is proportional to the number of call statements in the procedure.

DNF-PAM characterizes a program's execution at the level of inter-procedural references, as opposed to the intra-procedural characterization GPAM produces. DNF-PAM is the simplest version of PAM, and it used in this research primarily as a generative model.
From a restructuring standpoint, DNF parameters are equivalent to the Nearness matrix. DNF parameters measure pair-wise call frequencies, from which can be derived the pairwise adjacency frequencies that constitute the entries in the Nearness matrix. That is, for very low instrumentation overhead, enough information is obtained to achieve very acceptable performance gains from program restructuring.

2.6.2 Relaxing the Call-Path Independence Assumption

Consider the following CSG.

\[ P = A \; B \; C; \]
\[ A = D; \]
\[ B = D; \]
\[ C = D; \]
\[ D = ( X \; | \; Y \; | \; Z ); \]

Suppose that D always calls X, Y or Z, accordingly as D is called by A, B or C, respectively. Then, since D's behavior depends upon its caller, D violates the independence of call path assumption. The variation of D's behavior according to its caller requires an examination of some data, either one of its parameters, or some global variable. Such a procedure is said to be data-sensitive.

Procedure D can still be modeled by creating aliases \( DA \), \( DB \) and \( DC \), whose CSG productions are

\[ DA = X; \quad DB = Y; \quad \text{and} \quad DC = Z; \]

Productions for A, B and C become

\[ A = DA; \quad B = DB; \quad \text{and} \quad C = DC; \]
We now present a general aliasing technique that introduces no unnecessary aliases.

1. Determine non-aliasable productions, those that do not contain any significant control structures. (Non-aliasable productions do not require any parameters.)

2. Assign serial number unity to each aliasable production.

3. Copy each production. For each nonterminal on the right-hand side whose production is aliasable, append to the nonterminal the serial number of its corresponding production, and increment the serial number by one.

4. Write new productions for each aliased production according to step 3. When there are no more unexpanded productions, stop.

The importance of this transformation is that it allows modeling of programs that contain data-sensitive modules. Aliasing has two side effects: an increase in the number of productions; and an increase in the amount of work done by the CONSTRUCTOR. Since each alias requires its own set of execution coefficients, the compiler must allocate and properly reference a stack of instrumentation variables for each aliased procedure. During execution of the instrumented program, calls to aliased procedures must include a parameter value for properly indexing the iVar stack. The value of this index must be determined during instrumentation. It should be clear that aliasing increases instrumentation complexity. Fortunately, however, it is probably the case that the aliasing transform would be applied rarely.
Aliasing provides a way of injecting global call-path context information into the model. (Non-aliased productions contain no information about the static chain of procedure calls by which entry is made into the corresponding procedure. The only information provided is the return point for any calls made by that procedure.) The serial number assigned to an aliased procedure encodes the call path to the procedure from the start of the program. Applying the aliasing transform to GPAM produces aliased GPAM, or AGPAM. AGPAM contains the maximum amount of call context and control-structure context information possible in a context-free call-sequence grammar used by the PAM family. When aliasing is applied to every production in a DNF CSG, the resulting model version is called the descriptive PAM, or DPAM.

2.6.3 The Descriptive PAM

Procedure-level program execution is captured in the sequence of active procedure call chains. The descriptive PAM (DPAM) defines program state to be a procedure call chain, and a state-transition to be a procedure call or return.

A static representation of an arbitrary program P is the DPAM state-diagram, denoted DPAM(P). Figure 2.13 shows DPAM(P1), the state-diagram for sample program P1 of Figure 2.1. The state-diagram is an undirected tree, which we term a call tree. Each node of the tree corresponds to a DPAM state (i.e., a call chain). Nodes are identified by unique integers assigned according to a preorder traversal of the tree. For example, in DPAM(P1), state 7 represents call chain [A,B,D]. State 7 has label "D", the most-recently activated procedure in call chain [A,B,D].
Given procedure reference string \( w = w[1]w[2]...w[K] \), there is a corresponding DPAM state-sequence string \( z = z[1]z[2]...z[K] \), where symbol \( w[i] \) causes a DPAM state transition into state \( z[i] \). (The DPAM initial state is \( z[0] = 0 \).) The program execution, \( w \), can be described (characterized) in terms of DPAM(P). We now list several characterizations.

1. \( \text{cfr}(s) \) = the number of times state \( s \) is entered via a call transition.
2. \( \text{tcf}(s) \) = the total number of times state \( s \) is entered.
3. \( \text{tct}(s) \) = the total number of state transitions (references) made to states belonging to the subtree of DPAM(P) having state \( s \) as the root.
(4) \( \text{avgdur}(s) = \text{the average number of state transitions made between subsequent entries and exits from the subtree of DPAM}(P) \) having state \( s \) as the root. \( (\text{avgdur}(s) = \text{totdur}(s)/\text{cfreg}(s)) \)

We call these characterizations execution profiles, which are analogous to GPAM execution coefficients. Figure 2.14 contains values for these profiles derived from reference string "AECIEDEEDEDEDBCECBECEBEABE" of length 29.

<table>
<thead>
<tr>
<th>state</th>
<th>proc</th>
<th>cfreg</th>
<th>totfreq</th>
<th>totdur</th>
<th>avgdur</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>1</td>
<td>4</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>1</td>
<td>6</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>3</td>
<td>C</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>E</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>E</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>E</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>E</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 2.14
Sample DPAM Execution Profiles

We now propose ways in which the profiles just introduced can be used in program restructuring, to suggest one or more areas for further investigation.

(1) DPAM\((P)\) with node weights \( \text{cfreg} \) provides enough restructuring information to duplicate the Nearest method.

(2) Profiles \( \text{totdur} \) and \( \text{avgdur} \) measure locality since they capture the reference density to a subset of procedures during an interval of program execution.
It should be noted that DPAM and many of its profiles are directly derivable from GPAM CSG and parameters. Development of restructuring algorithms based on DPAM is suggested as a topic for further research.

2.6.4 A Comparison of the PAM Variants

Table 2.1 summarizes the different versions of the PAM model. A level-i model version (i=1,2,3) is derivable from level-j versions (j>i). DNF-PAM is the simplest, modeling only the local call-context information implicit in the "calls" relation between procedures. AGPAM, which models global call-context and local control-structure information, is the most general.

<table>
<thead>
<tr>
<th>Level</th>
<th>Version</th>
<th>Context Information Represented</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>AGPAM</td>
<td>global call and local control structure.</td>
</tr>
<tr>
<td>3</td>
<td>GPAM</td>
<td>local call and control structure.</td>
</tr>
<tr>
<td>2</td>
<td>DPAM</td>
<td>global call.</td>
</tr>
<tr>
<td>1</td>
<td>DNF-PAM</td>
<td>local call.</td>
</tr>
</tbody>
</table>

Table 2.1
The Procedure-Activation Model Family

The nature of the PAM family is perhaps most clearly evident from DPAM, where the notion of model states and state-transition probabilities are explicit. This basic structure is common to all model versions, as is the capacity to generate (or recognize) a sequence of properly formed procedure references.

PAM differs from many stochastic program models primarily in the definition of program state. The PAM variants differ from each other in the way the state-transition probabili-
ties are derived. For DNF-PA and DPAM, they are based on direct measurements of inter-procedural referencing. For GPAM and AGPAM, the determination of these probabilities has both a static and a dynamic component. The static component consists of the model parameters -- statistics for loops, and probabilities for selection constructs. During synthetic string generation, the choice of the next reference to generate is based upon a dynamically-determined probability, whose value is some complex function of program structure and model parameters.
2.7 SUMMARY

In this chapter, we have defined the elements of the Procedure-Activation modeling system. We have shown that modeling can be automated, and that the model lends itself to various choices of CSG grammar form, parameter estimation techniques, and generation environments. The cost of model construction and parameter estimation were shown to be low.

We have shown that PAM is a family of models, having in common a constrained (by internal control-structures or call chain or both) probabilistic view of the program execution phenomenon. In this research, the primary investigations treat only GPAM and DNF-PAM. Although DPAM will not be investigated thoroughly in this research, it shows promise of yielding insights into program locality, and of forming the basis of new restructuring algorithms.
Chapter 3
RESTRUCTURABILITY OF THE SUBJECT PROGRAMS

This research is divided into four major studies.

(1) Restructurability. For each subject program, we determine the extent to which program restructuring can reduce execution-time memory cost.

(2) Elementary modeling. These approaches to modeling are attempted: the simplest model version, DNF-FAM; and the more general model version, GPAM, for which point estimates for model parameters are used.

(3) Parameter estimation. The execution-sampling phase of modeling is studied statistically: the effect of random sample size upon model accuracy, and the underlying distribution of model (loop) parameters.

(4) Advanced modeling. More modeling effort is expended to achieve better accuracy: point estimates of loop parameters are replaced by interval estimates; model version DNF-FAM is replaced by GPAM.

This chapter presents the design and findings of the restructurability study. Elementary modeling is the subject
of Chapter 4; the parameter estimation studies and advanced modeling results are presented in Chapter 5. We begin this chapter with a review of the relevant issues of a posteriori program restructuring using actual program traces, and define the method of comparing layouts. Next we describe the subject programs, noting in particular their static program structure -- nesting of procedure calls and control-structure constructs. Finally, we describe and present results from the restructurability study: the feasibility of applying restructuring to subject programs is determined; and the parameters of the restructuring process are assigned values for use in subsequent experiments.

3.1 A POSTERIORI PROGRAM RESTRUCTURING ISSUES

In this research we do not study restructuring for its own sake, but as the tool by which PAM will be validated. To avoid making bad choices in applying the restructuring procedure, we decided to deal systematically with the variables of restructuring to determine values of these variables that least obscure the benefits derivable from using PAM. We now examine the parameters of the restructuring process, with the primary concern for avoiding values that consistently yield poor restructuring gains.
3.1.1 Overview of the Restructuring Process

Figure 3.1 illustrates the steps in the program restructuring process, and the input variables for each step. The program characterization phase involves execution sampling and the representation of the collected trace data, usually in the form of a set $W$ of reference strings. The set $W$, restructuring algorithm $A$ and control variable $\epsilon$ (the pair is denoted $A(\theta)$), are inputs to the restructuring phase, during which the restructuring matrix $C$ is constructed. Matrix $C$ contains module-module affinity weights that suggest clusters. The clustering phase takes the affinity weights and module sizes, and builds clusters, subject to the page size ($p$) constraint. The extent to which the clustering suggestions contained in $C$ can be carried out depends upon $p$ and the module sizes. The resulting layout is denoted $L(W,A(\theta),p)$, which identifies the parameters of the restructuring process.
The following sections discuss, for each phase in the restructuring process, options for implementing that phase, the effect of choices at one phase on subsequent phases, and the rationale for some of the choices we made.
3.1.2 The Program Characterization Phase

3.1.2.1 Choosing the executions to sample

One of the first steps in the standard a posteriori program restructuring process is to decide which executions of the subject program to use as inputs to the restructuring phase. In order to achieve the greatest benefit from restructuring for the majority of the runs of the program, these executions should be representative of the "average" or typical behavior of the program. Fortunately, empirical studies [BATF71, FERR76a] have demonstrated that programs tend to be quite insensitive to their input data. This result supports the common practice of carefully choosing a small number of executions (sometimes just one), taking into account the function and structure of the program, and typical input values.

3.1.2.2 Reference string representation

The reference string captures information about the sequence and, possibly, times of program references. When restructuring makes use of the LRU replacement algorithm, which is driven by sequence alone, reference times are not required. Time information must, however, be provided for restructuring based on the WS replacement algorithm. Direct measurement of reference times can require significant overhead, since calls to the operating system clock routines are required. Furthermore, on multiprogrammed systems not providing each concurrent process with its own virtual clock, controlling measurement errors is difficult because of the sharing of the system clock. For these reasons, most studies resort to estimating reference times.

We now examine a widely-used estimation technique, which we term the counting method. Given procedure reference string \( w = w_1, w_2, \ldots, w_K \), let the times of each of the \( K \) refer-
ences be given by the time string $T=t_1, t_2, \ldots, t_K$. When the counting method is used for machine-level tracing, the time of the $k+1$'st reference is given by $t[k+1] = t[k] + N_i \times A$, where $N_i$ is the number of machine instructions separating $w[k]$ and $w[k+1]$, and $A$ is the average instruction execution time.

This method is based upon the assumption (which is quite reasonable at the level of machine-instruction execution) that the time interval between the executions of successive instructions is a constant.

We have used a similar method, based upon the following assumptions.

1. The cost of a call linkage is one time unit, chargeable to the caller.
2. The cost of a return linkage is one time unit, chargeable to the returner.
3. The cost of executing the non-call portion of the body of a procedure is zero.

These assumptions lead to the simple time string $T=0, 1, 2, \ldots, K-1$. Notice that this is actually a counting method based on the assumption of a constant rate of linkage events. Under these assumptions, the execution time chargeable to a procedure is one plus the number of calls it makes. An example of the time string computed for a short reference string is shown in Figure 3.2, where "$S$" represents the operating system job initiator routine. A call linkage has type "$C$", a return type "$R$".
Batson and Brundage [BATS77a] studied the distribution of the mean inter-procedural reference times for Algol programs. They found the mean to be 2-10 times the median, with coefficient of variation between 2 and 10. Their findings suggest that (1) the median interval between most linkages is much shorter than the mean, and (2) most of the variability in times (high coefficient of variation) is caused by the small percentage of very long intervals between linkages, contrasted against a very large percentage of short intervals. We are satisfied that the assumption of (nearly) constant time between linkages holds for the major portion of the program's execution-time references.

Under the time-dependent replacement algorithm WS, the working set will be overestimated, for a given window size, during one of the few long intervals between linkages, resulting in an underestimation of the number of faults for that window. But this situation will rarely occur, since long intervals are few. Underestimation of the working set for very short intervals can occur in like manner, but since the variability is low (when long intervals are excluded) the amount of estimation error is small.

Despite the possibility of errors in estimating the working set, we did not feel that such errors will invalidate WS restructuring results, for the following reasons. First,
and perhaps most important, is the fact that this study is really a simulation study in which we felt that sequence was the most important program property to model. Second, if indeed a synthetic string reproduces the reference sequence of a subject trace string, when it is used in restructuring, it will produce the same systematic error as was produced by restructuring using the subject trace string. That is, the two strings being compared both have roughly the same amount of measurement error, and the differences in behavior cannot be attributed to that systematic measurement error.

3.1.3 The Restructuring Phase

The restructuring phase takes as input a set \( W = \{w_1, w_2, ..., w_M\} \) of reference strings. One restructuring matrix, \( C_k \), is constructed per string \( w_k \) in \( W \), and the collective restructuring information embodied in set \( W \) is captured in the matrix \( C = C_1 + C_2 + ... + C_M \). Recall that \( C[i,j] \) is the number of faults that would be eliminated should modules \( i \) and \( j \) occupy the same page. Stated another way, \( C[i,j] \) measures the competition between \( i \) and \( j \) for membership in the resident set under replacement algorithm \( A(\theta) \). Competition, hence memory cost, is reduced when modules \( i \) and \( j \) are stored in the same page.

Matrix \( C \) suggests a clustering of modules based on mutual competition for residency under \( A(\theta) \). For \( C[i,j] > 0 \), modules \( i \) and \( j \) belong to the same natural cluster. Any module \( k \) having affinity for a module belonging to a natural cluster is itself a member of that same natural cluster. Natural clusters are of unconstrained size, and are usually too large to be stored entirely in one page. We term the \( 1-m \) pair having the largest weight \( C[1,m] \) the critical pair. The natural cluster containing the critical pair is termed the critical cluster.
Output from the restructuring phase is a list of module pairs and affinity weights, in decreasing order of affinity weights. The list suggests module pairings directly, and natural clusters indirectly. Consider the list of weighted affinity pairs shown in Figure 3.3. Critical pair (1,3), having affinity weight 29, suggests the natural cluster <1,3,8>, which is critical because it contains the critical pair (1,3). The function of the restructuring phase, then, is to make clustering suggestions to the clustering phase; it is up to the clustering phase to carry out the suggestions.

<table>
<thead>
<tr>
<th>Weight</th>
<th>i</th>
<th>j</th>
<th>Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>29</td>
<td>1</td>
<td>3</td>
<td>A</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>4</td>
<td>B</td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>6</td>
<td>C</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>8</td>
<td>A</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>7</td>
<td>C</td>
</tr>
</tbody>
</table>

Figure 3.3
Example of Output from the Restructuring Phase

The phase-transition view of program behavior suggests an interesting interpretation of the i-j affinities. Three types of competition occur.

a) Intra-phase -- both i and j belong to the same phase of execution.

b) Inter-phase -- i and j belong to different phases. Competition is observed during transitions between phases.
c) Intra-transition — both $i$ and $j$ belong to a transition between the same two phases, but not to either phase.

The restructuring phase has as its primary goal the definition of natural clusters that correspond to intra-phase competition. That is, intra-phase affinities should be greater than the other types of affinities.

3.1.3.1 Choice of algorithm

From the outset, we intended not to introduce any new restructuring methods, but to concentrate on finding sources of reference strings other than execution traces. Critical-set program tailoring methods of Ferrari were chosen because they have been shown to perform well [FERR76a], and are simple and relatively inexpensive to use. LRU and WS were chosen to be the underlying replacement algorithms because they are the most widely used algorithms for fixed and variable allocation policies, respectively.

The obvious question is whether the choice of algorithm affects restructuring effectiveness? The many papers written on the subject give evidence that the choice of algorithm is important. In the restructurability study, however, we are concerned only with showing that both the CWS and CLRU restructuring algorithms are affected in the same way by changes in the other parameters of the restructuring process.
3.1.3.2 Choice of control parameter

What should the restructuring window, \( \theta \) (the WS window size or the LRU allocation), be to achieve good results from restructuring? Can some values of \( \theta \) lead to poor clustering suggestions? As far as we have been able to determine from the literature, there is no widely accepted set of control parameter values used for restructuring. We now present a few guidelines.

Care must be taken in choosing \( \theta \). Bad choices do exist. Consider the reference pattern "AFAAFAA...ABA", where "AB" is repeated \( k \) times. CLFU restructuring with \( \theta=1 \) determines \( A-B \) affinity to be \( 2k \). When \( \theta=2 \), the affinity is 1. If program execution is dominated by this cycle, \( \theta=1 \) is the optimal setting. So we see that referencing patterns, typically cyclic patterns produced by looping, have a bearing on the proper choice of \( \theta \). Having \( \theta \) too large "swallows up" the dominant phase.

What is too large a value of \( \theta \)? The window \( \theta \) is a function of the number of modules referenced during a phase, and the mean time \( t \) between successive references to modules. When \( t > \epsilon \), there will be turnover in (hence, competition for) resident set membership throughout the phase. The value \( t \) is related to the cyclic reference patterns generated by the program.

A method for selecting the restructuring window \( \theta \) is to compute the memory cost curve (\( s \) versus \( r \)), assuming each module occupies exactly one page. The \( r \) value for which the cost drops dramatically identifies the average number of modules resident during the dominant phase. Since the dominant phase should not be "swallowed up" by too large a restructuring window, \( \theta \) should not be set much larger than this \( r \) value. Such a \( \theta \) will be sufficiently small to ensure that competition for the resident set is indeed observed.
during restructuring. Furthermore, improvements obtained for small values of $\theta$ are preserved in operating environments whose control parameters exceed $\theta$ [FERR76a].

3.1.4 The Clustering Phase

The clustering suggestions received from the restructuring phase are used to construct page-sized clusters. The extent to which the suggestions can be followed depends upon the page size constraint. As the page size becomes smaller, relative to the average module size, more and more information contained in clustering suggestions is discarded. Large natural clusters must be broken into smaller clusters in order to satisfy the page size constraint.

3.1.4.1 Estimating module sizes

Knowledge of module sizes is required to perform restructuring. Since, in this study, the restructuring experiments are basically simulations, the number of source language statements in a procedure was used to approximate the size of each procedure module.

3.1.4.2 Page size

Program restructuring works best when, on the average, at least three modules are packed to a page [HATF71]. Since this research is a simulation study -- the execution of the restructured program on a paged virtual memory computer is simulated -- we are free to choose page size to be at least three times the average module size $m$. Since the modules correspond to procedures from structured programs, it is reasonable to assume further that no module is larger than the page size. The minimum page size $p$ is therefore chosen to be $\max(3m,M)$, where $M$ is the size of the largest module. Given the restructuring matrix $C$, clustering is performed for page sizes $p$, $1.5p$ and $2p$. 
The natural clusters suggested by the restructuring phase should be stored in a single page in order to realize the maximum benefit from restructuring. Hence, the optimal page size is a function of the program's static (module sizes) and dynamic (looping) properties. The existence of critical clusters explains why large page sizes are preferred. From a paging overhead perspective, optimum performance occurs when the minimum number of faults is generated, that is, when the page size is the size of the program's name space. Such a large page size is, of course, impractical. Moreover, a large natural cluster often requires a page size that is impractically large. Smaller natural clusters are formed when small θ values are used during the restructuring phase. These small clusters are less likely to have to be broken up to fit small pages and, when the page size is large, several may be stored in the same page.

3.1.4.3 Clustering algorithm

The clustering algorithm used in this research is essentially the one described by Ferrari [FERR73]. The first phase of clustering is based on pair-wise affinity weights contained in the restructuring matrix. The second phase is a clean-up pass during which unclustered modules are assigned to partially filled pages according to a first-fit strategy, subject, of course, to the page size constraint. The second phase totally ignores the connectivity of modules, and is concerned mainly with reducing the number of pages spanned by the layout.

Although this particular clustering procedure is quite simple, it produces good layouts cheaply. More sophisticated clustering methods produce marginally better layouts, but at a much higher cost [FERR76a].
3.2 LAYOUT PERFORMANCE EVALUATION

3.2.1 Overview

The general layout evaluation procedure is depicted in Figure 3.4. The simulation of the replacement algorithm \( A(\theta) \) on the execution \( y \), assuming layout \( L \), produces some cost measure, which we now define.

\[
\text{Definition: } e(L, A(\theta), y) \text{ is the cost of executing execution } y \text{ under replacement algorithm } A(\theta), \text{ using layout } L. \text{ Layout } L \text{ is said to be evaluated under } A(\theta) \text{ against evaluation string } y.
\]

When no ambiguity as to the layout \( L \) and algorithm \( A \) can occur, \( e(L, A(\theta), y) \) is written \( e(\theta) \).

A layout can also be evaluated against an ordered set of strings, \( Y=[y_1, y_2, \ldots, y_M] \), termed an evaluation string set. In this case, the replacement algorithm input string is \( \text{CONCAT}(Y)=y_1+y_2+\ldots+y_M \), the concatenation of the members of \( Y \). As a further generalization, layout evaluation can be extended over some arbitrary evaluation interval, \( Q=[e_i, e_j] \). We term such an evaluation of layout \( L \) a \([Q, Y]-evaluation\).
Definition: $E(L, A, Q, y)$ is the extension of the cost function $E$ over interval $Q$. $E$ is given by

$$E(L, A, Q, y) = \frac{\sum_i e(\theta_i) + \ldots + \sum_j e(\theta_j)}{\sum_i + \sum_j}$$

This weighting scheme penalizes a large cost at high memory allocations. In order to ensure a fair comparison of two or more layouts, all evaluations must use identical sample points within the interval $Q$.

Consider the following example, where the cost measure is the number of faults, $f$, and the interval $Q=[2,4]$.

<table>
<thead>
<tr>
<th>Layout</th>
<th>Cost</th>
<th>Extended Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f(2)$</td>
<td>$f(3)$</td>
</tr>
<tr>
<td>L1</td>
<td>100</td>
<td>80</td>
</tr>
<tr>
<td>L2</td>
<td>80</td>
<td>70</td>
</tr>
</tbody>
</table>

Layout L1 experiences more faults than L2 at $\theta=2$ and $\theta=3$, but its lower cost at $\theta=4$ (20 versus 40) reduces its cost over [2,4] to below that of L2. Over [2,3], the cost of L1 is higher. So we see that the extended cost function performs a smoothing, so that poor performance at low allocations can be compensated for by good performance at higher allocations.

Perhaps the major issue in layout evaluation is the choice of the evaluation interval $Q$. Using a narrow interval can give either overly optimistic or overly pessimistic results. Using a wide interval gives conservative results since, given sufficient allocation of memory, layouts tend to perform about the same.
3.2.2 Performance Measures

Cost functions, which apply to executions, are also used to measure the performance of a layout. In the cost function \( e(L, A(\theta), y) \), holding \( y \) fixed while varying \( L \) from \( L1 \) to \( L2 \) measures the relative goodness of layouts \( L1 \) and \( L2 \).

3.2.2.1 Scalars

We use three cost functions to measure memory cost and layout performance.

1. \( r(L, A(\theta), y) \) is the mean resident set size at a fixed value of \( \theta \).

2. \( f(L, A(\theta), y) \) is the number of page faults generated for a fixed \( \theta \).

3. \( s(L, A(\theta), y) = r(L, A(\theta), y) \times f(L, A(\theta), y) \) is the space-fault product, which is the space-time cost of handling page faults, for a fixed \( \theta \).

When no ambiguity can result, we refer to these functions as the scalar variables \( r \), \( f \) and \( s \), respectively.

3.2.2.2 Curves

Performance data are either presented graphically, in the form of a curve of some type, or they are presented in summary form as a scalar. Curves give a visual summary of the effects of varying the values of variables under consideration, and often suggest places where further quantitative analyses are needed. Scalars provide a quantitative measure for comparing performance.

We use three performance curves.

1. The working set curve plots \( r \) versus \( \theta \), when the replacement algorithm is WS. This curve shows the packing efficiency of layouts.
(2) The swapping curve plots f as a function of r. It shows the effect of memory allocation upon the number of faults.

(3) The space-fault, or memory cost, curve plots the product \( r \cdot f \) versus r. It shows the effect of memory allocation upon memory cost.

3.2.3 Comparing Layouts

We can compare the performance of layouts \( L_1 \) and \( L_2 \) by comparing \( e(L_1, A(\Theta), y) \) and \( e(L_2, A(\Theta), y) \), for arbitrary cost function e. If the values of e versus the appropriate independent variable are plotted for both layouts on the same graph, the relative performances of \( L_1 \) and \( L_2 \) can be seen. Such curves summarize relative performance over a wide range of values of the independent variable.

At times one is concerned with a quantification of relative performance. We use a single measure of comparison for two layouts \( L_1 \) and \( L_2 \).

**Definition:** \( R(L_s, L, E, A, Q, y) \) is the cost-reduction of \( L \) over \( L_s \) under \( [Q, y] \)-evaluation, with respect to cost function e. \( R \) is given by

\[
R(L_s, L, E, A, Q, y) = 1 - \frac{E(L_s, A, Q, y)}{E(L, A, Q, y)},
\]

where layout \( L_s \) is the comparison standard.

When no ambiguity can result, we write \( R(L_s, L) \). This measure of comparison has two uses: (1) comparing the closeness of two layouts, and (2) determining the superior, or inferior, layout. We find it more convenient to express \( R \) as a percentage. Negative values indicate performance degradation; positive values indicate improvement. From this point on, we will use the terms "improvement", "degradation" and "closeness" in comparing layouts.
Suppose we have two layouts, \( L_1=L(w_1, A(\theta), p) \) and \( L_2=L(w_2, A(\theta), p) \), formed using the same restructuring algorithm and clustering page size. We say that "\( w_1 \) produces layout \( L_1 \)" and "\( w_2 \) produces \( L_2 \)" since the input strings, \( w_1 \) and \( w_2 \), distinguish the two applications of the restructuring process that produced the layouts \( L_1 \) and \( L_2 \). Comparing layouts \( L_1 \) and \( L_2 \) is tantamount to comparing the restructuring effectiveness of the strings \( w_1 \) and \( w_2 \); the one that leads to the better layout can be thought of as being better in terms of restructurability. We will often indirectly compare strings by comparing directly the layouts they produce. That is, saying "strings \( w_1 \) and \( w_2 \) are within 10% of each other" means that the performances of layouts \( L_1 \) and \( L_2 \) are within 10% of each other.
Type-2 programs provide benchmarks for GPAM modeling: GPAM must capture and reproduce the restructuring signature of observed executions of the subject program. We expect that the signature is so distinctive that type-2 programs can also be modeled using DNF-PAI to produce good quality layouts.

Modeling type-3 programs using GPAM should prove to be challenging. We expect this type of program to require careful parameter representation and estimation.

Even if the program can not be successfully modeled, GPAM provides a useful vehicle for describing and characterizing the subject program. Being able to predict the extent to which restructuring is viable is a useful capability that GPAM might provide.

3.3.2 Static Program Descriptions

Three of the four subject programs that were studied are described in this chapter. (The fourth one is studied separately in Chapter 6.) Subject programs were selected on the bases of availability, size (in number of statements or procedures), program structure (structured programming style was preferred), and programming language (PL/I). These criteria were necessary to facilitate modeling. Three of the selected programs were written by the author and used as a part of the modeling and restructuring system used in this research. No conscious attempt was made to code these programs in a manner that would in any way bias the results of this research. As a further guard against inadvertent bias, we chose as the fourth program one written for a use that is totally unrelated to the requirements of this research.

Table 3.1 summarizes the collection of subject programs. Figures 3.5-3.7 give the procedure-level static structure of the subject programs GENREF, RESTRUCT and CLUSTER. A
relatively long period during which a program performs a
distinct logical function is called a logical phase of exe-
cution, which corresponds coarsely to the phase-transition
behavior discussed in Chapter 1. For each subject program,
logical phase boundaries were determined from a knowledge of
the over-all function of the program, and from an examina-
tion of its source code.

The static procedure nesting level and sharing index
(ratio of the number of call graph edges to the number of
nodes) reflect the inter-procedural complexity. Over-all
construct nesting level, and specific construct nesting lev-
els -- selection and loop constructs -- indicate the intra-
procedural control structure complexity. A procedure that
calls other procedures is termed a caller procedure.

All the subject programs have about the same static char-
acteristics. In all, the percentage of caller procedures is
30-40%. None have very complex intra-procedural structure,
as evidenced by the low levels of construct nesting. All
appear to have the call-graph structure one would expect
when structured programming is used, in that procedures are
used instead of deeply nested constructs.

Program GENREF performs synthetic string generation,
given a FAM model instance for a subject program. There are
two large (involving more than eight procedures) logical
phases: (1) the model internalization phase, during which
the parameterized call-sequence grammar is loaded and stored
internally; and (2) the string generation phase. These two
phases are essentially disjoint, the driver being the only
procedure common to both phases. The first phase consists
of two smaller phases corresponding to CSG loading and CSG
parameter loading, respectively.
## Static Characteristics of Subject Programs

<table>
<thead>
<tr>
<th>Subject Program</th>
<th>GENREP</th>
<th>RESTRUCT</th>
<th>CLUSTER</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Statements</td>
<td>769</td>
<td>640</td>
<td>590</td>
</tr>
<tr>
<td>#Procedures</td>
<td>32</td>
<td>21</td>
<td>26</td>
</tr>
<tr>
<td>#Caller procedures</td>
<td>14</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>#Logical phases</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Share-index</td>
<td>1.4</td>
<td>1.3</td>
<td>1.1</td>
</tr>
<tr>
<td>Avg procedure nesting level</td>
<td>2.6</td>
<td>1.7</td>
<td>2.5</td>
</tr>
<tr>
<td>Max procedure nesting level</td>
<td>4</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>#Loops</td>
<td>16</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Avg loop nesting level</td>
<td>0.3</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>Max loop nesting level</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>#Selection constructs</td>
<td>18</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>Avg selection nesting level</td>
<td>0.3</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>Max selection nesting level</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>#Constructs</td>
<td>34</td>
<td>22</td>
<td>17</td>
</tr>
<tr>
<td>Avg construct nesting level</td>
<td>1.0</td>
<td>1.4</td>
<td>0.9</td>
</tr>
<tr>
<td>Max construct nesting level</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>
One distinctive feature of GENREF is its non-deterministic behavior -- two executions of GENREF using the same inputs will produce two different outputs (and hence, dif-
ferent execution trace strings). This is due to random sampling from GPAM parameter distributions during the generation phase. On each execution of GENREF, the initial random number seeds are changed, which makes this non-determinism possible. The procedure-level static structure of GENREF is shown in Figure 3.5.

```
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```

Figure 3.6
Call Tree for Subject Program RESTUCT

Program RESTUCT constructs a restructuring matrix $C$, given as inputs a reference string and replacement algorithm specification (i.e., the algorithm and a value of its control parameter). RESTUCT's longest phase (containing three
procedures) occurs during construction of the restructuring matrix. The identity of the modules referenced within the phase depends upon the replacement algorithm. Its other two phases, both short-lived, occur during program initiation and termination. The only aspect of RESTRUCT's behavior subject to change appreciably across executions is the duration of the longest phase, which is proportional to the length of the input string. Figure 3.6 shows the call tree for RESTRUCT. Notice that the height of the tree is less than GENREF's, which indicates that GENREF has a more complex (static) call structure.

The restructuring matrix C produced by RESTRUCT is an input to program CLUSTER, which is essentially a list-processing algorithm whose behavior is governed by the number of non-zero elements in C. Its first phase occurs during the loading of C; the second phase, the longest, occurs during actual clustering; the third and last phase occurs during the assignment of clusters to pages.

Logical phases of execution can be described in terms of the call trees. A phase of execution includes all references made from the time of entry to a subtree, to the time of the succeeding exit, provided that the time (or number of references) between entry and exit is sufficiently long. In Figures 3.5-6Pignum (CALLIDXDPAM), modules whose execution leads to phases are surrounded by boxes. The subtrees defined by these modules contain the modules referenced during these phases; the frequency with which they are referenced, and the overall length of the phase, depend upon the static program structure.

Observe that phases for GENREF can involve a larger number of different modules than RESTRUCT or CLUSTER. Since phases represent periods of locality of reference, modules referenced during the same phase should, if at all possible, be stored in the same page. The restructuring process ulti-
mately decides which of these modules will occupy the same page.

Figure 3.7
Call Tree for Subject Program CLUSTER
3.3.3 The Testbed of Execution Traces

For each subject program, a testbed of up to twenty execution traces was collected. The testbed is used to determine the intrinsic referencing characteristics of the subject program, based on observed executions. It is also used to validate the synthetic strings generated from the FAM model. Each execution trace is associated with the input data the subject program ran against to produce the trace. The lengths of the execution traces ranged from 500 to 50,000 procedure references, with a median length of around 5,000. Execution traces are referred to by subject program name (GENREF, RESTRUCT or CLUSTER) and testbed index (e.g., TB-3, TE-11E).

Table 3.2 gives the names of the testbed string sets used in the restructurability experiment. As seen in the table, single strings from the testbed are named using lower case "y", e.g., ye. Sets of multiple strings (e.g., Y1 and Y2) are actually ordered sets of strings. For instance, Y1 represents the string formed by the concatenation (TE-2)+(TE-3)+(IB-5), in the case of subject program GENREF. The set TBED contains all the strings in the testbed.

<table>
<thead>
<tr>
<th>Subject Program</th>
<th>Testbed Trace String Sets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ye</td>
</tr>
<tr>
<td>GENREF</td>
<td>TB-6</td>
</tr>
<tr>
<td>FESTRUCT</td>
<td>TB-4</td>
</tr>
<tr>
<td>CLUSTER</td>
<td>TB-12</td>
</tr>
</tbody>
</table>

Table 3.2
Trace String Testbed
3.4 THE RESTRUCTURABILITY EXPERIMENT

In this phase of the research, we wanted to verify whether program restructuring does indeed work for the subject programs used in this research, and whether the same relative performance improvements are achieved from restructuring regardless of the restructuring algorithm. In order to reduce the volume of data generated by the succeeding experiments, we selected values of the restructuring algorithm \( A \), control variable \( \Theta \) and page size \( p \) for which restructuring yields consistent performance improvements when applied to execution trace strings. We also wanted to investigate the robustness of restructuring as a function of the set of evaluation strings. Finally, we wanted to see the extent to which performance improvements differ when the trace string used as input to the restructuring process is changed.

The variables, or parameters, of the restructuring process are the restructuring algorithm \( A \), its control parameter \( \Theta \), and the clustering page size \( p \). The values of these variables used in this experiment are presented in Table 3.3.
<table>
<thead>
<tr>
<th>Subject Program</th>
<th>Algorithm</th>
<th>Theta (θ)</th>
<th>Page size</th>
</tr>
</thead>
<tbody>
<tr>
<td>GENREP</td>
<td>CIRU</td>
<td>1, 2, 3, 4</td>
<td>p1 80, p2 120, p3 160</td>
</tr>
<tr>
<td></td>
<td>CNS</td>
<td>1, 3, 5, 7</td>
<td></td>
</tr>
<tr>
<td>RESTRICT</td>
<td>CIRU</td>
<td>1, 2, 3</td>
<td>p1 60, p2 90, p3 120</td>
</tr>
<tr>
<td></td>
<td>CNS</td>
<td>1, 3, 5</td>
<td></td>
</tr>
<tr>
<td>CLUSTER</td>
<td>CIRU</td>
<td>1, 2, 3, 4</td>
<td>p1 72, p2 108, p3 144</td>
</tr>
<tr>
<td></td>
<td>CNS</td>
<td>1, 3, 5, 7</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3
Variables of the Restructuring Experiment

3.4.1 Purpose of the Experiment

In order to determine the extent to which restructuring could be expected to improve the performance of the subject programs, we performed restructuring using actual trace strings. The purpose of the experiment was four-fold.

1. To demonstrate that the choice of layout does indeed affect the performance of the subject programs.

2. To demonstrate the feasibility of applying program restructuring to the subject programs.

3. To select values of the restructuring variables, A, θ, and ƒ, for use in the remainder of the research.

4. To determine how sensitive the amount of improvement is to the choice of trace string used as input to the restructuring process, and to determine the extent to which the amount of improvement is preserved across different executions.
3.4.2 Intrinsic Program Characteristics

In this section we display and interpret performance curves that exhibit the distinctive referencing behavior of each subject program. Further, we decide upon a region of memory allocation over which a significant reduction in memory cost is observed. This will be the evaluation interval over which performance comparisons will be made. The intrinsic characterizations presented describe a carefully chosen set of execution traces. (Using other executions leads to the same general results as those shown.)

Intrinsic locality properties, such as paging activity, memory cost and memory demand, can be determined by simulating a page replacement algorithm on a symbolic reference string, assuming a one-to-one mapping of modules into pages. The normalized cost curves in Figures 3.8 and 3.10 plot memory cost (relative to the maximum observed cost) versus working set size. The working set curves in Figures 3.9 and 3.11 show the comparative growth rate of working set sizes for the subject programs.

The intrinsic behavior of the single execution ye is shown in the curves in Figures 3.8 and 3.9. The execution ye for subject programs GENREF, RESTRUCT and CLUSTER has respective lengths 27K, 7K and 14K references. RESTRUCT and CLUSTER both have phases that are shorter than those of GENREF. A further similarity is that they cycle through their entire code body, once for each value in the input stream. GENREF reenters only its dominant (the generation) phase. The effect of cycling through the program body is that the working set grows with the WS window, as the window spans more than one moderate length phase. For programs whose dominant phase is longer than the maximum window (such as GENREF), the growth is much slower.
In the normalized memory cost curves of Figure 3.8 we see a rapid drop in memory cost when the average working set size approaches a certain value: GENREF near 6, RESTRUCT near 2 and CLUSTER near 4, suggesting that the dominant phases require 6, 2 and 4 modules, respectively. From our discussion in section 3.1.3, it would appear that using restructuring windows $\theta=5$, $\theta=1$ and $\theta=3$ should yield good CWS restructuring results for GENREF, RESTRUCT and CLUSTER, respectively.
The intrinsic behavior of an ordered set \((Y_1)\) of three execution traces was determined. The set \(Y_1\) for the subject programs were shorter than the \(y_e\) executions, ranging in length from 4.4K to 13K references. The executions were carefully chosen to represent a diversity of subject program input types. \(Y_1\) represents three back-to-back executions of the subject program. That is, \(Y_1\) cycles through the entire program code three times. For programs such as RESTRUCT and CLUSTER, the behavior of \(Y_1\) is not significantly different from that of \(y_e\); for GENREF, though, the induced program cycling should change the behavior.
Compared to single execution ye, for execution set Y1, the maximum working set sizes (at window 2000) are larger for all programs: by 25% for CLUSTER, 60% for RESTRUCT and 150% for GENREF. The cycling for GENREF causes the window to encompass parts of terminal (generation) phase and the initial phase, increasing the over-all working set size. The effect upon the memory-cost drop-off point is most marked for GENREF, changing from 6 to 3; they are unchanged for RESTRUCT and CLUSTER, since ye contains the same cycling pattern as does Y1. The decrease in drop-off point for
GENREF is caused by two factors. First, in each of the three short executions in Y1, the generation phase was not the dominant one, whereas in Yc, which is four times longer than the length of Y1, the generation phase dominates virtual time. Second, the cycling in Y1 causes the non-generation phases to dominate, by virtue of their increased frequency.

Figure 3.11
Intrinsic Y1 Working Set Curves
The intrinsic curves can also help to identify an evaluation interval, $Q=[0,0.2]$, of $\Theta$ values over which different layouts should be compared. We use the following guidelines.

1. The total cost reduction over interval $Q$ should be at least 50%.

2. Over interval $Q$, the WS size should reach 50-70% of its maximum size. (This represents the normal operating region of memory allocation on paged systems.)

Such a choice of $Q$ covers both a region of tight memory constraint, and one of lesser constraint. For the LRU replacement algorithm, the interval $Q=[1,\text{number of pages}]$ was chosen; for WS evaluation, $Q=[1,100]$. A wide evaluation interval will result in more conservative comparisons of layout performance, because of the smoothing produced by the weighted sum used to compute cost over an interval. For these choices of evaluation intervals, the subject programs meet guidelines (1) and (2).

3.4.3 Performance of Standard Layouts

Standard layouts represent typical ways of assigning modules to pages without using restructuring techniques. We used four.

1. L.ALPHA -- the modules are presented to the linker in alphabetical order;

2. L.RANDOM -- the modules are presented to the linker in random order;

3. L.TEXTUAL -- the modules are presented to the linker in the order in which they appear in the source text;
(4) **L.WCST** -- the linker is instructed to store one module per page.

The layouts are formed by a first-fit placement of modules taken from the input list. Except for **L.WORST**, page breaks occur when an attempt to store the next input module would result in a page overflow.

Figure 3.12 shows typical cost curves comparing the standard layouts against a common evaluation string set Y1. In the figure, ordinate values are scaled (down) by the largest factor of ten such that the smallest scaled value is less than ten, and the common logarithm of the scaled value is plotted. (The scaling merely improves the appearance of the curve.) For small allocations, **L.TEXT** is clearly superior, but for increased allocations the differences among **L.TEXT**, **L.ALPHA** and **L.RANDOM** diminish.
Figure 3.12
CLUSTER STD Layout Y1 WS Cost Curves

We compared the performance of L.ALPHA, L.RANDOM and L.TEXTUAL relative to L.WORST by evaluating them against Y1 over the selected evaluation intervals, and for each page size. Tables 3.4 and 3.5 show the performance improvements over the WORST layout. In particular, we observed the following trends.

1) The benefits of restructuring increase with page size. The increase is generally monotonic.
<table>
<thead>
<tr>
<th>Subject Program</th>
<th>Eval Set</th>
<th>STD Layout</th>
<th>Page Size</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>p1</td>
<td>p2</td>
<td>p3</td>
<td>Avg</td>
</tr>
<tr>
<td>GINFEP Y1</td>
<td>ALPHA</td>
<td>32</td>
<td>54</td>
<td>62</td>
<td>49</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RANDOM</td>
<td>32</td>
<td>54</td>
<td>60</td>
<td>49</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TEXTUAL</td>
<td>44</td>
<td>55</td>
<td>63</td>
<td>54</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Avg</td>
<td>37</td>
<td>54</td>
<td>62</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>RESTRICT Y1</td>
<td>ALPHA</td>
<td>45</td>
<td>59</td>
<td>75</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RANDOM</td>
<td>39</td>
<td>61</td>
<td>71</td>
<td>57</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TEXTUAL</td>
<td>45</td>
<td>62</td>
<td>76</td>
<td>71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Avg</td>
<td>43</td>
<td>67</td>
<td>77</td>
<td>63</td>
<td></td>
</tr>
<tr>
<td>CLUSTER Y1</td>
<td>ALPHA</td>
<td>49</td>
<td>73</td>
<td>88</td>
<td>70</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RANDOM</td>
<td>50</td>
<td>73</td>
<td>91</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TEXTUAL</td>
<td>56</td>
<td>74</td>
<td>89</td>
<td>73</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Avg</td>
<td>52</td>
<td>73</td>
<td>89</td>
<td>71</td>
<td></td>
</tr>
</tbody>
</table>

**Table 3.4**
STD Layout WS Cost Reductions over L.WORST

(2) Except for the subject program RESTRICT, where the TEXTUAL layout is vastly superior to L.ALPHA and L.RANDOM, there appears to be no substantial difference in the standard layouts. For RESTRICT, the two tightly-bound modules that account for the dominant phase appear adjacent to each other in the source text. Since L.ALPHA and L.RANDOM ignore this order, they fail to store these modules in the same page.

(3) The best standard layout across all subject programs was L.TEXTUAL. Henceforth, we denote by L.BEST the best standard layout for a given subject program.
<table>
<thead>
<tr>
<th>Subject</th>
<th>Program Set</th>
<th>Layout</th>
<th>Page Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Eval</td>
<td>STD</td>
<td>p1</td>
</tr>
<tr>
<td>GENREF</td>
<td>Y1</td>
<td>ALPHA</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RANDOM</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TEXTUAL</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Avg</td>
<td>55</td>
</tr>
<tr>
<td>RESTUCT</td>
<td>Y1</td>
<td>ALPHA</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RANDOM</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TEXTUAL</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Avg</td>
<td>49</td>
</tr>
<tr>
<td>CLUSTER</td>
<td>Y1</td>
<td>ALPHA</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RANDOM</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TEXTUAL</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Avg</td>
<td>59</td>
</tr>
</tbody>
</table>

Table 3.5
STD Layout LRU Cost Reductions over L.WORST

Now we would like to see the extent to which further improvements are possible from the use of program restructuring.
3.4.4 Performance of Computed Layouts

Each computed layout is identified by the restructuring algorithm (CWS or CLRU) used to produce it. For each subject program we computed layouts, L(Y₁,A(ε),p), using different values of A, ε and p. We then evaluated these layouts against the evaluation string set Y₁. Their comparative performances, relative to L.BEST, the best standard layout for a given replacement algorithm, are presented in Tables 3.6 and 3.7.

<table>
<thead>
<tr>
<th>Subject Program</th>
<th>Eval Set</th>
<th>Computed Layout</th>
<th>Page Size'</th>
<th></th>
<th></th>
<th></th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>p₁</td>
<td>p₂</td>
<td>p₃</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GENREF</td>
<td>Y₁</td>
<td>CWS(Y₁,1)</td>
<td>-7</td>
<td>44</td>
<td>53</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CWS(Y₁,3)</td>
<td>42</td>
<td>60</td>
<td>67</td>
<td>56</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CWS(Y₁,5)</td>
<td>45</td>
<td>58</td>
<td>72</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CWS(Y₁,7)</td>
<td>36</td>
<td>55</td>
<td>71</td>
<td>54</td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td></td>
<td>29</td>
<td>54</td>
<td>66</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>RESTRUCT</td>
<td>Y₁</td>
<td>CWS(Y₁,1)</td>
<td>3</td>
<td>15</td>
<td>11</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CWS(Y₁,3)</td>
<td>2</td>
<td>-77</td>
<td>-86</td>
<td>-54</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CWS(Y₁,5)</td>
<td>7</td>
<td>-40</td>
<td>-42</td>
<td>-25</td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td></td>
<td>4</td>
<td>-34</td>
<td>-39</td>
<td>-23</td>
<td></td>
</tr>
<tr>
<td>CLUSTER</td>
<td>Y₁</td>
<td>CWS(Y₁,1)</td>
<td>6</td>
<td>38</td>
<td>25</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CWS(Y₁,3)</td>
<td>34</td>
<td>56</td>
<td>42</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CWS(Y₁,5)</td>
<td>31</td>
<td>46</td>
<td>31</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CWS(Y₁,7)</td>
<td>32</td>
<td>56</td>
<td>48</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td></td>
<td>26</td>
<td>49</td>
<td>37</td>
<td>47</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.6
CWS Layout WS Cost Reductions over L.BEST
These results suggest the following.

(1) For RESTRUCT, the Nearness method (CWS(1) or CLRU(1)) is clearly superior to any other restructuring algorithms. This is no surprise, however, since the Nearness method is based on adjacency of reference, a one-one relation between modules. Negative table entries for RESTRUCT's CLRU and CWS layouts indicate that other layouts actually perform worse than the TEXTUAL layout. Notice also that very small improvements occur for the small page size (p1) because it is too small to contain the dominant phase consisting of two modules. In this case we see that a good restructuring algorithm can be thwarted during the clustering phase.

(2) For CLUSTER, the CWS(3) and CLRU(2) restructuring algorithms result in the best improvements over L.BEST.
effectiveness of the Nearness method is nearly nil for the small page, but increases with page size, owing largely to the capacity of the clustering algorithm to pack several small clusters within the larger page. This trend is also present in program GENREF.

(3) The effectiveness of using the Nearness method varies with the replacement algorithm used during layout evaluation.* Across all page sizes, Nearness layouts reduced LBU memory costs by up to twice as much as they reduced WS costs.

(4) A slight anomaly in the relationship between page size and restructuring effectiveness was observed for program CLUSTER. As shown in Table 3.6, an increase from page size $p_2$ to $p_3$ resulted in a reduction in restructuring effectiveness, relative to the L.TEXTUAL layout. A possible explanation is the L.TEXTUAL layout was better able to use the larger page size, resulting in less margin for improvement through restructuring. In Table 3.4 we see that L.TEXTUAL improved layout L.WORST by up to 90%, which is much higher than the 60-70% improvements recorded for programs GENREF and RESTRUCT.

Program restructuring is indeed beneficial for the subject programs, the amount of benefit depending upon the values of the restructuring variables used.
3.4.5 Setting Restructuring Parameters

We have already seen in Tables 3.4-3.7 that, for a given restructuring algorithm, the amount of improvement is affected by the values of \( \theta \) and \( p \). As expected, increasing page size increases improvement. Excluding RESTRUCT, cost reductions of more than 50% are achieved for the intermediate page size. Although more impressive improvements are realized for the large page size, improvements realized for the intermediate sized page represent conservative estimates of the benefits of applying program restructuring to the subject programs. Table 3.8 summarizes the \( \theta \) of choice for each restructuring algorithm, using the intermediate sized page.

<table>
<thead>
<tr>
<th>Program</th>
<th>Algorithm</th>
<th>Theta</th>
<th>Page Size</th>
<th>Memory-Cost Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>GENREF</td>
<td>CWS</td>
<td>5</td>
<td>120</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>CLRU</td>
<td>1</td>
<td>120</td>
<td>53</td>
</tr>
<tr>
<td>RESTRUCT</td>
<td>CWS</td>
<td>1</td>
<td>90</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>CLRU</td>
<td>1</td>
<td>90</td>
<td>22</td>
</tr>
<tr>
<td>CLUSTER</td>
<td>CWS</td>
<td>3</td>
<td>108</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>CLRU</td>
<td>2</td>
<td>108</td>
<td>59</td>
</tr>
</tbody>
</table>

Table 3.8
Restructuring Parameter Settings

It appears that the differences between the CWS and CLRU layouts (for WS and LRU replacement, respectively) are not substantial: both show the same relative effects from changes in \( \theta \) and \( p \), and both produce the same relative performance improvements. We will henceforth use CWS exclusively.
3.4.6 Stability of Restructuring Improvements

In order to identify executions that lead to good layouts, we restructured using each string in a set of selected traces and compared the memory costs of the layouts they produced. The strings (i.e., layouts) were ranked according to their performance against a common trace string (1) to give us an idea of what the chances were of making a good (or bad) choice of execution upon which to base restructuring, and (2) to identify the best choice of evaluation string for subsequent layout comparisons. We found that, except for TE-2, RESTRUCT is very insensitive to the values of its inputs, as shown in Table 3.9. Even short executions of RESTRUCT provide the same restructuring information as much longer executions. Programs GENREF and CLUSTER show more sensitivity. For each subject program, the execution with the highest restructurability rank (indicated by the asterisk) was used as the standard layout evaluation string, ye, for the subsequent phases of the research.

In Table 3.9 we see that GENREF executions TB-6, TB-4, TB-5 and TE-3A all produce layouts whose performances differ by less than 10%. CLUSTER's executions TB-11, TE-12 and TB-5 are within 1% of each other, and TB-1, TB-3 and TE-2 are within 15% of the best string (layout). We also see that, when restructuring is based on multiple executions, a smoothing effect occurs. For example, the worst execution (to use in restructuring) for GENREF was TB-2, but when it was used together with TB-3 (rank 7) and TB-5 (rank 3), the resulting layout was only 15% inferior to the best layout, as opposed to the 125% inferiority of TB-2 when used alone. Similar results were observed for the other subject programs. We draw the conclusion that restructuring is stablest when it is based on multiple execution trace strings.
Once specific values of the restructuring variables, A, e and p, were determined, we wanted to verify that the comparable performance improvements could also be achieved using a different set of strings as inputs to the restructuring phase. We chose this set, Y2, to be three strings representing different classes of subject program inputs than
those representing Y1. The results from evaluating layouts \( L(Y1,A(0),p) \) and \( L(Y2,A(0),p) \) against evaluation string sets \( Y1, Y2 \) and \( ye \) are shown in Table 3.10. This table shows CWS improvements over the best standard layout. Over-all, there is little variation in the performances of layouts \( L(Y1), L(Y2) \) and \( L(ye) \) across executions \( Y1, Y2 \) and \( ye \).

<table>
<thead>
<tr>
<th>Subject Program</th>
<th>Evaluation String Set</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Layout</td>
<td>Y1</td>
</tr>
<tr>
<td>GENREF</td>
<td>( L(Y1) )</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>( L(Y2) )</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>( L(ye) )</td>
<td>56</td>
</tr>
<tr>
<td>RESTRUCT</td>
<td>( L(Y1) )</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>( L(Y2) )</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>( L(ye) )</td>
<td>14</td>
</tr>
<tr>
<td>CLUSTER</td>
<td>( L(Y1) )</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>( L(Y2) )</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>( L(ye) )</td>
<td>56</td>
</tr>
</tbody>
</table>

Table 3.10
Stability of CWS Cost Reductions over L.BEST
3.4.7 Conclusions

Program restructuring is feasible for the subject programs. We found that performance improvements are preserved across a range of different executions. Of all the subject programs, RESTUCT is by far the easiest one to restructure, since very short executions provide enough information to achieve an optimal layout. The set of restructuring variables we will use during the remainder of the study are such that intermediate improvements are achieved from restructuring.

In terms of classifying the subject programs based on restructurability, RESTUCT is a type-2 program, whereas GENREF and CLUSTER appear to be type-3 programs. We expect RESTUCT to be easier to model than GENREF and CLUSTER. (In general, one can only make an intelligent guess as to the restructurability of a program, given only its static source text and some knowledge of its function.)
3.5 SUMMARY

Program restructuring works for the subject programs. We have chosen values of the restructuring variables, $A$, $\theta$ and $p$, and the evaluation interval, $C$, such that program restructuring produces performance improvements of 20-75% over the best standard layouts. Restructuring works best when it is based on more than one execution trace.
Chapter 4

ELEMENTARY MODELING

This chapter describes the first level of PAM modeling in which the simplest model versions and parameter distribution assumptions are used. We begin with a review of the issues of modeling. Next we describe the two modeling experiments that constitute this major study of the research. In the next chapter, we introduce the next higher level of modeling in which more sophisticated parameter estimation techniques are used.

Both model versions DNF-PAM and GPAM were found to reproduce actual trace strings successfully. The subject programs appear to have a range of modeling difficulty which is related to the restructurability of the modeled executions.
4.1 GENERAL MODELING ISSUES

4.1.1 Overview of Issues

The general PAM modeling procedure involves the four steps shown in Figure 4.1. At each step, certain issues relating to modeling must be treated before proceeding to the next step. The issues of PAM modeling fall into four categories.

(1) Model version. Which model version, GPAM or DNF-PAM, produces better synthetic strings for use in program restructuring?

(2) Parameter representation. What statistics should be used to characterize loop and selection constructs? How much detail about the statistical distribution of construct parameters is required to produce acceptable restructuring results?

(3) Parameter estimation. Which program executions should be sampled to provide the raw data for parameter estimation? How should the raw data be combined to produce a single characterization of the sampled executions?

(4) Model validation. How accurate is a model instance? How is accuracy determined?
4.1.2 Model Version

Of the four versions of PAM introduced in Chapter 2, we studied extensively only DNF-PAM and GPAM. Our discussion of parameter estimation treats GPAM almost exclusively. GPAM is more general than DNF-PAM and, since it uses more information about the program's static and dynamic characteristics, one would expect it to have a better chance of accurately modeling the subject program.

In essence, PAM is a simulation model. PAM synthetic string generation simulates the execution of the subject program. The simulation is driven by model parameters derived from observing actual program executions driven by input data. As with any simulation model, the quality of the model depends upon its underlying structure and upon the quality of parameter estimates.
The structure of GPAM is directly related to the control structures used in the subject program. GPAM recognizes loops, selection, escapes and procedure entry and exit as the only significant program execution activity. No distinction is made among the three types of loops (for, while and until) found in structured programming languages. All loops are modeled as for loops. GPAM models all conditional-execution statements as selection constructs in which exactly one of many alternatives is selected for execution upon entry to the construct. The minimum number of alternatives is two; hence, the "if-then" statement is indistinguishable from the "if-then-else" statement. The only program constructs that require parameterization are loops and selection constructs.

Recall that the DNF-PAM call-sequence grammar takes the form

\[ A = \langle x_1 | x_2 | \ldots | x_m \rangle. \]

DNF-PAM parameters have slightly different interpretations, all independent of the structure of the source program. The DNF-PAM loop parameter represents the number of procedure calls made per entry to the procedure; selection construct parameters are derived from the number of calls made by the procedure. DNF-PAM parameters can be derived from GPAM parameters, or they can be gathered by program instrumentation.
4.1.3 *GFAM Parameter Representation*

A program is characterized in terms of the way it was observed (during one or more executions) to execute its loop and selection control structures. The usage of a loop is characterized by a random variable that represents the number of repetitions, i.e., the number of times the body is executed per entry to the loop. An m-vector of selection probabilities characterizes the execution of an m-way selection construct.

The statistics used to characterize a loop or selection construct can vary — extrema, averages, variances, modes — depending upon the modeler's discretion. The choice of statistic affects slightly the instrumentation overhead and, to a greater extent, the cost of calculating parameters from the execution coefficients. The process of parameterizing program constructs involves two major decisions.

1. The statistic to be used to characterize the execution of a construct.

2. The amount of detail required about the distribution. Three approaches are typically taken:
   a) a point estimate of the distribution;
   b) an interval estimate of the distribution (which may require an assumption of the class of the distribution and several of its moments); and
   c) the identification of the form of the distribution together with its characterizing variables (e.g., mean and variance). For example, a loop repetition parameter may have a normal distribution with mean 18 and variance 7.
Regardless of how these issues are resolved, we assume that all constructs of a given type have the same form of underlying distribution, but different values for the moments.

4.1.3.1 Loops

Loops have been shown to be the primary cause of locality of reference [DENN76, BATS77b, SNYD78a] because they cause the modules inside the loop to be referenced repeatedly. Such modules tend to have a high clustering affinity for each other. The number of loop repetitions contains restructuring information. Low values discourage clustering of modules referenced inside the loop; high values encourage clustering.

The execution of a given loop can be characterized by random variables \( r \) and \( R \), where \( r \) represents the mean loop repetition frequency, and \( R \) is the maximum loop repetition frequency. Each program execution produces a list of frequencies from which \( r \) and \( R \) are estimated.

4.1.3.2 Selection constructs

Suppose we have an \( m \)-way selection construct. One program execution produces a vector of coefficients, \( S = (s_1, s_2, \ldots, s_m) \), where the \( i \)th alternative was executed \( s_i \) times. The vector-valued random variable \( Q = (q_1, q_2, \ldots, q_m) \) is estimated using \( S \). The probability of selecting the \( i \)th alternative upon entry to the selection construct is estimated by \( q_i = s_i / (s_1 + s_2 + \ldots + s_m) \), the relative frequency of selecting the \( i \)th alternative during the observed execution.
4.1.3.3 Relative importance of constructs

Since program restructuring is a locality-improvement technique, it should be influenced by the same factors affecting locality, of which looping is a major contributor. GPAM must, then, capture the looping characteristics of the subject program during parameterization, and reproduce those properties during synthetic string generation. It was our feeling that modeling loops would be crucial to successful GPAM modeling.

This is not to say that selection constructs are unimportant. The contribution of a selection construct depends upon the global nesting level of the procedure containing the construct. At the top level, a selection construct can alter a major portion of a program execution. In such "transaction-type" programs, the selection construct is dominant in that it explains a great deal of the variability among executions. Even then, it is looping at some level that accounts for the length of the execution, and for the clustering of the modules invoked during the processing of a particular transaction.

Henceforth, we focus our major attention on the estimation of loccp parameters.
4.1.4 Parameter Estimation

The parameter estimation phase of modeling involves combining coefficients from one or more executions to approximate the underlying distributions of the characterizing statistics. Two approaches to combining coefficients from multiple executions are considered.

(1) The composite-execution approach. Given a sample of multiple executions, \( W = \{w_1, w_2, \ldots, w_k\} \), statistics are computed as if the actual execution were \( w_1 + w_2 + \ldots + w_k \), where \(+\#\) indicates string concatenation. Such an approach leads to a single value of the desired statistic which will, in the text that follows, be identified by the superscript 1.

(2) The individual-execution approach. Each execution contributes one data point, and statistics are computed using these data points. For example, each execution produces an average loop repetition frequency, and the average for the entire sample is computed as the mean of the individual execution averages. Parameters computed in this manner are identified by the superscript 2.

In the composite-execution approach, long executions tend to contribute more to the statistic value than do shorter ones. Each execution contributes equally in the individual-execution approach.

A second aspect of parameter estimation is the selection of the program executions to observe. The various approaches were discussed in Section 2.3.2, where the adaptability of CFAM to a variety of parameter representation and estimation approaches was demonstrated.
4.1.4.1 Loop and selection parameter estimators

We now present estimators for the mean loop repetition frequency \( r \), and for the maximum loop repetition frequency \( R \). Given \( K \) executions of the program, we define estimators \( \hat{r} \) and \( \hat{r}_z \) for \( r \), and \( \hat{R} \) and \( \hat{R}_z \) for \( R \).

\[
\hat{r} = \frac{\text{total #loop repetitions}}{\text{total #loop entrances}};
\]

\[
\hat{r}_z = \frac{r_1 + r_2 + \ldots + r_K}{K};
\]

\[
\hat{R} = \max(R_1, R_2, \ldots, R_K);
\]

\[
\hat{R}_z = \frac{R_1 + R_2 + \ldots + R_K}{K}.
\]

\( R_j \) and \( r_j \) represent, respectively, the maximum and mean loop repetition frequencies during the \( j \)'th observed execution. \( R_z \) is the mean maximum loop repetition frequency over the set of observed executions. Both \( r_z \) and \( R_z \) lend themselves to calculation of variances and to standard statistical estimation techniques.

For an arbitrary \( m \)-way selection construct in the subject program, \( K \) program executions produce the composite-execution coefficient vector \((f_1, f_2, \ldots, f_m)\), where \( f_i \) is the total number of times (during \( K \) program executions) that alternative \( i \) was executed. Each execution also produces its own estimate of \( \zeta \). Let \( \zeta_i = (q_{i1}, q_{i2}, \ldots, q_{im}) \) be the random variable of selection probabilities derived from the \( i \)'th observed execution. We now have two estimators for \( \zeta \), \( \zeta^1 \) and \( \zeta^2 \), whose \( j \)'th components are given by

\[
\zeta^1[j] = f_j / (f_1 + f_2 + \ldots + f_m),
\]

and

\[
\zeta^2[j] = (q_{i1}[j] + q_{i2}[j] + \ldots + q_{im}[j]) / K,
\]

respectively.

\( \zeta^1 \) is easily computed, but does not lend itself to statistical analysis of the individual selection probabilities, as does \( \zeta^2 \).
4.1.4.2 Instrumentation requirements

GFAW subject program instrumentation can easily be extended to provide raw data on repetitions from which the desired statistics can be computed. Collecting raw (versus condensed) data does, however, increase the volume of data produced by the instrumented program. In most cases the condensed data should be just as informative, but they might hide the nature of the underlying distribution of parameter values. Until the form of the distribution has been ascertained (or until some assumption about it is accepted), collecting raw data can yield insights for making parameterization decisions. During preliminary stages of modeling, raw data can pinpoint constructs that have high variability in their usage. These should be modeled carefully.

4.1.4.3 Statistics and estimators used

We have introduced a number of statistics and estimators that can be used in parameter estimation. Each row in Table 4.1 describes a set of parameter representation/estimation approaches. For example, for approach A, loop parameters are estimated from average repetition frequencies computed using the composite-execution approach, and selection parameters are estimated using the composite-execution approach. The approaches investigated in this chapter are indicated by an asterisk in the "Approach" column.

In order to control the amount of experimental data generated during multiple-execution modeling, we had to settle upon a small number of intuitively appealing approaches that showed promise in preliminary studies. For loops, we investigated the use of two statistics, mean and maximum repetition frequencies, and their respective estimators, \( \hat{r} \) and \( \hat{R} \). Of particular interest was whether it is better to use a large, extreme value of the loop repetition parameter, or a more typical value, such as the mean. The values given by
estimators $r^1$ and $R^1$ should differ from each other enough to account for any observable difference in the synthetic strings produced from the respective model instances.

Construct Estimators

<table>
<thead>
<tr>
<th>Modeling Approach</th>
<th>Loops</th>
<th>Select</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r^1$</td>
<td>$R^1$</td>
</tr>
<tr>
<td>*A</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>*C</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>F</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>G</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

Table 4.1
Variables of the GPAM Point-Estimation Study

In this chapter, we deal exclusively with point estimates of the underlying parameter distributions. Stratified sampling is used to select program executions from which model parameters are derived. These executions are driven by different classes of input data, present in proportion to their expected occurrence in the population of all executions of the subject program. In the next chapter, we will deal in more detail with the underlying distributions, but only for those subject programs that appear sensitive to the choice of statistic, or that are unusually difficult to model. Random sampling will be used to obtain model parameters.
4.1.5 Model Validation

4.1.5.1 Experiment overview

Each modeling experiment consisted of the following steps.

1. Select the set OES of subject executions, from which parameters PARM(OBS) are determined.

2. Restructure using OBS as input to the restructuring phase to produce layout L(OBS).

3. Generate set SYN of synthetic reference strings from model instance PAM<CSG,PARM(OBS)>.

4. Restructure using SYN as input to the restructuring phase to produce layout L(SYN).

5. Evaluate layouts L(OBS) and L(SYN) against the standard evaluation string set ye to yield performance indices eOBS and eSYN, respectively.

4.1.5.2 Terminology

The quality of the model instance PAM<CSG,PARM(CES)> is defined in terms of the relative performances of layouts L(CES) and L(SYN), and given by

\[
\text{Quality} = 100 \times \frac{eOBS - eSYN}{eOBS}
\]

the percentage performance improvement of L(SYN) over L(OBS). Quality measures the closeness of SYN to OBS. A negative quality value indicates that SYN is inferior (for restructuring) to OBS; a positive value indicates that SYN is superior; and a zero value indicates that SYN is equiva-
When Quality = 0, we also say that the model instance reproduces (the restructuring signature of) the subject executions OBS.

At this point we feel it would be helpful to discuss the usage of terms by which model quality is expressed. The quality of a model instance measures the closeness of the synthetic strings it produces to the subject executions (traces) from which the model instance was constructed. Model accuracy is a statement of the over-all quality of instances of the model constructed for different subject programs. Accuracy is somewhat subjective. We arbitrarily define four levels of accuracy:

1. **Poor**, when model quality is less than -20%;
2. **Fair**, when model quality is between -10% and -20%;
3. **Good**, when model quality is between -5% and -10%;
4. **Excellent**, when model quality is above -5%.

The effort required to obtain a good quality model instance is a function of the execution-sampling approach, the model version used, and the number of synthetic strings generated from the model instance. We expect that as the model version becomes more general, as the number of observed subject executions increases, and as the number of synthetic strings generated from the model instance increases, so will the quality of the model instance. A subject program is said to be difficult to model when quality does not improve with modeling effort.

Since there are approaches to model validation [SPIR77] other than the one we used, our conclusions about the quality of instances of PAM may not be consistent with those obtained when other validation techniques are used. How well results from our validation procedure correlate with those obtained using other techniques (such as Ws curve analyses or phase decomposition) is perhaps best treated in a separate study.
4.2 THE POINT-ESTIMATION MODELING APPROACH

4.2.1 Introduction

From this point on, the emphasis will be on modeling program loops. The simplest parameter-estimation and synthetic string-generation approach is to use point estimates of the loop repetition frequencies to characterize loop execution. Under such assumptions, generate-time simulation of an arbitrary program loop always produces the same number of repetitions -- the value given by the parameter.

The first concern about such an approach is the quality of the approximation to the actual trace string obtainable using such simplifying assumptions.

This phase of the research has the following objectives.

1. To determine whether such a simple approach produces any useful results at all.
2. To characterize instances when this approach produces acceptable results.
3. To determine the relative benefits of using DNF-PAM versus GFAM based on point estimates of model parameters.
4.2.2 Overview of the Study

Each execution of the subject program produced execution coefficients which were stored in the coefficient database (CDB). The CDB for each subject program contained coefficients from 80-100 executions. The CDB was used to compute model parameters, and to perform statistical analyses of model parameters -- the topic of the next chapter. A test-bed of 8-15 execution trace strings was collected for each subject program. For the modeling effort of this chapter, the test bed enabled us to validate model instances against "answer" strings.

Two experiments were conducted per model version: single-execution modeling and multiple-execution modeling. Single-execution modeling was used to determine the basic accuracy of the model as a function of (1) the subject program, (2) the restructurability of the subject execution, and (3) the statistic used to characterize model parameters. One to three single executions were modeled. We selected executions that spanned a range of restructurability.

Since in Chapter 3 we saw that restructuring using multiple executions was superior to that using single executions, we concluded that it was important to show that multiple executions could be modeled accurately. For each subject program, two sets of multiple executions, Y1 and YT, were chosen, again based on restructurability. Y1 contains three carefully selected executions; YT contains a major portion of the testbed. Y1 represents a small-sample approach to modeling; YT represents the expenditure of more effort in execution-sampling phase.

It should be understood, at this point, that there is a fundamental difference between modeling a single execution and modeling multiple executions. To illustrate, let vectors $X_1, X_2, \ldots, X_m$ be the model parameters from $m$ executions
of the subject program. When single-execution modeling is used, the model instances \( \text{PAM}(\text{CSG}, \text{PARAM}(X_i)) \) are based on actual executions. On the other hand, the parameter vector \( X \) used in multiple-execution modeling is some function \( X = f(X_1, X_2, \ldots, X_m) \) of parameters from actual executions. \( X \) describes the "typical" execution which, for all practical purposes, does not really exist.

Vector \( X \) is likely to be close to an actual execution parameter vector \( X_i \), when \( X_i \) represents the dominant execution in the set of \( m \) executions. The dominant execution contributes most to the layout computed directly from the set of executions. The use of statistics that measure extrema (such as maximum) increases the likelihood of having a dominant execution, as does modeling a small number of executions. For larger samples, or when statistics that smooth (such as the mean) are used, the "typical" execution parameter vector \( X \) is more likely not to describe an actual execution.

The foregoing discussion points out that results from multiple-execution modeling should not be used so much to measure model accuracy, as to measure how well a set of executions can be characterized using PAM parameter estimation techniques. In particular, multiple-execution modeling enables us to evaluate the use of various statistics to define model statistics, and to study the effect of the sample size upon the characterization. Although the term "quality of the model instance" will still be used when discussing all modeling results, for multiple-execution modeling it is the process whereby parameters are obtained that is being judged.
4.2.3 **Hypotheses**

We now present some verifiable hypotheses representing claims that can be shown true or false on the basis of the results presented in this chapter.

- **Good model instances can be constructed from a small number of subject executions.**

- The simplest model version, DNF-PAM, comes to within 10% of the more sophisticated GPM-A version in quality.

- The quality of the model instance increases with the number of synthetic strings generated from a model instance. That is, a smoothing effect occurs in which the composition of synthetic strings better represents the subject executions than does a single synthetic string.

- Obtaining a good quality multiple-execution model instance requires more modeling effort than is required to achieve a single-execution model instance of comparable quality.

- Choice of statistic and estimator affects model accuracy.

- Ease of modeling is related to the restructurability of the subject executions.
4.3 MODEL ACCURACY

4.3.1 DNF-PAM

From Table 4.2, we see that this simple model version did a good job of modeling GENREF. In the best case, the synthetic strings were within 1% of TB-4; in the worst case, they were only 4% inferior. Subject program CLUSTER was the hardest to model. Synthetic strings for TB-3 (which ranks second in restructurability) was just 1% inferior in the best case, and 12% in the worst case. For TB-5 (rank one), the best synthetic string set was 11% inferior to the actual execution trace.

<table>
<thead>
<tr>
<th>Subject Program</th>
<th>Trace String</th>
<th>Rank</th>
<th>Synthetic Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>GENREF</td>
<td>TB-4</td>
<td>2</td>
<td>3 -4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3 -1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6 -4</td>
</tr>
<tr>
<td>RESTRUCT</td>
<td>TB-3</td>
<td>1</td>
<td>3 -8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3 -18^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6 -8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>9 -8</td>
</tr>
<tr>
<td>CLUSTER</td>
<td>TB-3</td>
<td>2</td>
<td>3 -11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3 -1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6 -12</td>
</tr>
<tr>
<td>TB-5</td>
<td>1</td>
<td></td>
<td>3 -11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6 -24</td>
</tr>
</tbody>
</table>

Table 4.2
Model Quality: DNF-PAM Single-Execution Modeling
RESTDUCT, the subject program thought to be the easiest to restructure, exhibited a disturbing, anomalous behavior in which it produced a synthetic string set that was nearly 200% inferior to the subject execution. Further investigation disclosed that the major phase of execution corresponding to CLEU restructuring was not present in the synthetic strings, although it was present in the subject execution. The layout constructed from the synthetic strings was not optimized with respect to the CLEU phase. The unusually poor performance of this layout occurred because the evaluation string TB-4 contained an instance of the CLEU phase. When this anomalous synthetic string set is treated as a data outlier, the remaining synthetic strings come to within 8% of the subject execution trace string TB-3.

A counter-intuitive relationship between model accuracy and the number of synthetic strings was observed in the case of CLUSTER. One would expect that increasing the number of synthetic strings would provide a better composite picture of the program that would lead to a better layout. That this does not happen, we conjecture, is because DNF-PAM distorts the sequence of program references (since the model does not contain intra-procedural sequence information). As a result, a synthetic string produces a restructuring matrix whose entries suggest different module affinities than trace strings could possibly suggest. Since matrices from single synthetic strings are added to obtain the restructuring matrix for multiple synthetic strings, these aberrations are magnified.

Synthetic string generation using DNF-PAM can fail to be accurate because of loss of sequence information. When data outliers are excluded, synthetic strings from DNF-PAM model instances were 0-24% inferior to their subject executions. Model instances for CLUSTER were the least accurate; those for GENREF were the most accurate.
4.3.2 GPAM

Results in Table 4.3 show that subject program RESTRICT was easy to model using either statistic, $r$ or $R$. For the maximum loop-repetition frequency statistic, $R$, synthetic string sets for all subject programs were as good as their subject executions—in the best case. Synthetic strings for GENBEF were actually 3% superior to execution TE-5. Except for CLUSTER, using the mean loop-repetition frequency statistic, $r$, produced synthetic strings that were as good as those obtained using $R$. CLUSTER was the most difficult to model using $r$. Model instances for TB-3 and TE-5 were 22% inferior in the worst case, and 10% inferior in the best case.

<table>
<thead>
<tr>
<th>Subject Program</th>
<th>Trace String</th>
<th>Rank</th>
<th>Loop Parameter Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>GENBEF</td>
<td>TB-4</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>TB-5</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>RESTRICT</td>
<td>TB-3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>CLUSTER</td>
<td>TE-3</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>TB-5</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6</td>
</tr>
</tbody>
</table>

Table 4.3
Model Quality: GPAM Single-Execution Modeling
For GENREF and BESTRUCT, the choice of statistic appeared to have little or no effect upon model quality. For GENREF, using the statistic $r$ was superior for TB-4, but $R$ was slightly superior for TB-5. For CLUSTER, however, using the maximum statistic was clearly superior. Of further interest is that with statistic $R$, increasing the number of synthetic strings improved model quality, a phenomenon absent from DNF-PAM modeling.

### 4.3.3 Conclusions

GPAM is accurate. For each subject program, there was a choice of statistic ($r$ or $R$) for which the model instance reproduced the subject execution. Poor choices of statistic exist for some subject programs, such as CLUSTER. DNF-PAM, which does not model control structures, is not as accurate, although the model can generate synthetic strings that are within 11% of the subject execution. Table 4.4 compares the (test-case) accuracy of model versions GPAM and DNF-PAM.

<table>
<thead>
<tr>
<th>Subject Execution</th>
<th>Rank</th>
<th>DNF</th>
<th>GPAM Estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td>GENREF TB-4</td>
<td>2</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>BESTRUCT TB-3</td>
<td>1</td>
<td>-7</td>
<td>0</td>
</tr>
<tr>
<td>CLUSTER TB-3</td>
<td>2</td>
<td>-1</td>
<td>-10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>TB-5</td>
<td>1</td>
<td>-11</td>
<td>-22</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 4.4**

Model Quality: DNF-PAM versus GPAM

(Best results used)

We see from the table that model quality is a function of the restructurability rank of the subject executions, and
that the choice of loop parameter statistic makes a significant difference in model quality, for some subject programs, notably CLUSTER. GPAM was most accurate for programs GENREF and RESTRUCT. DNF-PAM was most accurate for GENREF(TE-4) and CIUSTEE(TE-3), the subject executions of restructurability rank two.
4.4 MULTIPLE-EXECUTION MODELING

At this point we wanted to see whether multiple executions could be modeled as accurately as single executions. We also wanted to see whether some sets of executions were more difficult to model than others. We modeled subject execution sets Y1 and YT which, for RESTRUCT and CLUSTER, had the same restructurability rank (i.e., Y1 and YT produced equivalent layouts). For GENREF, YT had restructurability rank one, Y1 had rank five.

4.4.1 ENF-PM

The following discussion refers to the results shown in Table 4.5. It appears that model accuracy is a function of the restructurability of the subject executions. As the restructurability of the subject executions increases, so does the modeling difficulty. It appears that, conversely, multiple-execution modeling can lead to improvements over subject executions that have fair restructurability properties (such as Y1 model instances for GENREF and RESTRUCT). For RESTRUCT and CLUSTER, sets Y1 and YT, which had the same restructurability, were modeled to the same level of accuracy.
The anomalous behavior that RESTRUCT experienced when a single execution was modeled did not appear in the modeling of multiple executions. This result lends support to the use of multiple subject executions instead of a single subject execution.

Certain similarities between modeling single and multiple executions can be seen. CLUSTER continues to be difficult to model, especially for the shorter string set, Y1, having a best-case accuracy of -11%. Modeling RESTRUCT for multiple executions is about same as for single executions. For GENREF, the influence of restructurability on model accuracy is most evident.
4.4.2 GPAI

The relationship, seen in DNF-PAM modeling, between model accuracy and the restructurability of the subject execution was also seen in GPAI modeling. In Table 4.6 we see that for GENREF, YT was more difficult than Y1 to model, whereas for RESTRUCT and CLUSTER there was a smaller difference in the difficulty of modeling Y1 and YT. Compared to DNF-PAM, GPAI was slightly less effective in modeling GENREF, but was much more effective in modeling CLUSTER. For CLUSTER, at least, GPAI was able to capture and reproduce more of the restructurability signature of the subject executions than could DNF-PAM -- GPAI was 12% better than DNF-PAM when statistic R was used.

<table>
<thead>
<tr>
<th>Subject Program</th>
<th>Stat</th>
<th>Y1 #str</th>
<th>Y1 Quality</th>
<th>YT #str</th>
<th>YT Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>GENREF</td>
<td>r</td>
<td>3</td>
<td>-7</td>
<td>5</td>
<td>-8</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>1</td>
<td>+5</td>
<td>1</td>
<td>-14</td>
</tr>
<tr>
<td>RESTRUCT</td>
<td>r</td>
<td>3</td>
<td>-8</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>2</td>
<td>-8</td>
<td>1</td>
<td>+6</td>
</tr>
<tr>
<td>CLUSTER</td>
<td>r</td>
<td>3</td>
<td>-6</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>-1</td>
</tr>
</tbody>
</table>

Table 4.6
Model Quality: Multiple-Execution GPAI Modeling

Model quality seems to be influenced by the size of the subject execution set, or its length, or both. The quality
of model instances based on short executions seems to be improved when the maximum statistic (R) is used, as if statistic R compensates for short executions. As the number of subject executions increases, the mean (r) becomes the statistic of choice.

4.4.3 Conclusions

For small samples, DNF-PAM showed potential for modeling as accurately as GPAM. This is explained in part by the notion of dominant execution: in a small set of executions, the characterization of the entire set may be very close to the characterization of one of the executions, the dominant one. For example, in Table 4.7, we see that using the maximum loop-repetition statistic, which increases the likelihood of having a dominant execution, was more effective than using the mean loop-repetition statistic. (Loop parameter statistic is not a factor in DNF-PAM modeling, since control structures are not modeled by DNF-PAM.)

<table>
<thead>
<tr>
<th>Subject Program</th>
<th>Rank</th>
<th>DNF</th>
<th>GPAM Loop Parameter Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>GENREF</td>
<td>5</td>
<td>+9</td>
<td>Mean</td>
</tr>
<tr>
<td>RESTRUCT</td>
<td>1</td>
<td>+3</td>
<td>-8</td>
</tr>
<tr>
<td>CLUSTER</td>
<td>1</td>
<td>-12</td>
<td>-6</td>
</tr>
</tbody>
</table>

Table 4.7
Y1 Model Quality: DNF-PAM versus GPAM
(Pesr results used)
When modeling was based on a larger set of executions, differences in the model versions and in the subject programs were more apparent. GENREF was the most difficult to model; RESTRICT was the easiest. Compared to DNF-PAM, GFAM was 10% more accurate for CLUSTER, 8% more accurate for RESTRICT, and 5-10% less accurate for GENREF. (See Table 4.8.) As the number of subject executions increases, GFAM seems to be better able to absorb and reproduce the increased amount of information.

Of the sets, Y1 and Y2, of subject executions, Y2 is more representative of multiple-execution sampling, in terms of sample size and restructurability (restructuring should be based on executions that yield good layouts). We see that for CLUSTER, DNF-PAM could get no closer to Y2 than 10-15%, whereas there was a GFAM model instance that could reproduce Y2.

<table>
<thead>
<tr>
<th>Subject Program</th>
<th>Rank</th>
<th>DNF</th>
<th>Mean</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>GENREF</td>
<td>1</td>
<td>-4</td>
<td>-8</td>
<td>-14</td>
</tr>
<tr>
<td>RESTRICT</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>+7</td>
</tr>
<tr>
<td>CLUSTER</td>
<td>1</td>
<td>-11</td>
<td>0</td>
<td>-1</td>
</tr>
</tbody>
</table>

Table 4.8
YT Model Quality: DNF-PAM versus GPAM
(Fest results)
4.5 SUMMARY

Results presented in this chapter show the effectiveness of modeling using simple model versions and point-estimates of model parameters. In the next chapter, we move towards a more realistic representation of the distribution of model parameters. The progression towards model sophistication is expected to result in improved modeling accuracy.

The results of elementary modeling investigations are presented in Table 4.9. Since the term accuracy relates to the over-all quality of a range of model instances, perhaps we should consider the worst, best and average cases. It is safe to say, based on elementary modeling, that GPAM and even DNF-PAM are accurate, although there are situations in which they need improvement.

<table>
<thead>
<tr>
<th>Accuracy Level</th>
<th>Single-Execution Modeling</th>
<th>Multiple-Execution Modeling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DNF</td>
<td>Mean</td>
</tr>
<tr>
<td>Best</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>Average</td>
<td>-9</td>
<td>-10</td>
</tr>
<tr>
<td>Worst</td>
<td>-24</td>
<td>-22</td>
</tr>
</tbody>
</table>

Table 4.9
Summary of Model Accuracy
4.5.1 Discussion

**Overall performance of DNF-PAM and GPAM.** Some synthetic strings were superior to their subject trace strings. In the worst case, synthetic strings were 24% inferior, but in the best case, 9% superior. Surprisingly, DNF-PAM does a good job of approximating execution trace strings.

**Effect of subject program.** RESTRICT is by far the easiest subject program to model. CLUSTER was most difficult to model using DNF-PAM, GENREF was most difficult using GPAM. The success with which DNF-PAM and GPAM model RESTRICT confirms that these model versions work for programs whose locality results from tight looping during which a small number of modules are referenced. The lack of accuracy with which GFAM modeled executions of GENREF indicates the need for more accurate modeling techniques. Henceforth, we will no longer investigate RESTRICT, but will study GENREF and CLUSTER, since they represent more challenging subject program types.

**Effect of subject execution set.** Modeling difficulty increased with the restructurability of the subject executions. Furthermore, model instances constructed from subject executions having the same level of restructurability had nearly the same level of accuracy. Thus some executions are inherently more difficult to model.

**Effect of model version.** The simplest model version, DNF-PAM, was fairly accurate, but as the number of subject executions increased, DNF-PAM lost accuracy. GFAM showed the ability to represent and reproduce referencing information contained in multiple executions of the subject program, whereas DNF-PAM, by virtue of its simpler model structure, was unable to capture the significant referencing characteristics of program execution.
**Effect of loop statistic used in GPAM modeling.** There was no consistent difference in results obtained using loop parameter statistics $r$ and $R$, except that $r$ worked better for large samples of long executions, whereas $R$ worked better for small samples of short executions. We did not find this result very surprising. Our conjecture is that each loop parameter has a threshold value, below which locality information is suppressed and lost, and above which locality information is distorted. The distortion results in phases (in the synthetic strings) whose lifetimes are extended and whose sizes (in number of different modules referenced) are changed. These distortions in the synthetic string produce a memory-demand signature that is different from that of the subject execution. When this distorted string is used as input to the restructuring phase, the distortion carries over into the restructuring matrix that is produced, and into the layout.

**Effect of the number of synthetic strings.** Increasing the number of synthetic strings used as input to the restructuring phase did not consistently increase model accuracy. (Our limited computer budget made it infeasible to generate a very large number of synthetic strings.) These findings, although a little disturbing at first glance, give an important insight into the role of selection constructs in GPAM modeling. When point estimates of the underlying model parameter distributions are used, the only variation among the individual strings belonging to the same synthetic string set is due entirely to selection constructs. That little variation is observed suggests that selection constructs do not have a major impact on the locality signature of the subject program, and that to achieve the variation that is observed in actual trace strings requires the introduction of randomness in the values of loop parameters used during synthetic string generation. This is done in the next chapter.
4.5.2 Evaluation of the Hypotheses

Results presented in this chapter generally support the hypotheses of Section 4.2.3, with one notable exception: the quality of the model instance does not improve with the number of synthetic strings generated from that instance. This suggests that the parameter estimation phase is more crucial to model accuracy than is the generation phase. That no hypothesis was overwhelmingly supported by the experimental data suggests that the model is sensitive to a large number of factors, and that as yet, we do not understand the relative importance of these factors.
Chapter 5
ADVANCED MODELING STUDIES

5.1 INTRODUCTION

In the last chapter we saw that modeling based on point-estimation of the distributions of model parameters works. The accuracy of the simplest model version, DNF-PAM, was improved by changing to a more detailed model version, GPAM. In this chapter we continue the quest for more accurate model instances by moving along two different fronts: (1) increasing the number of execution observations used to construct point-estimate model instances, and (2) increasing the amount of information about parameter distributions that is retained in the model instance.

The results of this chapter show that the point-estimation approach does not require a large number of sampled executions—small random samples of 10-20 executions lead to good model instances. Attempts to improve upon the point-estimation approach by increasing parameter distribution information in the model leads to marginal improvements in some instances, and to significant improvement in others. Good point-estimate model instances were not improved upon by increasing parameter distribution information.
5.1.1 Overview

The models in Chapter 4 were deterministic with respect to loops, since point estimates of loop repetition distributions were used. In this chapter we concentrate on large-sample modeling where loops are modeled probabilistically. In the ideal case, the type of probability distribution and a few of its moments are known. In the more likely case, when the probability distribution is not known, or is not the same for all loops in the program, the distribution must be approximated by some "safe" distribution which captures the essence of the observed distribution. As a first approximation, we consider the uniform distribution over some interval because it is the simplest, and leads to the most efficient generator. Given a large number of subject executions, the normal distribution is a reasonable choice, since programs, in the long run, tend to have a "typical" behavior, and only a low percentage of executions differ significantly from this behavior.

The first investigation looks again at point-estimation of the distribution of loop repetitions, this time using the mean \( r \) as the statistic. From the previous chapter we saw that \( r \) was a good statistic for modeling large samples. The purpose of this study is twofold: (1) to study the effect of sample size upon the mean-valued characterization of samples, and (2) to determine whether the choice of statistic estimator \( r^1 \) or \( r^2 \) affects the mean-valued characterization. We want to determine the lower bound on sample size in the event that mean-valued (MV) modeling is used.

The second investigation focuses on the distribution of loop repetitions to see if there is a standard probability distribution that describes loop repetitions, given the parameters for an arbitrary program loop, such as mean and variance. If one is found, it should describe a majority of the program loops, to make parameter estimation and string generation as streamlined and efficient as possible.
Finally, we construct model instances that use more information about the distribution of loop parameters. Three approaches are used: (1) approximate the distribution by means, relying on large sample size to give accurate values for the means; (2) approximate the distribution by uniformly sampling from some interval that covers a major portion of the observed distribution; (3) use a standard distribution function, where the parameters have been determined from a large sample of program executions.

5.1.2 Hypotheses

- A small random sample provides adequate information for effective modeling.

- Model quality improves with an increase in the amount of parameter distribution information contained in the model instance.
5.2 THE GPAM LOOP PARAMETER DISTRIBUTION STUDY

In the first part of this study, we investigate the use of the mean (statistic \( r \)) to characterize sampled executions. In particular, we compare the characterizations derived from the two estimators for the mean, \( r^1 \) and \( r^2 \), which represent different approaches to computing model parameters from multiple executions. In the second part of the study, we study the underlying loop repetition distributions in order to identify the probability distribution function to be used in generating loop repetitions during synthetic string generation.

5.2.1 Introduction

We are interested in answering the following questions.

(1) How well does a sample of a given size reflect, in terms of mean loop repetition frequencies, the population of all executions?

(2) Does the choice of statistic estimator, \( r^1 \) or \( r^2 \), affect the mean-valued characterization of a sample?

(3) What is the typical underlying distribution of loop repetition frequencies for a given loop?

Each execution of the subject program produces an execution coefficient record that is stored in the Coefficient Database (CDB). Each CDB record contributes up to one value for the characterizing statistic, \( r \). For subject programs GENREF and CLUSTER, the first eighty CDB records were chosen to represent the finite population (POP) of all subject executions. The testbed of trace strings introduced in the previous chapter was used as a stratified sample from PFC.
Random samples S10, S20, S30 and S50, of sizes ten, twenty, thirty and fifty, respectively, were selected from PCP, for each of which mean loop repetitions were computed using estimators \( r^1 \) and \( r^2 \).

For selected loops, histograms were constructed to display the distribution of values, and were used to identify the type of underlying distribution. No analytic fitting of the distribution was attempted, nor was a goodness-of-fit test used, because histograms constructed during preliminary stages showed no particular pattern of distribution from which could be formulated a single hypothesis of distribution type.

5.2.2 Mean-Value Characterization of Samples

5.2.2.1 Comparison of means across samples

We computed \( r^1 \) and \( r^2 \) means for samples TBED, S10-S50 and POP. Sample means for S10-S50 were compared to the population means, and the coefficient of variation among the S10-S50 sample means was computed. Tables 5.1–5.2 show the \( r^1 \) and \( r^2 \) means for subject programs GENREF and CLUSTER. In the tables, the columns labeled "MEAN" and "CVAR" refer to statistics computed from the S10-S50 sample means. The coefficient of variation measures the variability in means across samples.

For subject program GENREF, the means of the S10-S50 sample means (computed using either \( r^1 \) or \( r^2 \)) differ from their respective population means by at most one repetition. (Loop L13 of program GENREF is the only exception to this observation.) The same holds true for all loops of program CLUSTER, except for loops L3 and L5. This suggests that accurate means can be computed using small samples.
<table>
<thead>
<tr>
<th>Loop</th>
<th>Est</th>
<th>TBED</th>
<th>S10</th>
<th>S20</th>
<th>S30</th>
<th>S50</th>
<th>POP</th>
<th>Mean</th>
<th>CVAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>r²</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>r²</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0.07</td>
</tr>
<tr>
<td>L2</td>
<td>r²</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>r²</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0.00</td>
</tr>
<tr>
<td>L3</td>
<td>r²</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>r²</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>0.01</td>
</tr>
<tr>
<td>L4</td>
<td>r²</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>r²</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>0.13</td>
</tr>
<tr>
<td>L5</td>
<td>r²</td>
<td>58</td>
<td>47</td>
<td>67</td>
<td>52</td>
<td>61</td>
<td>58</td>
<td>57</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>r²</td>
<td>58</td>
<td>47</td>
<td>67</td>
<td>52</td>
<td>61</td>
<td>58</td>
<td>57</td>
<td>0.16</td>
</tr>
<tr>
<td>L6</td>
<td>r²</td>
<td>11</td>
<td>9</td>
<td>8</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td>5</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>r²</td>
<td>11</td>
<td>9</td>
<td>8</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td>5</td>
<td>0.06</td>
</tr>
<tr>
<td>L7</td>
<td>r²</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>r²</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>0.12</td>
</tr>
<tr>
<td>L8</td>
<td>r²</td>
<td>10</td>
<td>10</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>r²</td>
<td>10</td>
<td>10</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>0.05</td>
</tr>
<tr>
<td>L9</td>
<td>r²</td>
<td>13</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>13</td>
<td>12</td>
<td>12</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>r²</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>0.03</td>
</tr>
<tr>
<td>L10</td>
<td>r²</td>
<td>49</td>
<td>50</td>
<td>50</td>
<td>51</td>
<td>50</td>
<td>51</td>
<td>50</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>r²</td>
<td>49</td>
<td>50</td>
<td>50</td>
<td>51</td>
<td>50</td>
<td>51</td>
<td>50</td>
<td>0.01</td>
</tr>
<tr>
<td>L11</td>
<td>r²</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>r²</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0.03</td>
</tr>
<tr>
<td>L12</td>
<td>r²</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>r²</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0.05</td>
</tr>
<tr>
<td>L13</td>
<td>r²</td>
<td>440</td>
<td>3568</td>
<td>5579</td>
<td>9269</td>
<td>8235</td>
<td>6987</td>
<td>6663</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>r²</td>
<td>295</td>
<td>4172</td>
<td>4645</td>
<td>9378</td>
<td>8008</td>
<td>5601</td>
<td>6551</td>
<td>0.39</td>
</tr>
<tr>
<td>L14</td>
<td>r²</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>r²</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0.08</td>
</tr>
<tr>
<td>L15</td>
<td>r²</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>r²</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1.15</td>
</tr>
<tr>
<td>L16</td>
<td>r²</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>r²</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.12</td>
</tr>
</tbody>
</table>

**Table 5.1**

Mean Loop Repetitions for GENREF Samples
There is no appreciable difference in the means computed by \( r^1 \) and \( r^2 \) for low-repetition loops (those with fewer than ten repetitions), where the maximum difference between \( r^1 \) and \( r^2 \), across all samples but one, is less than one repetition. For high-repetition loops, differences of up to 35% (\( r^2 \) gave the higher value) were observed for program CLUSTER, but no significant differences for GENREF. GENREF has five (out of sixteen) high-repetition loops; CLUSTER has two (out of seven).

<table>
<thead>
<tr>
<th>Loop</th>
<th>1st TEED</th>
<th>1st S10</th>
<th>1st S20</th>
<th>1st S30</th>
<th>1st S50</th>
<th>POF</th>
<th>MEAN</th>
<th>CVAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>( r^1 )</td>
<td>4</td>
<td>4</td>
<td>7</td>
<td>8</td>
<td>6</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>( r^2 )</td>
<td>4</td>
<td>4</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>L2</td>
<td>( r^1 )</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>( r^2 )</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>L3</td>
<td>( r^1 )</td>
<td>79</td>
<td>58</td>
<td>88</td>
<td>76</td>
<td>76</td>
<td>73</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>( r^2 )</td>
<td>79</td>
<td>76</td>
<td>92</td>
<td>87</td>
<td>81</td>
<td>77</td>
<td>84</td>
</tr>
<tr>
<td>L4</td>
<td>( r^1 )</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>( r^2 )</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>L5</td>
<td>( r^1 )</td>
<td>39</td>
<td>27</td>
<td>52</td>
<td>53</td>
<td>47</td>
<td>47</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>( r^2 )</td>
<td>34</td>
<td>39</td>
<td>57</td>
<td>60</td>
<td>54</td>
<td>50</td>
<td>52</td>
</tr>
<tr>
<td>L6</td>
<td>( r^1 )</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>( r^2 )</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>L7</td>
<td>( r^1 )</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>( r^2 )</td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 5.2
Mean Loop Repetitions for CLUSTER Samples
5.2.2.2 Confidence intervals for the mean of r

The discussion from here on deals with the sample of when the MV model instance is already accurate, up to n values of r, the mean loop repetition frequency, extracted from n executions of the subject program, and computed using r². (An execution for which a loop is never executed does not produce an estimate of r.) The mean and standard deviation were computed for each sample, and used to compute 90% confidence intervals for the mean of r. The standard deviation of the (infinite) population was assumed to be that of PCP. Assuming further that each sample was large, confidence intervals were computed using the normal distribution. (The Student's t-test, which requires no assumptions, yielded tighter confidence intervals. At any rate, the intervals we will be using are conservatively wide.)

From Figures 5.1-5.2 we see that for large samples, confidence intervals narrow, degenerating into point estimates. Even for small samples, the intervals for low-repetition loops narrow to a width less than one repetition, suggesting that these loops can be modeled using means. High-repetition loops that have non-trivial confidence intervals appear to have underlying distributions that cannot be characterized by means alone.
When the t-test is used to compute confidence intervals, the median widths of confidence intervals for sample S20 are 0.73 for CLUSTER and 0.63 for GENREF; for sample S50, respective widths are 0.51 and 0.13. For the high-repetition loops (the one with the highest repetition excluded) of GENREF, the average interval width is 77 for S20, and and 14 for S50. The respective widths for CLUSTER are 265 and 68.
We conclude that, when means of the underlying distribution are used, the sample size need not be very large; in fact, samples of size twenty or less are adequate. This indicates that there is a sample size beyond which additional sampling will have little or no effect upon mean-valued loop parameter values. Of course, using the mean as the sole approximation to the distribution for high-repetition loops results in loss of information about the distribution, such as its variability and range.
5.2.3 The Distribution of Loop Repetitions

In the discussion that follows in this section, the random variable is not \( r \) (the mean loop repetition frequency), but, let us say, \( x = \) loop repetition frequency. Random variable \( r \) is estimated from the collection of \( x \) values observed during one or more program executions.

Because of the potential for a large volume of data, raw loop repetition frequencies were gathered sparingly. The data gathered were used to determine the shapes of the distributions and to see whether there is a commonality of distribution types for loop repetition frequencies.

We constructed histograms showing the relative frequencies for (raw) loop repetition frequencies for all loops, since the volume of data was small. We have included only a few of the more typical histograms. Histogram shapes fell into four categories.

1. Decaying. The probabilities decreased (approximately monotonically) with increasing repetition frequency. (See Figure 5.3.)

2. Bell-shaped. The probabilities increased, then decreased. (See Figure 5.4.)

3. Hybrid. Probabilities are nearly constant over an interval of small values (i.e., the distribution is uniform over this interval), and beyond this interval, the curve is type-1 or type-2. (See Figure 5.5.)

4. No particular shape. (See Figure 5.6.)
Summary Statistics

- #POINTS = 3757
- MIN = 1
- MAX = 26
- AVG = 4.8
- STD DEV = 4.1
- MEDIAN = 3
- MODE = 1

Figure 5.3
Decaying Distribution for Loop 1 of BERGE
Figure 5.4
Bell-Shaped Distribution for Loop 1 of MERGE
Summary Statistics

#POINTS = 1000
MIN = 1
MAX = 30
AVG = 7.2
STD DEV = 4.7
MEDIAN = 6
MODE = 4

Figure 5.5
Hybrid Distribution for Loop 2 of MERGE
An interesting finding was that the shape of the distribution depended upon the executions sampled. For example, Figures 5.3 and 5.4 have different shapes, but describe two different sets of observations of the same loop. Notice that, although the shapes differ, the mean repetition frequencies are quite close.
The findings are summarized below.

(1) No single loop repetition distribution describes all loops.

(2) For a given loop construct, the type of distribution may vary from sample to sample.

(3) Although the type of the distribution may vary from sample to sample, for a given loop, the means of the distribution appear to be rather stable from sample to sample.

5.2.4 Conclusions

We have shown that the means of the loop repetition frequencies are quite stable across random samples of different sizes, even though the means may contain very little information about the underlying distribution. Across samples, variation in the sample means is so low that when the sample means are used as point-estimates of the underlying distributions, the differences in the resulting model instances (one per sample) are slight.

Finally, we saw that there is no general distribution function that generates repetition frequencies for all loops. This strongly suggests that one must resort to approximating the distribution by some interval that preserves the mean, yet contains a major portion of the distribution of repetition frequencies.
5.3 GFAM MODELING REVISITED

During synthetic string generation, some approximation to the underlying loop repetition distribution is required. Results from the previous section suggest that the uniform distribution, defined over an appropriate interval of repetitions, may be the only viable representation of the distribution, since the type of distribution varies from loop to loop, and from sample to sample.

In this section we investigate three modeling approaches that use different representations of the distribution of loop repetitions. Approaches (2) and (3) are intended to produce better model instances than approach (1).

(1) **Mean-valued (MV) modeling**, where the distribution is approximated by the sample mean.

(2) **Interval-based modeling**, where the distribution is approximated by an interval from which repetitions are sampled uniformly.

   a) **Average-Maximum (AM) interval**, defined by
      \[ \text{[mean repetition, maximum repetition]} \].

   b) **Extended interval**, defined by \([r-kd, r+kd]\), where \(d\) is the sample standard deviation, and \(k\) is either one (E1) or two (E2).

(3) **Distribution-based modeling**, where a standard probability distribution is used.

   a) **Normal distribution (ND)**. Negative values are clipped, and replaced by a zero repetition.

   b) **Poisson distribution (PD)**.
In Tables 5.3-5.5 that follow, model instances are identified by sample identifier and modeling approach. For example, the mean-valued model for sample S20 is written "S20-MV"; its Poisson instance by "S20-PD".

5.3.1 Mean-valued Modeling

We have seen that MV modeling works well, but now we would like to see if its accuracy can be improved by investing more effort in the sampling process. We computed model instances for each sample, TBED, S10-S50 and POF, and compared them to TBED-MV to determine whether increased sample size leads to improved model accuracy.

Percent Improvement
over TBED-MV

<table>
<thead>
<tr>
<th>Model Instance</th>
<th>Subject Program</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GENREF</td>
</tr>
<tr>
<td>S10-MV</td>
<td>-4</td>
</tr>
<tr>
<td>S20-MV</td>
<td>-4</td>
</tr>
<tr>
<td>S30-MV</td>
<td>0</td>
</tr>
<tr>
<td>S50-MV</td>
<td>+2</td>
</tr>
<tr>
<td>POF-MV</td>
<td>+2</td>
</tr>
</tbody>
</table>

Table 5.3
Mean-Valued Modeling: Effect of Sample Size

Table 5.3 shows the percentage improvement of MV model instances over model instance TBED-MV. For GENREF, POF-MV, constructed from the largest sample, was only 2% better than TBED-MV, and the over-all maximum difference in the quality of the model instances was 6%, which is quite low. Three
CLUSTER MV model instances matched TBED-MV, but S10-MV was was 11% inferior, and S30-MV was 37% inferior. (Our immediate reaction to such a poor S30 sample was that it represents the bad "luck of the draw." Indeed, a second random sample of size thirty matched TBED-MV, as did the other samples of size greater than ten. Further examination of S30 revealed that it contained debugging executions that contained calls to debugging routines that were rarely (if ever) called during "production" executions.) We conclude that for MV modeling, there appears to be a sample-size threshold, beyond which further sampling does not lead to improved model accuracy. Furthermore, "chance" sampling notwithstanding, this threshold is between ten and twenty executions.

The similarities in the model instances, and the lack of marked superiority of models constructed from large samples, are explained in part by the statistical characterization of the samples. The sample means used in mean-valued modeling were close numerically, which resulted in model instances that differed in only a few loop parameters. We also found that selection construct parameters for all the model instances were nearly identical across all samples. When executions are characterized using means, there does appear to be a "typical" behavior, which can be surmised from observing a small number of executions.
5.3.2 Interval-Based Modeling

We have seen that when MV modeling is used, there is little need for extensive sampling, since small samples tend to produce the same means as large samples. We also saw that confidence intervals, which capture more of the underlying distribution, degenerate into point estimates when the sample size is large or the confidence level is low. We now use sample statistics to construct intervals that capture some of the range of values in the underlying distributions.

5.3.2.1 Uniform sampling from $[\text{mean}, \text{maximum}]$

Estimator $E^2$ computes the maximum loop repetition random variable $E$ by averaging the maxima from the sampled executions. This produces a smoothed value which negates the effects of very large outliers. Thus the interval $[r, E^2]$ deletes from the distribution very high values and values less than the mean. The rationale for such an interval is the conjecture that high repetitions have a more significant effect upon program locality than low repetitions.

The GENREF model instance S10-AM was 4% better than its MV counterpart, and matched TBED-MV, the best MV model instance. For CLUSTER, on the other hand, S10-AM was 10% worse than S10-MV, and 22% worse than TBED-MV.
<table>
<thead>
<tr>
<th>GENEFF Model Instance</th>
<th>PERCENT IMPROVEMENT OVER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TEED-MV</td>
</tr>
<tr>
<td>TBED-MV</td>
<td>NA</td>
</tr>
<tr>
<td>TEED-ND</td>
<td>-7</td>
</tr>
<tr>
<td>TEED-PD</td>
<td>-1</td>
</tr>
<tr>
<td>S10-MV</td>
<td>-4</td>
</tr>
<tr>
<td>S10-AM</td>
<td>0</td>
</tr>
<tr>
<td>S20-MV</td>
<td>-4</td>
</tr>
<tr>
<td>S20-E1</td>
<td>+3</td>
</tr>
<tr>
<td>S20-E2</td>
<td>+3</td>
</tr>
<tr>
<td>S20-ND</td>
<td>-3</td>
</tr>
<tr>
<td>S20-PD</td>
<td>-1</td>
</tr>
</tbody>
</table>

**Table 5.4**

Improvements for GENEFF Model Instances
### Table 5.5
Improvements for CLUSTER Model Instances

<table>
<thead>
<tr>
<th>CLUSTER Model Instance</th>
<th>PERCENT IMPROVEMENT OVER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TFED-MV</td>
</tr>
<tr>
<td>TBED-MV</td>
<td>NA</td>
</tr>
<tr>
<td>TBED-ND</td>
<td>-1</td>
</tr>
<tr>
<td>TBED-PD</td>
<td>-1</td>
</tr>
<tr>
<td>S10-MV</td>
<td>-11</td>
</tr>
<tr>
<td>S10-AM</td>
<td>-22</td>
</tr>
<tr>
<td>S30-MV</td>
<td>-37</td>
</tr>
<tr>
<td>S30-AM</td>
<td>-23</td>
</tr>
<tr>
<td>S30-F1</td>
<td>-50</td>
</tr>
<tr>
<td>S30-F2</td>
<td>-79</td>
</tr>
<tr>
<td>S30-ND</td>
<td>-1</td>
</tr>
<tr>
<td>S30-PD</td>
<td>-1</td>
</tr>
</tbody>
</table>

#### 5.3.2.2 Uniform sampling from \([r-kd, r+kd]\)

The mean-maximum interval captures only the high end of the distribution; all repetitions less than the mean are lost. We would like an interval that represents the distribution of values about the mean, and we would like to form the interval so that there is an associated measure of the proportion of the underlying distribution that the interval covers. Symmetric extension of the interval about the mean by \(k\) standard deviations (\(d\)), produces interval \([r-kd, r+kd]\), for which, by the Chebyshev inequality, we know that no more than \(1/k^2\) of the distribution falls outside
this interval. For $k=2$, interval $[r-2d, r+2d]$ covers at least 75% of the distribution.

Since negative numbers are not allowed, negative left-endpoints produced by interval extension are replaced by zero. In such cases, the center of the interval is no longer the sample mean, so sampling from this truncated interval will produce values whose mean is higher than the (true) sample mean. In fact, the maximum of the extended interval may be larger than the observed maximum, which may result in synthetic strings that are much longer than the subject string.

From Table 5.4 we see that subject program GENREF again realized improvements when E1 and E2 intervals were used. Although S20-MV was the worst of the mean-valued model instances, S20-E1 and S20-E2 were 4% better than TBED-MV, and 6% better than S20-MV. The model instances S20-E1 and S20-E2 produce synthetic strings that are within 6% of the subject string set TEED.

Neither CLUSTER model instance, S30-E1 nor S30-E2, was an improvement over S30-MV. In fact, they were 10-30% worse. Could the reason be that S30 was a poor sample, and therefore any attempt to improve a model instance based on it will fail? Close examination of the samples TBED and S30 reveal a few differences, which are related to the function of the CLUSTER program and the nature of its inputs. For TBED, three layouts were produced for each restructuring graph, one for each of three different page sizes; S30 produced only one layout per restructuring graph. S30 processes eight graphs, TBED four, so that S30 executions are longer. S30 also worked on more complex graphs than TEED, requiring more (50 versus 40) list merges during the formation of layouts. Even these differences do not indicate that TEED and S30 are as radically different as their model instances are. The erratic behavior of the CLUSTER AM, E1
and E2 model instances may best be explained as the "luck of the draw."

5.3.3 Distribution-Based Modeling

For large samples, the normal distribution is generally accepted as a good approximation to the underlying distribution, whatever its true form. Since loop repetitions are non-negative integers, the normal distribution must be truncated at the origin, to disallow negative values. This clipping actually skews the normal approximation towards values larger than the mean. What is needed is a discrete, non-negative distribution that has properties similar to the normal distribution. We considered two, the geometric and the Poisson.

The geometric distribution was appealing since its random number generator is efficient, and its parameter \( p \) has a natural interpretation relative to loop execution: \( p \) is the probability that the loop repeats its body. The drawback is that the distribution is monotone decreasing, and skewed toward values less than the mean. The fact that smaller values have higher probability than larger ones makes the distribution unrealistic for loops with very high repetitions. Furthermore, very few loops in sample POP satisfied the theoretical requirement that the standard deviation and the mean be nearly the same. (Interestingly, the high-repetition loops of CLUSTER come close to this geometric distribution requirement; those of GENREF conform more closely to the Poisson distribution requirement.)

Next, we considered the Poisson distribution, which, for large mean looks like the normal distribution. Its rate parameter represents the number of loop repetitions occurring between loop initiation and termination. The Poisson random number generator is iterative, and requires considerable overhead, relative to uniform and geometric generators.
we investigated the use of the normal and Poisson distributions. Over-all, representing the underlying distribution by a standard function was superior to all other modeling approaches. As usual, there was one exception, S20-E1 and S20-E2 for GENREF. As to which distribution is superior, they seem equally good. The Poisson distribution has the advantage of restricting the range of repetitions generated for loops with high variances, whereas the normal distribution will generate a wider (sometimes unrealistic) range of values. Despite the attractive features of the Poisson distribution, the normal distribution is probably the one of choice, since it is more general and its generator is much more efficient.

5.3.4 Conclusions

The objective of this investigation was to produce a model instance for a sample (e.g., S20) that was better than the MV model instance for that sample. The approach used was to increase the amount of information about the underlying distribution of loop repetitions. We met this objective for both subject programs, GENREF and CLUSTER, but the amount of improvement, and the effort required to obtain that improvement were different. For GENREF, the worst MV model instance differed from the best one by only 4%, and this difference was made up by representing the distribution as the interval between the mean and maximum repetitions observed in the sample. Further improvement was obtained when the interval was extended on both sides of the mean.

In the case of program CLUSTER, attempts to construct a model instance for the sample S30, the worst MV instance, were successful only when the normal (or Poisson) distribution was used. The best model instance for that sample was as good as any MV model instance for any sample.
None of the model instances were able to produce synthetic strings that were superior to actual trace strings, although synthetic strings generated from the best CLUSTER model instances reproduced (in terms of restructuring) the strings in the testbed. The best GENREP synthetic strings were within 5% of the tested strings.

5.4 SUMMARY

We have shown, on the basis of modeling results, that for MV modeling, the observation phase of GPAM modeling need not be very extensive. A small random sample of 10-20 executions provides an adequate characterization of the subject program. MV modeling is susceptible to sampling "chance", which is best minimized by sampling only production-type executions. The hypothesis that a small random sample yields a good model instance is supported by the results of this chapter.

The distributions of loop repetition frequencies tend to be of no predictable type, and the type (form) may change depending upon the sample. Despite these obstacles to modeling, we found that the means of the execution samples' loop repetition frequencies are rather stable, and that using the means to formulate the model instance yields acceptable results.

Increasing the amount of information about the underlying loop repetition distribution improves the quality of a poor MV model instance. Although the extended-interval approach, which uses uniform sampling from an interval defined by loop-repetition statistics, works in some instances, in others it produces poorer model instances. We feel that using a standard distribution (normal or Poisson) is the safer approach, since neither one was shown to result in dramati-
cally worse model instances, as was the case with the extended-interval approach.

When the MV model instance is already accurate, increasing the amount of distribution information does not further improve model accuracy, as was seen with TBED-MV, and with the accurate MV instances constructed from samples of size greater than ten. Even when increased information leads to an improvement, that improvement is at best marginal (10% or less, discounting CLUSTER sample S30). The second hypothesis, that model quality improves with an increase in the amount of parameter distribution information contained in the model instance, is not strongly supported by the results of this chapter.
Chapter 6

A CASE STUDY

6.1 INTRODUCTION

Up to this point, we have conducted an investigation of the parameters of the restructuring process and PAM modeling techniques, when applied to subject programs GENREF, RESTRUCT and CLUSTER. The reader may recall that these programs were written by the author as a part of the modeling-restructuring system used in this research. Under such circumstances, a legitimate concern might be whether these programs have some property that favorably bias the results reported in Chapters 3-5. The case study presented in this chapter applies modeling and restructuring to an arbitrary program.

The fourth subject program, ADDIX, was not written by the author, neither does it solve a problem related to program restructuring or modeling. When it was selected, its referencing properties (and to some extent, its function) were unknown. We found that, even though ADDIX was larger than any of the other subject program, it had very similar static structure, dynamic referencing properties, and restructurability properties. We also found that, for synthetic-
string restructuring, simplest PAM model version, DNF-PAM, was superior to all other model versions.

In the next section we present some practical problems associated with an automatic modeling-restructuring system, and propose some solutions that are suggested by the results of Chapters 3-5. In section 6.3 the static, dynamic and restructurability characteristics of subject program ADDIX are presented and compared with those of the other subject programs.

6.2 PRACTICAL ISSUES OF AUTOMATIC RESTRUCTURING

The subject programs GENREF, RESTUCT and CLUSTER were studied in far more detail than would be practical for the type of automatic modeling-restructuring system we propose. In particular, the careful tuning of the parameters of the restructuring process (λ, θ and p) that was done with the subject programs, would not be feasible for an automatic system. The last thing that the automatic system should do is to force the programmer to become a performance analyst. Nonetheless, these parameters must be determined. We now discuss some possible approaches.
6.2.1 Determination of Program Restructurability

There seems to be no predictor of a program's inherent potential for improvement through restructuring. The benefits must be measured by monitoring the restructured program's memory cost for some period of time. Nonetheless, our findings, based on a small sample of programs, along with earlier results [FERR76a, HATF71], suggest that it is safe to assume that a program can be improved by restructuring.

More than likely, the decision to restructure a program will be based on some external factors: program size, running time and frequency of use. For programs with short running times, or for small programs, the savings realizable from restructuring is low.

6.2.2 Setting Restructuring Parameters

Critical-set restructuring algorithms, such as CWS, require a knowledge of A and p, the paging algorithm and page size used by the system on which the restructured program will execute. On a given system A and p will be fixed. The restructuring window, θ, is the one parameter that must be set at the time restructuring is applied. We have observed that bad choices of θ do exist, but that once they have been avoided, there appears to be no significant difference in the layouts obtained.

We have seen that θ is a function of the behavior of the subject program, especially during its dominant phase, which can be related to the static, procedure-level structure of the program. An analysis of the PAM parameters can identify procedures that make a large number of calls each time entered; such procedures either participate in or form the nucleus of phases of execution. The distribution of calls from this "nucleus" procedure can be used to determine the
size of the phase, which gives a reasonable choice for \( \varepsilon \). That is, \( \varepsilon \) can be chosen from an analysis of model parameters, at the time the model instance is constructed.

6.2.3 Measuring Restructuring Effectiveness

In an automatic modeling-restructuring system, there will be the storage of neither the execution trace strings nor layouts computed from trace strings. Consequently, direct comparison of synthetic-string layouts with trace-string layouts will not be practicable. In such an environment, the operating system should, at minimum, make a post-execution report of memory cost. The effectiveness of the restructuring can be determined from the comparative before and after costs, monitored over a reasonable period of time, or from head-to-head comparisons of the restructured and non-restructured versions of the same program, executing against identical input data.

6.2.4 Selecting the Modeling Approach

Our limited experience gained from the study of the three small subject programs GENREF, RESTUCT and CIUSTER, shows that synthetic strings are acceptable approximations to trace strings. In fact, we have seen that model version selection, DNP-PAM or GPAM, is an issue which is secondary to that of observing a sufficient number and variety of executions upon which to base a model instance. Moving from DFN-PAM to GPAM does improve accuracy, but requires more expenditure of effort in order to achieve slight improvements. In some instances, the tradeoffs do not favor using GPAM over DNF-PAM.

We do not have sufficient experience to be able to predict the relative quality of DNP-PAM and GPAM model instances, nor can we characterize when one model version is preferable. We have found that model instances, whatever
version is used, should be based on multiple executions of the subject program.

6.3 CHARACTERISTICS OF SUBJECT PROGRAM ADDIX

6.3.1 Static characteristics

The subject program ADDIX was written in well-structured PL/I and is maintained by the University of North Carolina Computation Center. ADDIX automatically scans a Script text file for terms that are to be included in an index. When a match occurs, Script 2.in2 commands are inserted at the appropriate places in the text file.

ADDIX has two major logical phases. The first phase occurs during the construction of the finite-state machine used to match index terms. Its duration depends upon the number of index terms. The second and dominant phase involves scanning the text file and processing matches. The character of this phase depends upon the processing mode (batch or interactive, under ISO), the size of the text file, whether or not the text file is line numbered and the number of matches found.

There are a few noteworthy differences among the subject programs. Table 6.1 compares ADDIX to an equally-weighted, composite profile of the other subject programs, GENREF, RESTRUCT and CLUSTER. ADDIX is the largest program, has the most complex call graph (average procedure nesting level of 3.5 and share-index of 1.6), but the lowest average construct nesting. RESTRUCT has the highest average construct nesting. Programs GENREF and CLUSTER are quite similar, but have no distinguishing static characteristic.
<table>
<thead>
<tr>
<th></th>
<th>SUBJECT PROGRAM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADDIX</td>
</tr>
<tr>
<td>#Statements</td>
<td>1561</td>
</tr>
<tr>
<td>#Procedures</td>
<td>33</td>
</tr>
<tr>
<td>#Caller procedures</td>
<td>12</td>
</tr>
<tr>
<td>#Logical phases</td>
<td>2</td>
</tr>
<tr>
<td>Share-index</td>
<td>1.6</td>
</tr>
<tr>
<td>Avg procedure nesting level</td>
<td>3.5</td>
</tr>
<tr>
<td>Max procedure nesting level</td>
<td>6</td>
</tr>
<tr>
<td>#Loops</td>
<td>11</td>
</tr>
<tr>
<td>Avg loop nesting level</td>
<td>0.3</td>
</tr>
<tr>
<td>Max loop nesting level</td>
<td>2</td>
</tr>
<tr>
<td>#Selection constructs</td>
<td>31</td>
</tr>
<tr>
<td>Avg selection nesting level</td>
<td>0.3</td>
</tr>
<tr>
<td>Max selection nesting level</td>
<td>2</td>
</tr>
<tr>
<td>#Constructs</td>
<td>42</td>
</tr>
<tr>
<td>Avg construct nesting level</td>
<td>0.8</td>
</tr>
<tr>
<td>Max construct nesting level</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 6.1
Comparative Static Characteristics of ADDIX

The procedure call-tree for ADDIX is shown in Figure 6.1. In the figure, ²ADD² and ²LIMIT² indicate that the subtrees emanating from ADD and LIMIT have not been expanded (because of lack of space).
Figure 6.1
Call Tree for Program ADDIX
6.3.2 The Testbed of Execution Traces

The testbed of execution traces for ADDIX consisted of twenty executions, of length in the range 600-25,000 procedure references. Three single strings, TB-1, TB-8 and TE-13, were chosen as representatives of the diverse types of ADDIX executions. TE-1 represents a short, batch-mode execution; TE-8 is a long interactive execution; and TE-13 is a moderate-length batch execution. The following sets of executions were chosen. \( y_e = TB-13 \), \( y_1 = TE-8 + 9 + 11 \), \( y_2 = TE-16 + 17 + 18 \) and \( y_1 = y_1 + y_2 \). The respective lengths are 19K, 25K, 42K and 67K references. \( y_1 \) is a mix of batch and interactive executions of moderate length; \( y_2 \) contains long batch executions, the predominant way ADDIX is used. To achieve larger subnets, we combined \( y_1 \) and \( y_2 \) to form \( y_T = y_1 + y_2 \), which represents a cross-section of ADDIX executions. Finally, set TEED contains seventeen executions from the testbed. TEED represents a large random sample of ADDIX executions, and will be used as the best possible sample of ADDIX executions.

6.3.3 Dynamic characteristics

Figures 6.2 and 6.3 display the intrinsic execution-time characteristics of ADDIX across different executions. Figures 6.4 and 6.5 show the locality properties of ADDIX in relation to the other subject programs.
Figure 6.2

ADDIX Intrinsic Memory Cost Curves
Figure 6.3
ADDIX Intrinsic Working Set Curves

For ADDIX, the drop-off in memory cost occurs when the average working set size is five modules, regardless of the execution set. Y2, the set consisting of the longest executions, has a much greater degree of locality, owing to its very long dominant phases. Not surprisingly, Y1, which has the shortest executions, also has the poorest locality, evidenced by higher memory cost and larger working sets. ADDIX is similar to CLUSTER and RESTRUCT, in that the location of the memory-cost drop-off point is not affected significantly by the choice of execution. In comparing the ye executions
of all subject programs, ADDIX appears closer to GENREF in behavior. Both have memory-cost drop-off points near 5 (Figure 6.4), and both have working sets that grow very little for working set windows over 100 references. Of all the programs, the ratio of the average working set size at window 2000 to the number of modules is lowest for GENREF (0.38) and ADDIX (0.43).

Subject programs GENREF and ADDIX illustrate quite well the principle of locality: programs can execute with only a small portion of the program resident. Such behavior is explained by the existence of dominant phases of execution.
Figure 6.5
Working Set Curves for All Programs
6.3.4 Restructurability Characteristics

ADDIX showed the same potential for improvement through restructuring as the other subject programs did. The standard (STD) layouts were nearly 60% better than the worst layout, and computed (CWS) layouts were 50% better than the best standard layout. (See Table 6.2.) As was the case for the other subject programs, L.TEXTUAL was the best standard layout, which suggests that the order in which modules definitions appear in the source program gives some indication of execution-time locality.

<table>
<thead>
<tr>
<th>STD Layout</th>
<th>Page Size</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p1</td>
<td>p2</td>
<td>p3</td>
<td>Avg</td>
</tr>
<tr>
<td>ALPHA</td>
<td>32</td>
<td>34</td>
<td>65</td>
<td>44</td>
</tr>
<tr>
<td>RANDOM</td>
<td>50</td>
<td>66</td>
<td>68</td>
<td>61</td>
</tr>
<tr>
<td>TEXTUAL</td>
<td>53</td>
<td>66</td>
<td>78</td>
<td>66</td>
</tr>
<tr>
<td>Avg</td>
<td>45</td>
<td>55</td>
<td>70</td>
<td>57</td>
</tr>
</tbody>
</table>

Table 6.2
Cost Reductions of STD Layouts for ADDIX
(Over L.WORST Layout)

Based on results for the other subject programs, we decided to use the intermediate page size. Our choice of restructuring window $\Theta$ was based on intuition, on experience with GENREP, the program most like ADDIX in terms of size and phases, and on a trial and error experiment to see which values worked best. We chose $\Theta=5$, which, as seen in Table 6.3, leads to the best layout for the intermediate sized page. (Our choice of $\Theta$ was made before our analysis of the intrinsic cost curve, as discussed in section 6.3.2.)
Before proceeding to modeling, we wanted to verify that the same level of restructuring improvement occurs, even when different trace strings were used as input to the restructuring process. We also wanted to see if improvements were observed over a range of program executions. We found the improvements obtained from restructuring using the intermediate page size and window 0 to be stable across other execution strings, and across layouts based on different executions. (See Table 6.4).
### Table 6-4
Stability of CWS Layouts for ADDIX

(Improvement over L.BEST)
6.4 APPLYING THE MODEL TO ADDIX

6.4.1 Mean-Valued Modeling for Small Samples

The reader should recall that the basic accuracy of a model instance is best measured by its ability to reproduce the restructurability signature of a single subject execution. Since, for a sample of size one, there is not enough information to decide upon a distribution of loop repetitions, the mean-valued approach is reasonable in this case. In Table 6.5 we see that the model is accurate to within 5%, in the worst case. For execution TB-8 (which ranked last in restructurability), the GPAM produced synthetic strings that were 25% better than TB-8. Execution TB-1, which had the best restructurability properties, was modeled to within 5%. We see again the relationship between subject execution restructurability and MV model accuracy that was seen in the other subject programs. DNF-PAM model instances were also accurate.

<table>
<thead>
<tr>
<th>Subject Trace String</th>
<th>Model Instance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DNF-PAM</td>
</tr>
<tr>
<td>TB-1</td>
<td>-1</td>
</tr>
<tr>
<td>TB-8</td>
<td>+3</td>
</tr>
<tr>
<td>TB-13</td>
<td>-2</td>
</tr>
</tbody>
</table>

Table 6.5

Single-Execution Model Quality
(Improvement over Subject Trace Strings)
We were interested in the effects of modeling based on a small number of carefully selected executions. Table 6.6 shows that for a small number of observed executions, the resulting model instances for ADDIX were excellent for DNF-PAM. The GPAM synthetic strings for Y2 were almost 40% inferior to the subject string set Y2, while the synthetic strings for Y1 reproduced Y1. The major differences between Y1 and Y2 are restructurability (Y2 is slightly better) and lengths of their respective component executions (for Y2 they average 14K references, compared to 8K for Y1). Without a doubt, the inaccuracy of Y2 gives one reason to be wary of modeling based on a small number of executions, regardless of the quality of those executions.

<table>
<thead>
<tr>
<th>Subject Trace String Set</th>
<th>Model Instance</th>
<th>DNF-PAM</th>
<th>GPAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y1 = TE-8+9+11</td>
<td></td>
<td>+3</td>
<td>0</td>
</tr>
<tr>
<td>Y2 = TB-16+17+18</td>
<td></td>
<td>+4</td>
<td>-37</td>
</tr>
</tbody>
</table>

Table 6.6
Multiple-Execution Model Quality
(Improvement over the Subject String Set)
6.4.2 Modeling Larger Samples

When large samples of ADDIX executions were modeled, we observed the same pattern of progressive increase in accuracy with an increase in distribution information, with one remarkable exception. In Table 6.7 we see that DNF model instances are superior to all others. The very model that contains the least amount of sequence information does the best job of reproducing the restructurability signature of its subject executions. What is more remarkable is that YT-DNF models TEED better than any other TBED model instance, even though TEED is vastly superior to YT. (The best YT model instance, which comes to within 1% of YT, is still 30% worse than TEED.)

<table>
<thead>
<tr>
<th>Model Instance</th>
<th>% Improvement Over</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>YT-MV</td>
</tr>
<tr>
<td>YT-DNF</td>
<td>+20</td>
</tr>
<tr>
<td>YT-MV</td>
<td>NA</td>
</tr>
<tr>
<td>YT-ND</td>
<td>-1</td>
</tr>
<tr>
<td>YT-PD</td>
<td>-1</td>
</tr>
<tr>
<td>TBED-DNF</td>
<td>+19</td>
</tr>
<tr>
<td>TEED-MV</td>
<td>+17</td>
</tr>
<tr>
<td>TEED-E2</td>
<td>+17</td>
</tr>
<tr>
<td>TEED-ND</td>
<td>+16</td>
</tr>
<tr>
<td>TEED-PD</td>
<td>+16</td>
</tr>
</tbody>
</table>

Table 6.7
Summary of Large-Sample Model Quality
GPAM modeling results for ADDIX show the wisdom of basing the model instance on large samples. Sample TBED contains seventeen strings, YT only six. All GPAM model instances for YT are poor, all those for TBED are good, coming to within 7% of TBED. It is reasonable to assume that YT inherits much of the behavior seen in Y2, which also led to poor model instances.

6.5 CONCLUSIONS

Applying a posteriori program restructuring techniques to reference strings generated from instances of the procedure-activation model works surprisingly well for the program ADDIX. Program ADDIX has many of the same characteristics found the the earlier subject programs, and has similar modelability characteristics as well. The extent to which ADDIX represents the typical program running in a virtual memory environment can be determined only by further investigation.

That DNF-PAM is superior to GPAM is surprising. If this is true for a large class of programs, then the automatic modeling-restructuring system proposed in this research can indeed be implemented at a very low cost.
Chapter 7

CONCLUSIONS AND IDEAS FOR FURTHER RESEARCH

7.1 FINDINGS AND CONCLUSIONS

7.1.1 Review of the Research Environment

7.1.1.1 Model assumptions

The model versions used in the research contained a set of simplifying assumptions that probably are not satisfied by actual programs.

- **Call-path independence.** This assumption is present at the level of the model version: it is present in DMP-FAM and GPAM, but not in DPAM and AGPAM. Under this assumption, procedures execute in a "memory-less" state, in which the caller cannot exert any distinguishing influence on the execution of the called procedure. AGPAM and DPAM contain a memory of the call path (from the driver module), in that each procedure has multiple sets of parameter values -- one per unique call path to that procedure.
o **Statistical independence of construct parameters.** This assumption is present at the level of parameter representation and synthetic string generation. It requires that all construct parameters be independently distributed, i.e., that there are no correlations among parameters. This assumption, when present, nullifies the effects of control variables defined globally or passed to procedures as parameters. This assumption is probably more unrealistic than the call-path independence assumption.

7.1.1.2 Goals

The goal of the research was to investigate the use of PAM as an integral part of a low-cost, automatic program restructuring system.

o **Programmer-free automatic restructuring system.** Such a system requires automation at all phases: model construction, parameter estimation, synthetic string generation and restructuring.

o **Model accuracy.** The automatic modeling system should produce good layouts that are competitive in performance with layouts obtained through standard restructuring methods.

o **Low cost.** It was crucial that extensive parameter estimation and generation not be required to achieve model instances of good quality, since these phases of modeling were far more expensive than model construction.
7.1.1.3 The experimental approach

Four PL/I programs were modeled. We investigated the differences in model accuracy as a function of subject program, model version, parameter representation (statistic and detail about the underlying parameter distributions) and parameter-estimation approach. The general modeling approach is outlined below.

1. Model version selection.
2. Model construction and program instrumentation by the compiler.
3. Parameter estimation: selection of executions to observe, program execution and computation of parameters.
4. Synthetic string generation from model instance.
5. Program restructuring using synthetic strings.
6. Model validation by layout comparison.

7.1.2 Automatic Model Construction

We showed that all model versions can be constructed by a modified compiler requiring very little additional complexity or execution resource. We further showed that execution of the subject program to estimate model parameters increases the program's execution time by a negligible amount. Algorithms for model construction and subject program instrumentation were given only for model version GFAM.
7.1.3 Major Results

- **Model-based restructuring works.** In Chapters 4-6 we saw that synthetic-string layouts had memory costs 5-20% higher than trace-string layouts. In other words, 80-95% of the maximum performance improvement achievable through restructuring was realized when synthetic strings were used.

- **Mean-Valued model versions are adequate.** Model instances based in which the distributions of loop parameters are approximated by the mean repetition frequencies are accurate, especially when the means are estimated from data collected from a random sample of 10-20 program executions.

- **Extensive sampling is not required for mean-valued modeling.** Sampling more than twenty executions does not result in significantly better model instances. Even when improvements are realized, they are marginal (around 5%).

- **Complex models are not cost-effective.** Increasing the amount of parameter distribution information represented in a model instance does not, in general, result in cost-effective improvements in model accuracy. In some cases only marginal improvements are achieved, in others model accuracy decreases with increased complexity.

- **Programs have similar properties.** Differences in programs, both in static structure and in dynamic characteristics, are not as great as one might think. Perhaps the unifying thread is the concept of program locality. Even though the differences are not that great, we were not able to develop any approach to characterizing a program's
restructurability, or modelability, apart from actual experience with the program. Fortunately, we have growing evidence that programs are both restructurable and modelable, using PAM.

7.1.4 Evaluation of Major Theses

Of the four theses set forth in Section 1.9, three have been supported by the finding of the research. The fourth thesis -- that the cost of using the modeling system does not exceed the cost of restructuring using execution traces -- is not supported by the results to date. The major cost of using the modeling system accrues during the string generation and a posteriori restructuring phases. Even when a small number of synthetic strings is generated, the cost of producing them, plus the cost of model construction and parameter estimation, probably exceed the cost of tracing a small number of program executions. A more efficient generator and the use of modeling shortcuts may lower the cost of using the model, but the total elimination of the need to generate synthetic strings is sure to lower the cost to a fraction of the cost of a posteriori restructuring applied to actual trace strings. Algorithms for computing layouts directly from a model instance are needed.
7.2 RESEARCH NEEDS FOR AUTOMATIC RESTRUCTURING

That PAM works at all demonstrates its potential; that its accuracy is not predictable suggests that more study is required. The case where model accuracy was substantially improved by moving to a more realistic model instance shows that there are situations that require the most general member of the PAM family, together with a careful parameter estimation effort. In other cases the simplest model version is adequate.

Subsequent research in automatic program restructuring using PAM should address the following unresolved areas.

- **Correlations among loop parameters.** What is a procedure for measuring dependencies, and at what point (e.g., correlation coefficient) are the dependencies significant enough to affect model accuracy?

- **Characterization of modelable programs.** How can the modelability of a program be characterized using PAM parameters or program structure? When is the most general model version required? When will the simplest suffice?

- **Automatic termination of string generation.** The basic generation termination procedure outlined in Chapter 2 should be implemented.
7.3 AREAS FOR FURTHER RESEARCH

The studies suggested in the previous section can be thought of as prerequisites for the studies suggested here. These fall into two categories: (1) expansion of the automatic restructuring system and its algorithms in order to enhance modeling effectiveness and efficiency; and (2) application of modeling to problems in other areas of current research, such as program behavior and program testing.

7.3.1 Modeling and Restructuring

- **Modeling low-level source languages.** Apply the model to assembler language programs, or to non-structured programming languages. Many large programs written in such languages exist, but have never been optimized for execution in a virtual memory environment.

- **Implementation of other model versions.** Implement the complete modeling system.

- **Data referencing.** Devise approaches to referencing data. Determine when such modeling is feasible. The approach should group data into large blocks to reduce the size of the model grammar, and, ultimately, to ensure the efficiency of synthetic string generation.

- **Selective modeling of critical constructs.** Which procedures contain constructs that are crucial to the successful modeling of the subject program? Which constructs are insignificant, and can therefore be ignored in modeling?

- **Algorithms based on PAM parameters.** Devise non-generative algorithms that use the parameter database. We feel that the elimination of the generation and a posteriori restructuring phases will reduce the cost of using the system by an order of magnitude.
Use of page size in tailoring algorithms. Current program tailoring algorithms ignore page size until the clustering phase. Define "space-critical" tailoring algorithms that allocate during restructuring a fixed-size region in which the block resident-sets are stored. What are the advantages and disadvantages of this approach?

Filtered restructuring. Eliminate from the clustering phase module pairs whose affinities fall below some threshold, k. That is, define the restructuring matrix \( C' = C - kC \). It is possible, by proper choice of k and the restructuring window \( \theta \), to filter out faults caused by transitions between phases, so the restructuring matrix records only the competition amongst members of the phase.

Code-duplication clustering. Since code blocks tend to be small, high-demand blocks can be duplicated without significantly increasing the size of the program's virtual name space. One possible method would allow the clustering phase to have a threshold parameter. A high-demand block can be assigned to any natural cluster having an affinity for it exceeding the threshold value. DPAF may suggest where code duplication can be beneficial.
7.3.2 Other Applications

- Other approaches to model validation. In this research, we used program restructuring as the vehicle for model validation. As a validation tool, restructuring is expensive, compared to approaches such as those presented in [SPIR77]. These should be compared with restructuring, to see whether the properties they measure are related to program restructurability, and to the modelability of the subject program.

- Program testing. PAM instrumentation and execution-coefficient extraction provide a measurement tool for program execution testing. Since only significant control structures are instrumented, and since these may be the most crucial parts of a module to test, the volume of data is greatly reduced.

- Automatic coding standards checker. The compiler can be made to monitor program source code to ensure conformity to organizational standards of program structure.

- Locality studies. Batson's bounded locality intervals (ELI) provide a way to decompose an execution into its phases, and to characterize each phase [MAD76, BAT76b, BAT77b]. DPAM appears to suggest a more natural way of expressing locality [JONE80].
This dissertation has shown that program modeling to achieve performance improvement through program restructuring is feasible. There remain interesting questions that can be answered only by further experimentation with a greater number of larger programs than those we studied. It is our hope that this work has brought us a step closer to compiler-assisted "virtual-memory" program optimization.
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ACS  Active-Construct Stack. See Section 2.2.2, "model construction."

AGFAM  Aliased GPAM model version. See Section 2.6.2.

AM  Modeling approach where loop-parameter distributions are estimated using the interval [mean, maximum] of loop-repetition frequencies. See Section 5.3.

BLI  Bidirectional Locality-Interval. See Section 1.3.

CDE  Coefficient Database. See Section 2.3.1.

CLRU  Critical LRU restructuring algorithm. See Section 1.7.2.2.

CSG  Call-Sequence Grammar. See Section 2.2.

CWS  Critical WS restructuring algorithm. See Chapter 3.

DNF  Distributive Normal-Form version of PAM. See Section 2.6.

DPAM  Descriptive version of PAM. See Section 2.6.3.

E1, E2  Modeling approach where loop-parameter distributions are estimated using the interval [r-kd, r+kd], for k=1,2. See Section 5.3.

GPAM  Generative version of PAM. See Section 2.6.

GS  Generator Stack, with pointer GSP. See Section 2.4.

IOBJ  Instrumented Object Code. See Section 2.2.

IPL  Insertion-Point List. See Section 2.2.2.

LS  ICCF Stack, with pointer LSP. See Section 2.4.

L.BEST  The best of the four standard layouts. See Section 3.4.
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>L.WORST</td>
<td>Standard layout formed by assigning one module per page. See Section 3.4.3 for definition of other standard layouts -- L.ALPHA, L.RANDOM and L.WORST.</td>
</tr>
<tr>
<td>MV</td>
<td>Modeling approach where loop-parameter distributions are estimated using mean loop-repetition frequencies. See Chapter 5.</td>
</tr>
<tr>
<td>ND</td>
<td>Modeling approach where loop-parameter distributions are assumed to be Normal. See Section 5.3.</td>
</tr>
<tr>
<td>OB</td>
<td>Output buffer during CSG construction. See Section 2.2.2.</td>
</tr>
<tr>
<td>OBS</td>
<td>General set of execution trace strings. See Section 4.1.5.</td>
</tr>
<tr>
<td>FAM</td>
<td>Procedure-Activation Model. See Section 1.8, Chapter 2.</td>
</tr>
<tr>
<td>PARM</td>
<td>Set of parameters for model instance. See Section 2.1.</td>
</tr>
<tr>
<td>PCSG</td>
<td>Parameterized CSG. See Section 2.4.</td>
</tr>
<tr>
<td>PD</td>
<td>Modeling approach where loop-parameter distributions are assumed to be Poisson. See Section 5.3.</td>
</tr>
<tr>
<td>PDB</td>
<td>Parameter Database. See Section 2.3.1.</td>
</tr>
<tr>
<td>PDDB</td>
<td>Parameter-Descriptor Database. See Section 2.2.</td>
</tr>
<tr>
<td>PDT</td>
<td>Production Descriptor Table. See Section 2.4.</td>
</tr>
<tr>
<td>POP</td>
<td>The set of all execution coefficients. See Section 5.2.</td>
</tr>
<tr>
<td>SDL</td>
<td>Selection-Construct Descriptor List. See Section 2.2.2.</td>
</tr>
<tr>
<td>SSPL</td>
<td>A Simple Structured Programming Language. See Section 2.1.1.</td>
</tr>
<tr>
<td>ST</td>
<td>Space-Time Product. See Section 1.5.</td>
</tr>
</tbody>
</table>
SYN  Set of synthetic strings generated from model. See Chapter 2.

TBED  The testbed of actual trace strings. See Section 3.3.3.