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RUSSELL M. TAYLOR Il. The Nanomanipulator: A Virtual-Reality Interface
to a Scanning Tunneling Microscope (Under the direction of Frederick P.

Brooks, Jr.)
ABSTRACT

We have developed a virtual-reality interface to a scanning tunneling
microscope (STM); the resﬁlting system is called the Nanomanipulator. The
user interface comprises a stereoscopic color head-mounted display, a force-
feedback remote manipulator master station, and a high-performance
graphics computer. It provides the illusion of a surface floating in space in
front of the user. The user’s hand gestures are translated into commands that
are sent to the STM in real time; the returned video and haptic signals allow
the user see and to feel the surface topography and to control the timing and

location of voltage pulses applied between thé tip of the STM probe and the

sample under study.

My thesis is that a virtual-reality interface is a powerful and effective
user interface to an STM — allowing qualitatively different types of
experiments to be performed. The success of our investigations using this

system demonstrates the validity of the thesis.

We have used the Nanomanipulator to examine various surfaces and to
perform surface modification experiments. This investigation has led to new
insight into the meaning of certain surface features and into the mechanisms
by which voltage pulses change the tip and sample. These insights were the
direct results of the real-time visualization and the more interactive nature of

our system compared to standard methods.
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The key to the success of the Nanomanipulator system is that it provides
an intuitive two-way interface to the instrument. Raw data from an STM is not
in a format easily understood by a scientist, and the Etch-a-Sketch type of
controls required for positioning an STM tip are neither natural nor familiar
to a user. The Nanomanipulator system acts as a translator between the
instrument and the scientist, allowing the scientist to concentrate on
interacting with the surface under study rather than on the computer
interface or the STM itself. This system seeks to put the scientists on the
surface, in control, while the experiment is happening — thus turning the

STM from a remote, batch surface modifier into a real-time, user-guided

surface modifier.
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I. INTRODUCTION AND SUMMARY

The problem: Intuitive control of an STM

The problem we have undertaken to solve is providing an ideal user
interface to a Scanning Tunneling Microscope {STM). Such an interface is
required because the raw data presented by the STM is not in a form that is
readily understandable by a scientist. Also, the parameters controlling the
scanning and surface modification capabilities of an STM are not intuitive.

We have provided a virtual-reality interface that translates data from
the STM into a form that is readily and intuitively understood by the scientist
and to translate commands that are natural to the scientist (pointing at an area
of interest and pressing a trigger) into commands that cause the STM to
respond. We call the entire system, including the STM, the Nanomanipulator .

Thesis statement and summary of results

The processes by which voltage pulses change the surface under an
STM are not well understood and will require extensive experimentation to be
understood. A system that improves the facility, quality and speed of
experimentation will accelerate the process of discovering the science of

surface modification. Improved quality will reveal itself as new insights into

the processes of change.

In the standard method of controlling an STM, the scientist lays out a
plan for the experiment — where the tip is to scan and where and when pulses
are to occur. Once the data has been collected, it is converted into a graphical
image from a given point of view with specified lighting parameters; the
experimenter studies the resulting image and uses it to provide insights and
plan future experiments. This method is analogous to the batch-mode

programming once standard in computer use.



We have provided a system that allows one to exert real-time control of
the viewing parameters and lighting through the natural method of moving
one’s head. The data is continuously available for viewing, with new data
overwriting the old as it arrives. This allows the user to build a mental model of
the surface that is based not on a series of unrelated snapshots, but rather on a
sequence of observations of a surface that are obtained in response to natural
motions of his head and body. Additionally, the system allows the user to
request voltage pulses at any time during the experiment by hand-placing a
cursor at the desired location and pressing a trigger. This method is analogous

to the time-shared, interactive programming that is standard today.

Reason suggests that experiments done with this system will be
qualitatively different from prior experiments: while observing the image,
the scientist can continuously adjust the viewpoint and lighting parameters
until interesting features are revealed — features that the scientist does not
know he is looking for until he sees them. Also, the rate of performing
experiments is accelerated so that each takes place within the attention span
of the scientist, thus removing the mental context switches between

conceiving of an experiment and seeing its results.

Using this system, the experimenter can directly, immediately, and
naturally control the parameters of the experiment and can directly and
immediately observe the results. This allows a mode of experimentation
consisting of a sequence of mini-experiments with immediate feedback. The
scientist can direct the exploration continuously and make impromptu
changes to the viewing parameters and experimental plan between each mini-

experiment.

My thesis is that a virtual-reality interface is a powerful
and effective user interface to an STM — allowing qualitatively
different types of experiments to be performed. This difference
reveals itself by providing insights into surfaces that are
otherwise missed and by enabling new kinds of experiments that

provide insights into the processes of surface modification.

Indeed, the system has provided insights into surface features that prior
methods had missed: early in the work the system was used to view a data set



that had been previously studied for months using existing methods. When the
same data was viewed with continuously-guided viewing and lighting
parameters (steered by a user who was naive in materials science), scientists
immediately recognized a feature that had confused them before as being a
series of graphite sheets that were tilted up out of the surface. [Taylor93]

The system also enabled a series of experiments that led to the discovery
of a process by which voltage pulses modify the surface: at times the tip will
weld itself to the sample after a pulse and then be drawn back until breaking
free. [Taylor94] Around 300 mini-experiments were performed and analyzed in
four 5-hour blocks to determine the range of results possible; the time taken

for this many mini-experiments using conventional methods would have been

prohibitive.

The Nanomanipulator system has produced research results in computer
graphics [RobinettCourse92] [Taylor93}] and surface science [Taylor94], thus
validating its usefulness to each discipline as a collaborative effort. It has also
provided an example of a useful, working virtual reality system to a wider
audience. [Taylor93VIR] [Taylor94IMG] [Taylor94LFW]

Introduction to the STM

The Scanning Tunneling Microscope (STM) was conceived in 1978 by
Binnig and Rohrer at the IBM Zurich Research Laboratory and first
demonstrated in 1981. Its invention was honored by the Nobel prize in Physics
for 1986. It was originally designed to aid in understanding the growth,
structures, and electrical properties of very thin oxide layers. [Binnig82]

[Binnig87]

An STM consists of piezoelectric positioning elements, a conducting
(usually metal) tip and a conducting sample (the surface under study). In our
instrument, built by E.A. Eklund at UCLA, the piezoelectric crystal elements are
‘arranged as three orthogonal bars, each of which controls motion along one
axis (see Figure 1.1). As voltages are applied across the crystals, they change
their lengths. Since the tip is rigidly attached to the crystals, they can be used
to position the tip relative to the sample. Our STM can scan areas up to 200

nanometers (nm) on a side.
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Figure 1.1 A scanning tunneling microscope. The feedback

control maintains the tip at a constant distance above the surface.

A bias voltage is applied to the sample with respect to the tip. At very
close range (on the order of a few tenths of a nanometer), a tunneling current
flows between the tip and the surface. This current decreases exponentially
with increasing distance between the tip and the sample. In our
configuration, the Z crystal is controlled by a feedback circuit that attempts to
maintain a fixed tunneling current and thus a constant distance between the
tip and sample. The X and Y piezoelectric crystals are used to raster the tip back
and forth across the surface. A scan of the surface proceeds by repeatedly
moving the tip in X and Y and then reading the voltage on the Z crystal to

determine surface height.

The STM is capable of resolving individual atoms in a sample. The radii
of atoms range from about 0.10 to 0.27 nm, or approximately 1 billionth the size
of common objects such as golf balls or basketballs. Typical chemical bonds
range from 0.15 to 0.25 nm. For comparison, a typical feature on one of today’s
integrated circuits might be 1 micron (1,000 nm) across. Optical microscopes
are limited in resolving power to approximately the wavelength of the

radiation used in imaging, which is 400-700 nm.

The STM uses a very sharp physical probe to gather information about
the sample surface, rather than analyzing reflected photons or electrons. The
key to the resolution of the STM is that the length of the piezoelectric
positioners can be accurately controlled to 0.01 nm, and that the exponentially

varying tunneling current is extremely sensitive to tip-to-sample separation



(moving the tip 0.1 nm closer to the surface increases the tunneling current

by a factor of 10).

Unlike other microscopes, the STM provides its information as an
elevation map rather than a projected image. The scientist wants to understand
the geometry of the three-dimensional surface, so these values must be
interpreted. The most natural method of interpretation is to reconstruct the
surface from the sampled height information, a common process in computer

graphics.

In addition to its ability to map the surface, the tip of the STM can be
used as a local probe to modify the surface. [Becker87] This makes the STM
useful for nanofabrication. There are at least two ways this can be
accomplished. The first is to physically contact the surface with the tip, which
causes large and unpredictable modifications to both the tip and the surface.
The second, more controlled method is to apply a voltage pulse between the tip
and the surface. Since the distance between the two is so small, even moderate

voltages produce strong electric fields.
STM theory of operation
This treatment closely follows [Cohen-Tannoudji77] and [Stoll91].

Classically, electrons are particles that have a specific location and
velocity at any moment in time. Also, electrons do not normally travel outside
the material of which they are a part, due to the energy barrier at the edge of
the material. Sufficient energy (such as a strong electric field) can overcome
this barrier and draw the electrons out of the surface. The amount of energy
required to move an electron from the surface to a point at infinity is called
the work function of the surface; the value of the work function varies for

different materials (see Figure 1.2).

A gquantum-mechanical treatment of the electron treats it not as a
particle, but rather a probability density; the electron exists in a set of possible
locations until it is actually observed, when it “rolls the dice” and chooses one
of the possible locations. The probability density is continuous and decays

exponentially in regions where a classical electron would not go (see

Figure 1.3).
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Figure 1.2 Classical treatment of a free electron in a material.
The electron does not have enough energy to overcome the work

function of the material, so it reflects off the material boundary.
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Figure 1.3 Quantum-mechanical treatment of an electron.
Magnitude of electron’s probability distribution plotted on same
graph as energy. The electron is found outside the material with
some probability. The probability falls exponentially to near zero

within a few nanometers from the material surface.

As the tip and the sample are brought close to each other (on the order
of 1 nanometer}, electrons can tunnel from one to the other. This is a quantum
effect that results from electrons having a non-zero probability of being
found just outside the surface of a conductor. This means that there is some
probability that an electron from one conductor will cross over into a nearby
conductor. When there is a bias between the two conductors, this can
influence the direction of tunneling and produce a net current flow from one
conductor to the other, even though the two are separated by a non-

conducting gap.



Although the exact equation governing electron tunneling between two
conductors that have the shapes of the tip and sample is not known, it can be

approximated by the following equation: [Stoll91]

2me
i= e h? VA ¢ exp(-2 @cﬁ D)
h 472D h?

In this equation, i, D, and V are the tunneling current, distance, and

applied voltage as shown in Figure 1.4. ¢ is the average work function of the
material in the tip and sample (¢ +¢2)/2. Aeffis the effective area over which

electrons tunnel. The other parameters, which do not vary from experiment to
experiment, are the mass of the electron (me), Plank’s constant (h), and the

electron charge (e).

Work fn §1

Sample Work fn ¢2

Figure 1.4 Tip/sample gap. D is the distance between the tip and
sample. V is the applied voltage potential. i is the tunneling
current. @1 and @7 are the work functions of the tip and sample.

For a given tip, sample, and bias we can express the relationship
between the tunneling distance D and the tunneling current i as

. K
l=-—516Xp(-K2D), where K; and K> are positive constants that depend on the

experimental setup. Typical tunneling conditions have an applied voltage of a
few hundred millivolts, a tunneling current of a few nanoamperes, and a
tunneling distance of about a nanometer. The (at least) exponential drop-off of
tunneling current with distance provides extremely high vertical resolution

for the STM (on the order of 1% of one atomic diameter).



The horizontal resolution of an STM is limited by the radius of curvature
of the tip used for scanning. This is because electrons can tunnel from any of
the atoms at the end of the tip to any of the atoms on the surface. The effective
area of tunneling increases with the radius of curvature of the tip. For this
reason, sharp tips are critical in order to achieve high horizontal resolution

when scanning.

Nanomanipulator System Overview

We are just beginning to have fast enough graphics engines and
acceptable trackers to allow us to provide scientists with real-time immersive
virtual-world interfaces to their instruments. We have brought this power to
bear on the visualization of data from and control of a Scanning Tunneling
Microscope with the UNC/UCLA Nanomanipulator system. The virtual-world
interface demonstrably contributes to the power of the instrument.

In January 1992, an STM built at UCLA was brought to North Carolina
and interfaced to the existing hardware and software of UNC's Head-Mounted
Display project and the GROPE force display project. [RobinettCourse92] We
named the system the "Nanomanipulator" because it allows the user to see, feel,

and manipulate matter at the nanometer scale.

The STM functions as both the imager and effector in this atomic-scale
teleoperator system. The system operates in three moedes. In raster-scan mode,
the STM tip moves back and forth, continually streaming in new surface
height data on a user-specified grid. Our system uses this data to update the
reconstructed surface model in real time. Independently and asynchronously,
the viewer may fly about the surface, or hold it at arm's length and tilt it so
that the directional illumination reveals and highlights surface detail. The
surface model serves as the buffer mediating between the back-and-forth slow
scanning of the STM and the TV-like fast scanning of the display system. At
the same time, experimental parameters and instrument data are stored for

later replay or off-line analysis.

In feel mode, the scientist uses the manipulator arm to move the STM tip
directly (as the crow flies) over the surface, feeling the contours, and
perceiving particular point heights, as the STM visual cursor traverses the

surface image.



In pulse mode, the user also moves the tip directly over the surface, and,
with a finger trigger, may select locations to fire voltage pulses, modifying the

surface.

The user interface through which the human user perceives the
microscopic world consists of a stereoscopic head-mounted display and a force-
feedback handgrip. Motions of the user's head and control gestures of the
user's hand are scaled down approximately one billion times by the
Nanomanipulator to control the viewpoint from which the microscopic world
is seen by the user and to control surface modifications effected by the STM.

Figure 1.5 shows the user interface for the Nanomanipulator.

Figure 1.5 User interface for the Nanomanipulator sstem. The
user can control the action of the STM tip with the force-feedback
ARM, feel surface contours, and specify bias pulses by pressing the
finger trigger. The user sees the sample surface through the head-
mounted display. A copy of the user’s view is also projected on a

wall screen for onlookers.

The graphics system that generates the stereoscopic images for the HMD
provides highly detailed shaded 3D color images in real time. The HMD and
head-tracker allow the graphics to be generated in coordination with the
user's voluntary head motions, s¢ that users perceive themselves to be

surrounded by the microscopic environment.



Overview of following chapters

Chapter 2 presents prior work, both in STM visualization methods and in

surface modification using STMs.

Chapter 3 presents the results obtained with the Nanomanipulator
system and lists the contributions made by this project. It also lists some of the

lessons learned in the course of investigation.

Chapter 4 presents the system from the user’s point of view. It describes
the interface and the facilities that are available to the user of the system to

aid in performing experiments.

Chapter 5 describes the system hardware, including the user interface

hardware and the hardware that is used in control of the STM.

Chapter 6 describes the system software. This includes the methods used
to reconstruct the data from the samples, the user interface software, and the
STM control software. This chapter also provides information on compiling

and running the software in its current environment.
Chapter 7 describes future directions for the project.

Appendix A describes the Standard Device Interface (SDI} library that is

used by the system to connect its various components.

Appendix B provides information on the amount of electrical noise

present on various inputs and cutputs to the STM.

Appendix C contains two poems that were written about the system and

presented to us by their authors.

Appendix D contains pointers to the source code for the system.
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Il. PREVIOUS WORK

Survey of visualizations for STM data

Standard practice for STM data visualization during data collection is
viewing gray-scale images of the surface as seen from above, where dot
brightness corresponds to surface height at each point in the image. An
example of this sort of image is seen in Figure 2.1. For later offline viewing or
publication, most visualization is done using various graphing routines on
persconal computers. These packages draw a connected line for each scanline
the tip has made, doing hidden line removal on areas that would be occluded,
Color is used effectively to show either surface height or other surface
properties. For presentation, shaded surface images are often computed off-
line, after the experiment is complete. [Edstrom91] [Komuro87] [Stoll91]

[Snyder91] [Magonov91]

e iE

Figure 2.1 Gray-scale image of surface. The brightness of the

image at each location depends on the height of the surface; higher

areas on the surface are brighter.



Figure 2.2 shows an example of a publication-quality image. This
picture shows the interference patterns of electrons that are captured in a
“corral” of 48 iron atoms adsorbed onto a copper surface. [Crommie93] The fact
that scientists use images of shaded surfaces colored according to properties of
the data when publishing their findings indicates that they consider such
presentations to be a useful way to convey information about a surface. By

providing such presentations in real time, we will bring the benefits of

publication-quality visualization to bear during the course of an experiment.

Figure 2.2 Example of publication-quality visualization. Image
made at the IBM Almaden Research Center showing a spatial image
of the interference pattern caused by electrons scattering from a

ring of iron atoms on a copper surface. [Crommie93]

Recent work by Lyding at the University of Illinois in collaboration
with the Beckman Institute has resulted in an STM interface module for the
Application Visualization System (AVS) that gives data from the STM scans to
other AVS modules for high-quality interactive rendering of surfaces using
Gouraud shading. This results in shaded images from a given point of view at
rates on the order of one image per minute. Lyding found that his interactive

viewing system guides experiments while the data is still being collected.
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[personal communication] We have found the same effect with our interactive

system.

Besenbacher et al. at the University of Aarhus, Denmark, have taken
another approach. They still draw the images on a personal computer, but they
make images from successive scans and put them onto videotape for later
viewing. This allows them to view surface dynamics that happened during the
experiment. The dynamics cannot be viewed while the experiment is in
progress, but nonetheless they have found the motion display to be very
useful. Referring to his videotaped images of the scanned s-urface,
Besenbacher writes “...one can record STM movies and thereby visualize in
real time and space dynamical processes on metal and semiconductor surfaces.
Such information, which cannot be obtained by any other means, is very
decisive for a full understanding of both the growth mode of reconstructed
phases and the resulting static structure.” [Besenbacher91] We also have found

real-time viewing of the data to be valuable.
Survey of surface maodification

There are many groups around the world performing surface
modification using STMs. I present a sampling here, including recent

advanced work.

Work by Mamin et. al. at IBM Almaden Research Center studied
modifications to gold surfaces using gold tips. After examining the results of
many pulses, they came to the conclusion that field evaporation was the cause
of mound formation on the surface after a pulse, The mounds formed were
from 10-50 nm across, were stable, and could be made quite reliably. They used
their system to produce a map of the world that was about 1lum across.

[Mamin91]}

Another research group at IBM Almaden Research Center, led by Eigler,
has positioned individual atoms to form structures. Working in ultra-high
vacuum and at ultra-low temperature (about 4° Kelvin), the group positioned
individual xenon atoms on a nickel surface to form the letters “I B M.”
[Eigler90] They later went on to create the electron corral depicted above.
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Both Lyo and Avouris, and Kobayashi et al.,, have shown that it is
possible to alter the surface of a silicon crystal by carefully controlling the tip
height and the bias between the tip and sample. The former authors have
successfully removed clusters and even individual Si atoms from a surface by
applying voltage pulses of +3V to the sample under study (with the tip
grounded). The amount of material transferred in each pulse depended on the
distance from the bottom of the tip to the sample surface (the smaller the
distance, the larger the field and thus the more material transferred). They
were also able to transfer atoms from the tip back onto the surface by
applying voltage pulses of -3V to the sample. Kobayashi et al. have been able to
form trenches only a few nanometers wide. They scanned the tip over the
surface at a speed of 50 nm/s while holding the sample at a constant voltage of
either polarity in the range from 4-10 volts. They used tip-sample separations
significantly larger than those used by Lyo and Avouris. These studies have
demonstrated the feasibility of altering the structure of a surface literally one
atom at a time. What they lacked was the ability to interactively view the
surface while it was being modified (they set the experiment, let it run, and
then viewed the data afterwards). [Lyo91] [Kobayashi93]

Further work by the Aono group in Japan (which includes Kobayashi,
Grey, and others) extended the work by Kobayashi and has been able to
remove single silicon atoms from specific lattice sites and place single atoms at
specific lattice sites. This spectacular work was done in ultra-high vacuum
using tips that were meticulously prepared using etching, electron
bombardment, and pulsing. [Grey93] [Aono93]

14



lli. RESULTS AND CONTRIBUTIONS

Results
“If we perceive our role aright, we then see more clearly the proper
criterion for success: a tool-maker succeeds as, and only as, the
users of his tool succeed with his aid. However shining the blade,
however jeweled the hilt, however perfect the heft, a sword is tested
only by cutting. That swordsmith is successful whose clients die of
old age.” [Brooks&8]

Learn something that was unknown before

In building the Nanomanipulator, we have created a user interface for
an STM. To study the effectiveness of this interface, we must study the insights

into surface science that have been obtained using it.

While in the preliminary stages of this project, we received a data file
from UCLA that contained data for a Highly-Oriented Pyrolitic Graphite (HOPG)
sample that had been bombarded with 5 keV argon ions. [Eklund91] This data
had previously been examined for several months in order to determine the
effects of the radiation. We tessellated the data with triangles and used a
standard viewing program to generate a videotaped fly-through of the data set
and sent the tape back to UCLA., The fly-through was guided by an operator
who was skilled in computer graphics, but a novice to surface science. The
footage used in the tape was displayed in real-time on Pixel-Planes 5, which is
the same graphics computer used by the Nanomanipulator system; the images
were comparable to those produced by the Nancmanipulator.

While viewing the videotape (real-time color shading, but no stereo),
the scientists at UCLA discovered that some features on the surface they had
thought to be noise were actually graphite sheets that had been tilted up out of
the surface (see Figure 3.1). The specular highlighting of the surface and
particular viewpoint brought the features to the scientists’ attention; the fact



that these sheets were regular and that they were not aligned with the scan
direction allowed the determination of their origin. There are about seven
samples per undulation of the sheet, so the undulations are not an artifact of
the surface tessellation; they are about 1 nm in height, so they are not an
artifact of under-sampling the crystal lattice (such artifacts would be only
about 0.1 nm high). The discovery of the planes showed us that a visualization
using real-time shading and motion is superior to either static gray-scale
images or static line-contour images, both of which had been used on the data
before, and gave us the impetus to relocate an STM from the Department of
Chemistry at UCLA to the Department of Computer Science at UNC.

Figure 3.1 Graphite planes. This is a rendered image of an ion-

bombarded highly—-oriented pyrolitic graphite (HOPG) sample. The
large scrapes in the center are visible even on a gray-scale image;
the more subtle diagonal striping in the upper right corner is
accentuated by highlighting and indicates graphite sheets that have

pushed up out of the surface.
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Order of magnitude decrease in experiment time

As part of our investigations, we performed a series of experiments to
study the mechanisms of material transfer between an Au surface and tip
during voltage pulses (see Figure 3.2). An important part of these experiments
involved firing a large number of voltage pulses and observing their effects
on the surface. In order to separate the changes to the tip from the changes to
the surface, it was necessary to re-scan the surface after each pulse and watch

how the surface evolved over a couple of scans.

Figure 3.2 Mesa formed by voltage pulse. This mesa was formed
by the STM tip welding itself to the sample and then being pulled

loose by the feedback circuit after a voltage pulse. The interactive

nature of the system allowed us to perform the experiments that

discovered this effect.

The interactive control over pulse locations, combined with the
immediate shaded display of data acquired from the STM, allowed us to do over
300 pulse experiments (including the determination of the tip-length change,
surface modifications, and form of tunneling current after each pulse) in four
5-hour blocks. Without such control, the amount of effort required to
determine the pulse effects and correlate them to the pulse parameters for
their individual pulses would have prohibited performing the experiment.
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Seeing the data arrive in real time allowed us to easily understand which
surface transients were caused by brief tip lengthening after the pulses, as
opposed to tip changes that occurred spontaneously when no pulse was fired; it
also allowed us to determine which changes to the surface were temporary and

which persisted for several scans.

This sequence of experimehts revealed that it was often the case that the
tip became welded to the sample after a pulse and would then be drawn back

until breaking, leaving a mound on the surface and increasing the length of

the tip. [Taylor94SSL]

Thus, interactive control of the pulse locations combined with
interactive viewing of shaded display of the scan data enables new types of
experiments that were not feasible before, experiments that reveal new
insights into the mechanisms of surface modification. A further description of
the experiment (closely following the presentation in [Taylor94SSL]) follows:

Introduction

There have been many reports of surface modification caused by
volfage applied to the tunneling tip in a scanning tunneling microscope
(STM). [Ringger85] [McCord86] [Stroscio91] Some of the work has been quite
elegant in that single atoms have been added [Becker90] or removed
[Avouris92] [Lyo91] [Kobayashi93] [Grey93] [Aono93] to create artificial atomic-
scale structures. The technological importance of this capability cannot be
overemphasized. The atomic-scale structures rely on fortuitous materials
parameters (such as weak binding energies of certain atoms on certain

surfaces [Avouris92] [Lyo91}) that cannot be duplicated in all materials

systems.

Tunneling tips made from Au have been used routinely to modify the
surface morphology of Au films. [Mamin91] The Au surface meodifications have
been at much larger than atomic scale. The smallest features are several
nanometers in dimension, and tens of nanometers are more common. Instead
of single atoms, mounds of material are transported from the tip to the surface
and back depending on surface morphology and tip-surface voltage bias.
Apparently a voltage bias of 3-5 V (corresponding to electric fields of 107
V/cm) is sufficient to cause field evaporation from the tip to the surface. By
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using short voltage pulses (a few hundred nsec), Mamin and coworkers have
been able to form uniform permanent mounds of Au on Au surfaces. Other
materials have been deposited from other tips onto Au and onto semiconductor
surfaces, but the most extensive work was done for Au/Au. [Mamin91]

The question of what in detail occurs during a surface modification
event has not been settled. In atomic-scale modifications, the local surface
chemistry plays an important role, which is apparent because many
modifications occur at particular lattice sites. [Ringger85] [McCord86]
[Stroscio21] [Becker90] Voltage pulses of approximately the local binding
energy were used to reversibly place and remove atoms on semiconductor
surfaces. [Becker90} In the Au/Au modifications, the local surface chemistry
does not vary substantially over the Au surface, so another model must be
emploved. It was suggested that field evaporation from the tip to the surface
was the main cause of the observed changes. [Avouris92] [Lyo91]
[Kobayashi93] [Grey93] [Aono93] Observations that the minimum voltage bias
to achieve surface changes was dependent on the tip-to-surface separation
were consistent with the model that a certain electric field is required to move

material from the tip to the sample or back.

Alternative models included hydrostatically-induced flow between the
tip and surface [Landman90], and local melting of the tip and the surface,
perhaps due to heating a small region with the rather high tunnel current
density (= 103A/cm?). Comparing the pulse power to the thermal time
constants in the tips, one finds that the heating model does not seem plausible,
since the heat dissipated in the tip (the smallest constriction) is only = 1016w

under tunneling conditions and 10-11W when shorted.

We have studied the temporal response of the tip feedback voltage and
tunneling current just after short voltage pulses in order to determine in
detail what happens to the tip and the surface during the modification. Qur
results indicate that the simple field evaporation explains most of the voltage
pulses, but that frequently a filament forms between the tip and sample.

Experiment

Qur experiment employed a standard piezo tripod. [EKlund91] The tips
were either etched W, cut Au wire (0.25 mm in diameter) or cut PtRh wire
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friction-loaded into a hollow tube on the piezo tripod. All experiments were
conducted in air inside an electrically-shielded enclosure. The samples were
electroplated Au films on the ends of the center conductors of specially
configured coaxial connectors. The tunnel current I was sensed with a
current preamplifier comprising a 10 MQ shunt resistor Rgh and a gain-of-10

buffer (see Figure 3.3).

Feedback
2 contral (Vib)
Bias tip =
Voltage (Vbias) -;: s
3
=
Preamp =
QOutput ()
(To feedback) Rshunt
Gpreamp (10M)

Figure 3.3 Circuitry converting tunneling current to voltage.The
tunneling current flows through a 10 MQ shunt resistor, converting

it to a voltage of 10 mV/nA. The gain-of-ten preamplifier converts
this toa 100 mV/nA signal It that drives the signal to the feedback

electronics. The feedback electronics servo the tip position by

adjusting the feedback voltage V.

The bias voltages Vpias were varied between 0.2V and 1V in both
polarities, and the pulse heights Vpyuise were several volts (5-12) at the same
polarity as Vpias. In the experiments reported here, there was no significant

difference between experiments at positive and negative polarity. The pulse
lengths tpylse Were not critical above a threshold of a few tens of nanoseconds.

Cut and etched tips behaved about the same. Neither was able to make surface
modifications as reproducibly as has been claimed in experiments done under
ultra-high vacuum (e.g. [Mamin91]). Both kinds of tip made moderate-sized

features (>20 nm) up to very large features (>200 nm). In the experiments
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with W tips, it seems likely that the tips were coated with gold after a few
pulses, which could explain the similar behavior between Au and W tips.

We used a Tektronix DSA 602 Digital Signal Acquisition unit to measure I¢
and the feedback voltage Vfp transients during and after the bias pulses. The
rise time of the tunnel/preamp circuit is too long to observe much reaction
during the < 2 usec pulses, but Vi and I continued to react for several msec
after the pulse. We began scanning again several tens of milliseconds after
the pulse was completed, which is after the end of the transients shown.

Results

Volts (100 mV/nA tunneling current) (9.25 nm/V offset)
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Figure 3.4 TFlat and exponential events. This figure shows the
tunnelng current (It} and feedback voltage (Vep) response for a flat

event and an exponential event.

We have found that several different kinds of events can occur when a
pulse is fired between the tip and surface. Mounds can be formed on or
removed from the surface, and the tip can be shortened or lengthened. The tip
shape can change as well in subtle or (more rarely) dramatic ways. All of
these events can be correlated with transient recordings of It and V. Most of
the events can be labeled as flat or exponential based on the response in I;.
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Similar results have been reported by others. [Avouris92] [Lyo91]
[Kobayashi93] [Grey93] [Aono93] [Landman90]

A flat event is characterized by a transient in Iy as shown in Figure 3.4.
It falls rapidly from the value at the end of the initial pulse at t=0 and settles to
the value VpiasGpreamp- This indicates that the tip and surface are in direct
electrical contact. In nearly all cases the flat event leaves a mound on the
surface. The mesa-like mound pictured in Figure 3.2 is the result of one such
event. The mound dimensions are 28 nm by 54 nm by 36 nm high, an aspect
ratio of height to widm which is greater than unity. While I; is constant, Vip
decreases linearly at the rate fixed by the time constant in the feedback
integrator until, after a time &tfa¢ (see Figure 3.4), I; begins to drop
exponentially again. This correlation has been confirmed in many such
events and is illustrated in Figure 3.5, by several curves which differ in Vpijas.
All of the curves scale such that the resulting plateau is It = VpjasGpreamp.

Similar data were obtained with PtRh tips and Pt surfaces.
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Figure 3.5 Flat events for different values of Vpigs. The flat
events always leveled off at the value VpiasGpreamp, indicating a
low-resistance path from the tip to the sample for the duration of

the event.
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To explain the flat events, we suppose that the contact remains until the
feedback circuit biases the z piezo crystal to apply enough stress to the break a
filament formed between the tip and sample. Flat events always make the tip
appear longer in the transient recordings, apparent in Figure 3.4 as a shift
8Vip down from the equilibrium V§p by about 3 V or 28 nm; this shift
represents the net difference between additions to the surface and changes to
the tip length. Usually (=90% of the events) this tip lengthening is confirmed
by subsequent study of the topographical image in regions where there were
no modifications. In no case was the tip found to be shorter after depositing a
mound with a flat event. The lengthening and frequent sharpening of the tip
after depositing material on the surface are consistent with the model that the
tip bonds to the surface and then must be torn loose by breaking a filament,
which presumably stretches (typically 30-40% in Au [AIP72]) before breaking.

The exponential events are characterized by a monotonic decay of the
tunnel current after the pulse or by a ringing oscillation if the decay time-
constant is long enough. This kind of event is also shown in Figure 3.4. The
transient recordings from exponential events often indicate some shortening
of the tip, which is confirmed in topography scan only about 50% of the time.
The remainder indicate no change in tip length, although many of them
indicate that the tip shape has changed. (Usually the tip gets slightly rounder
as judged by a general loss of detail in the surface features.) We assume that
these exponential events correspond to the field-evaporation events
[Mamin91], i.e. loss of tip material will naturally occur where the field is
strongest, where the tip is sharpest and where the topography image current
is concentrated. About 25% of the exponential events deposit mounds and a few
percent remove small mounds, but more than 67% of the simple exponential
events make no detectable change on the surface. The same fraction of
ringing or multiple exponential events make no change, with the remaining
third randomly causing mounds to appear or disappear or causing pits to be

formed by removing surface material from a smooth landscape.
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Our experiments indicate that the kind of tip and surface modifications
can be inferred from the type of transient recording that we observe. Nearly
all of the flat events cause mounds to appear {many of them flat-topped), while
only about one-third of the exponential or multiple exponential events modify
the surface. To illustrate the correlation between tip change and transient
event, we display a plot 8§V, taken from a large set of experiments in

Figure 3.6. The lowest index (0) events are characterized by no apparent event
in It. The next set (1 and 2) are simple exponential decays of I; following the
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Figure 3.6 Tip offset by I result type. This graph shows that
most exponential events had a net positive (towards the surface)
offset after a pulse. All flat events had net negative offsets, with
longer events having larger offsets. In particular, note that none
of the exponential events had as large a negative offset as even the

_shortest flat events.
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pulse, 3 - 9 are all ringing exponential events and 10 - 12 are flat events. There
is a clear correlation between flat events and a net negative change in 8Vp

and exponential (especially ringing) events and small positive changes in
dV¢p. We have noticed (for single values of feedback gain and time constant) a
linear correlation between &tfjat of the flat region in the tunnel current in
flat events and 8Vsp (see Figure 3.7). This correlation is sensible, since the

breaking strength of the Au filaments is nearly a constant for all of the

filaments.
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Figure 3.7 Tip offset after flat events. There was a linear
relationship between the duration of the flat event and the distance

the tip was offset after the event.

Our experiments indijcate that the simple model of field evaporation of
material from asperities on the STM tip cannot explain all events observed in
our surface modification experiments, Qur data imply that there are fairly
frequent events in which the tip and sample surface are in electrical as well
as intimate mechanical contact, and that the tip in fact bonds itself onto the
sample surface only to be broken free by stress applied by the feedback.
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Build an intentional structure on a surface — not yet

One of the initial goals for this project was to be able to make
intentional structures with feature sizes of around 10 nm on a surface.
Although we have made progress towards understanding the types of changes
that can occur during surface moedification attempts, we have not been able to
control the type of change that occurs. While the user can adjust change
attempts based on the results of earlier modifications, the changes are so
random and varied as to make it impossible to create an intentional structure

of this small size.

There have been times during experiments when conditions were
favorable, and it was possible to draw a line or arc on the surface using
repeated pulses, each of which removed a small amount of material. During
these experiments, it was useful to be able to choose the location for each pulse

based on the results of previous pulses.

Meanwhile, researchers at other laboratories have had spectacular
success with surface modification — Eigler’s group at IBM Almaden Research
Center has written “IBM” and built an electron corral using individual atoms,
Mamin’s group at IBM Almaden has drawn a map of the world using gold
mounds, and the Aono Atomcraft Project in Japan has succeeded in removing
and replacing individual silicon atoms on a surface. [Crommie93] [Mamin91]
[Aono93] These groups each worked with an STM that worked at ultra-low
temperature, had a much wider scan range, or worked in ultra-high vacuum.
Note that a virtual-reality interface could be added to any of the above
instruments and would presumably augment their effectiveness just as it has
augmented the effectiveness of the STM used by our project.

Contributions

The primary contribution of this dissertation to computer science has
been the creation of the Nanomanipulator system, which presents a new
paradigm for interacting with a scanning tunneling microscope. This
paradigm can clearly be extended to other scanning probe microscopes, such
as the atomic force microscope (AFM); in principle, it extends to control of any
instrument whose interface is either indirect or unnatural for the user but
that deals with objects (such as surfaces) that are familiar to the user. This
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dissertation has shown that the computer can act as interpreter between user
and instrument, and that as a result the effectiveness of instrument use can be

improved.

The primary contribution of this dissertation to surface science has
been the use of the Nanomanipulator system in the discovery of the graphite
planes on HOPG and the discovery of a new mechanism for surface

modification, nano-welding,

A final contribution of this dissertation has been the demonstration of a
useful, working virtual reality system, both to the scientific community and to
wider audiences. The system has used existing technology to successfully
attack current problems in research, thus providing a real example of the
types of benefits to be expected from such an interface. While we have shown
that adding a virtual-reality interface to an STM is sufficient to provide a more
powerful instrument; we have not shown that all of the elements of VR (in
particular, immersion) are necessary. Though we believe that there are
benefits to immersion (more intuitive navigation and pointing), it is possible
‘that a fully-interactive, real-time, head-tracked, stereo, through-the-window

system could have provided the same insights.
Lessons learned

During the course of this project, we have created several different
ways to scan and view the surface. A question that we would like to ask the
scientist is, “Which of these ways is best.” The answer is often, “All of them.”
When we added additional scan patterns to the instrument, the scientists used
all of the new ones and the old ones and then asked for more; the more ways to
probe the same surface, the better! We provided both stereo HMD viewing and
viewing on a projection screen — both are used. We allow pop-up menu
selection of mode changes or verbal commands to a human assistant at a
keyboard — both are used. The lesson here is that (especially for complicated
interactions) providing multiple ways to perform the same action is usually

better than any one of the choices.

It is easy to lose sight of the fact that scientists want numbers.
Although improved shading and visualization can give good qualitative
insights, serious study of a phenomenon requires quantitative measures of its
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important characteristics. The place that this project has been the most lax has
probably been our failure to provide quantitative measurement tools to the
scientists — tools which they have cried out for many times over. The lesson
here is to provide quantitative measurement tools from the beginning in any
application designed to be used by a scientist. Examples of the kinds of

numbers surface scientist are interested in can be found in [Eklund93].
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IV. USER’S VIEW OF THE SYSTEM

An important part of the Nanomanipulator system is the view it
presents to the user. The driving goal here was to provide an interface that
allowed the scientist to interact with the surface itself, rather than with the
computer. In a perfect system, the user would not realize at all that the

computer was mediating for him.

The Nanomanipulator is designed to act as a translator, converting
between the nanometer-scale actions of the STM and the meter-scale actions of
the human operator. As shown in Figure 4.1, the user is presented with a
three-dimensional image of the surface that is floating in space. A hand-held
device allows the user to move, feel, or modify the surface. A pull-down menu
system allows selection of the current mode of operation. Control panels,
which float in the air about the user, allow adjustment of system parameters,

including pulse parameters and surface representation.

Figure 4.1 User interacting with the system.



Immersive interface (head—-mounted display/ARM)

In order to see the immersive virtual world, the user wears a head-
mounted display (HMD) and grasps the handgrip of an Argonne-III Remote
Manipulator (ARM). (It is also possible to use the system by viewing the
projection-screen display visible in Figure 4.1, but this is not described here.)
The HMD displays two slightly different images to the user’s two eyes,
providing a stereo image that gives the illusion of looking at a three-
dimensional space. While wearing the HMD, the user cannot see the world
around him, but rather feels immersed in a computer-generated environment.
Since the helmet is tracked by the computer, the display responds to the user’s
motion. This allows the user to move around in the world and have the objects
respond to his motion. To him, it appears that he is standing in empty space,

while nearby are his hand, a surface, and some control panels.

Headphones in the HMD allow the user to hear “auditory icons”
presented by the computer. These icons indicate the mode of operation, voltage
pulse firing, and the success or failure of actions taken by the user.

The user’s hand is tracked by the ARM, and the computer draws an icon
at the hand location that follows his motions. The user can position the icon by
moving his hand normally. The particular hand icon changes to indicate what
mode of operation the user is in. Buttons on the handgrip allow the user to
effect actions in the world, such as moving things around or modifying the
surface. The ARM is capable of providing force-feedback to the user (pushing
back), so the user can probe the surface contours, his hand being pulled to the

surface height.
Surface representations

The most important thing the user sees in the environment is the
surface under study. When the user enters the space, the surface first appears
as a flat plane floating in space. There is a directional light source attached to
the user’s head orientation, and the resulting specular highlights make it look
as if the surface is made of shiny plastic. As the user tilts his head, the

highlights change to match.
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Figure 4.2 Surface coloring. The same surface colored first

according to height and then according to standard deviation,

As the STM begins to scan and to send data points to the user interface,
the surface starts to change. A scan begins at one end of the surface and
sweeps across, leaving topography behind. The color of the surface is no
longer uniform, but changes to show features of the incoming data. In about
thirty seconds, the entire surface has been scanned and the user is viewing
what appears to be a second-stage (positive) plastic mold taken of the surface.
As the user moves to inspect the surface, shading and specular highlights
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show clearly the contours on the surface, allowing him to understand better

its shape.

Figure 4.2 shows an example of a data set using two difference coloring
schemes. In the simplest case, the surface is colored according to height. In
this representation, lower areas on the surface are bluer and higher areas
redder. This color information is redundant, since the surface itself rises up in

the high areas, and the shading also indicate slopes.

Another coloring scheme that is not redundant with topography is
coloring by standard deviation. In this mode, several height samples are taken
at each location on the surface with the tip held still in x and y during the
samples. The surface is drawn passing through the mean of the samples and
the color of the surface represents the standard deviation of the samples. In
this mode, the standard deviation of the samples is calculated and then linearly
scaled by a user-selected constant. The resulting value is clipped to the range
[0,1], and then the color is selected by linearly interpolating in RGB
(Red/Green/Blue) color space from pure blue at O to pure red at 1.

Ideally, all of the samples would be at the same height, but since the
feedback circuit that controls the height of the STM tip is not perfect it
sometimes causes oscillations or jumps in the tip height. These jumps do not
represent surface features, and they cause rapid vertical motion of the tip. The
rapid tip motion causes a high standard deviation in the samples, so they show
up as red areas on the surface. The red areas therefore indicate poor feedback
tracking and alert the user that the data from those areas is suspect.

Two other data representations besides a shaded surface are available to
the user of the system: spheres and dots. We find that these modes are not often

used.

Sphere representation puts a large sphere at each data point such that
the spheres from neighboring points overlap. This can avoid artifacts that are
present in the polygonal representation and shows where each sample point is
located while still presenting a closed surface. Of course, it adds many artifacts

at the sphere intersections.
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Dot representation displays each sample point as a small sphere.
Spheres for neighboring points do not overlap. This provides a surface
representation that is free of aliasing artifacts caused by interpolating

between data points, and also provides a surface in which nearer parts do not

occlude further parts.
Modes of operation

Since there are seven operating modes and the hand-held control only
has two buttons on it, it is necessary to have some sort of modal system. The
system uses the thumb trigger to access a menu system that allows changing of
the mode and the finger trigger to cause action in whatever the current mode
of operation is. There is a different hand icon for each mode of operation, so
the user can always tell quickly what action will be taken by the finger
trigger. The modes are broken down into two sets: those that affect only the
display of the virtual world and those that send commands to the STM.

Virtual-reality modes

There are several modes that affect the translation, orientation, and
scale of the user with respect to the surface; these are scale up, scale down,
fly, and grab. None of these modes affect the operation of the STM; each of
them moves the user about within the world, or the world about the user. These
modes are all common actions to take in a virtual world. [Robinett92]

In scale up mode, the hand

is represented by two green arrows
pointing away from each other. In
scale down mode, the icon becomes two red arrows pointing towards each
other. In either mode, the size of the surface with respect to the user changes
by 10% per viewing frame (50 msec) as long as the finger trigger is held
down. This allows the user to select the apparent size of the surface — adjusting
it from matchbox size up to several meters across. This is usually the first mode
chosen by a user, as it has a great effect on how much of the surface can be

reached and what kind of interactions are feasible.

In fly mode, the hand is represented by a white arrow

—l/ that rotates to match the orientation of the ARM’s handgrip.
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When the user holds down the finger trigger, he is translated in the direction
that the arrow is pointing. This mode allows the user to fly above (or below)
the surface and get views from various locations. It is most useful when the

displayed surface is scaled to be large with respect to the user.

In grab mode, the hand is represented by a robot
hand. While the finger trigger is depressed, the surface
representation moves about as if it were being held by the
user. That is, it is translated and rotated so that its position relative to the hand
- remains constant. The icon does not have to be in contact with the surface in
order to grab - the interface acts as if there is an invisible link (like a glass
rod) between the hand and the surface. This allows the user to move the
surface to a convenient location or to rotate the surface so that the lighting
best reveals surface features. It is most useful when the surface is scaled to be

Heooe

about the same size as the user or smaller.

In order to show an indication of scale, a 2-D grid of lines marks off the
surface in 10 nm squares. The height of this grid relative to the surface can
be adjusted by the user, and it can be used to get a rough idea of the size of
features on the surface. There is another user mode, similar to grab mode, that
allows the user to adjust the height of this measurement grid; this allows the
user to move the grid to line up with a surface feature to be measured.

STM Control modes

There are three modes of operation that control the operation of the
STM itself; these are touch, select scan, and pulse. Each of these modes
causes commands to be sent to the STM when the user takes action.

In touch mode, the hand is represented as a small white cube.
Also visible in the scene is a thin white triangle that represents the
tip location on the surface. When the user holds down the finger
trigger, a force is applied to pull his hand (indicated by the cube icon)
to the top of the tip (indicated by the triangle icon}. This allows the
user (o feel the height of the surface at a given location. To feel other

locations, the user moves his hand laterally across the surface.
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What actually happens when the trigger is held down is that the STM is
asked to take a sample of the surface height at the (X,y) location of the user’s
hand. Once’ the height of the surface at that location is known, the tip icon is
moved just above the surface there. At this point, a simulated spring force is
used to pull the user’s hand to the end of the tip. The force pulls up if the user

is below the surface and down if he is above.

There are several notable things about this mode. The first is that the
sample location need not lie on the grid of samples that are taken during
standard STM scanning, so that this mode can be used to supersample the
surface. The second is that the user at no time controls the z position (height)
of the tip above the surface - this is comntrolled by the electronic feedback
circuit. Rather, the user feels a force that brings his hand into compliance
with the tip height. The last is that the simulated spring force is fairly weak,
producing a somewhat “soft” surface. This is due to the difficulty of presenting
hard surface forces when the force information is updated at only 20 frames

per second. [Kilpatrick76]

In select scan mode, the user’s hand icon is a pushpin. This
mode allows the user to specify that a particular subsection of the grid
is to be sampled and the rest of the grid should remain unchanged.
This mode is useful because it takes the STM about 30 seconds to scan
the entire surface. When making changes, it is sometimes desirable to look at a
small section of the surface more frequently. In this mode, the user presses
the finger trigger at one corner of the region, drags his hand to the other
corner, and then releases the trigger. From then on, the STM updates only that

rectangular subset of the entire surface, and the rest of the surface is drawn

as it was before the scan selection.

In pulse mode, the user’s hand icon is a lightning bolt. This is
the mode that allows the user to modify the surface. The user moves
his hand to the location over the surface where a voltage pulse is to be
fired and the presses the finger trigger. At this time, the STM tip is
moved to the indicated location, the voltage pulse is fired, and the
system goes back to scanning the surface. While the user is
positioning his hand, a green targeting line continuously indicates

the location on the surface at which the pulse would be fired. When the pulse
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is fired, a yellow line appears that pierces the surface at the pulse location to
indicate exactly where the pulse was fired. The user can fire repeated pulses

by pressing the finger trigger once for each pulse,
Menu system

A pop-up menu system is provided to allow mode changes and other
operations. Whenever the user presses the thumb trigger on the handgrip, the
main level of the 2-D pull-down menu system appears in front of him, within
his reachable volume. The user can move his hand around to select entries,
which causes submenus to appear. The user makes his selection by placing the
handgrip in the box with the desired function and releasing the thumb
trigger. The box that the user is currently in is highlighted so the user always
knows what choice he will be making. Figure 4.3 shows the menu system with
the file submenu chosen. The available main-level menus are File, VR

modes, STM modes, and Display.

Main Menu  File menu
Record Grid’
VR modes | Snapshot View
STM modes | Save

Display Save and Quit
Quit/Nosave

STM modes menu

VR modes menu Display menu

All Scan

Fly Show pulses
Select Part )

Grab Hide pulses
Touch Surface

UpScale Clear pulses
Pulse

DownScale Show measure

, - X Boust scan -

Height of measure grid Hide measure

y Boust scan

Figure 4.3 Menu system with File submenu selected. The other

three submenus are shown below it.

The File submenu deals with saving information and quitting the
program. The Record Grid entry stores the current grid of STM data in a
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memory buffer that can be later saved to disk. The Snapshot View entry stores
a copy of the image on the screen into a disk file. The Save entry stores any
buffered snapshots to disk one at a time, in FIFO order. This is a separate
command because storing the files to disk interrupts the smooth motion of the
user through the world while it takes place. The Save and Quit entry saves any
memory buffers and then exits the program. The Quit/Nosave command exits

the program without saving any memory buffers.

The VR modes submenu allows the user to select among the various
virtual world display change modes described above. It includes Fly, Grab,
UpScale, DownScale, and Height of measure grid. The last mode allows the user

to adjust the location of the measurement grid to allow coarse measurement of

surface features.

The STM modes submenu allows the user to select among the various
STM modes described above. These include Touch Surface, Pulse, and Select
Part. In addition, this submenu allows the user to select the primary scan
direction for the STM (either x or y) and has a shortcut entry, All Scan, which
tells the STM to select the entire grid for scanning. The x Boust scan and y
Boust scan entries cause the system to scan in either the X or Y dimension most
rapidly. Boust is an abbreviation for boustrophedonic, which means “as the ox

plows.”

The Display submenu allows the user to select which parts of the
system are to be visible. The Hide Pulses/Show Pulses entries control the
visibility of the markers that are displayed when a pulse is fired. There is
another entry, Clear Pulses, that erases all of the past markers that have been
displayed but that still allows future pulse markers to be visible (useful for
clearing out the markers for a series of pulses when a new series is to begin).
The Show Measure/Hide Measure entries control the visibility of the
measurement grid described above. Hiding this grid removes screen clutter

when absolute measurements are not important to the task at hand.
Control panels

There are two control panels floating in space within reach of the user.
These panels maintain their location in the physical space around the user
and are unaffected by scaling or flying. These control panels become active
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whenever the user puts his hand icon near one of them. The various controls
in the panels respond to the user pressing the finger trigger with the hand
icon inside the control. The control panel responds when the hand is inside it
no matter what the current mode of operation is. This means that the controls

can be adjusted at any time.
Pulse parameter control

The first control panel, shown in Figure 4.4, is used to control the STM
bias voltage and pulse parameters. The three dials on the left side of the panel
allow the user to adjust the bias voltage, pulse duration, and pulse voltage
value. The user can press the finger trigger while the handgrip is in one of
the dials and rotate his hand to adjust the setting.

Figure 4.4 Pulse control panel. These settings indicate pulses of
530 ns duration, jumping from a bias value of -0.2 volts up to a

peak value of -5.9 volts.

There are also three buttons on this control panel. The +/- button is
used to switch the polarity of the bias and the pulse peak. The send button
causes the current (adjusted) settings of the control panel to be sent to the STM
controller. None of the aforementioned changes to bias, polarity, and so on
take effect until this button is pressed. This also causes a message to be printed
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to the console indicating the new settings, and records the new settings in the
data file associated with the current program run. The cancel button causes
changes in the control panel settings since the last send to be ignored. The
control panel dials revert to the settings that were last sent to the STM.

Sampling control

The second control panel, shown in Figure 4.5, is used to control the
parameters described in the Surface representations section. This control

panel has three dials and two buttons.

Figure 4.5 Sampling control panel. These settings indicate 30

samples taken at a rate of 50 kHz with a scale of 1 on the standard

deviation.

The three dials correspond to the number of samples to be taken at each
data point, the frequency at which they should be taken, and the scale to apply
to the standard deviation when representing it by color. Setting the number of
samples to one causes the surface to be colored according to the height of that
sample. Setting the number of samples to more than one causes the sample to
be colored according to the standard deviation of the samples. The scale factor
multiplies the standard deviation of each set of samples; the result is clipped to
the range [0,1} and specifies the surface color. Blue areas on the surface
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represent low standard deviation, red surface areas indicate high standard

deviation, and purple areas indicate intermediate standard deviation.

The send and cancel buttons behave like those on the pulse control

panel.
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V. SYSTEM HARDWARE

Human Scale Operation

Serial lines

Polhemus
Tracker Scanning
Tunneling
Microscope

Nanometer
Scale
Operation

Figure 5.1 System hardware architecture. The VR interface
running on the Pixel-Planes host mediates between the nanometer-
scale operations of the STM and the meter-scale operations of the
user. This interface communicates with the STM and ARM
controllers using TCP ethernet connections, and with the Polhemus

head tracker and Macintosh-based sound server via serial lines.

The Nanomanipulator system consists of several subsystems, each
running on its own dedicated processor. This is done in order to meet all of the
different types of constraints on the system. For example, the part of the
system that controls the STM must have rapid Analog-to-Digital (A/D) and
Digital-to-Analog (D/A) conversion and precise control over voltage pulses,
whereas the part of the system that displays images to the user must be able to
perform extremely rapid polygon rendering operations to maintain the
images seen by the user. Rather than attempting to meet these and other goals



using one complex system, we have chosen to partition the problem into parts
that need only a small amount of communication between them and to run the

separate parts on different machines, each appropriate to the task it performs.

The system can be loosely divided into STM control, user interface, and
glue. The user interface and STM control are described below. These two parts
communicate with each other using a TCP (stream) connection over a

10Mbit/sec ethernet LAN (see Figure 5.1).

The part of the system that handles this and all other communication
between subsystems runs on a Sun 4/280 processor. The main job of the Sun is
to transfer information from one subsystem to another, sometimes translating
the information as it does so. The Sun communicates with the PC that controls
the STM (hereafter pc_stm0Q) and the PC that controls the ARM (hereafter
pc_armO} using TCP ethernet connections. It communicates with Pixel-Planes
5 using a specially designed host interface that connects the Sun’s bus to
Pixel-Plane’s ring network. It communicates with the Polhemus tracker and
the Macintosh-based sound server {not shown in the figure) using serial

connections.
User interface hardware

User interface hardware includes the equipment in the lower two
divisions of Figure 5.1, as well as some devices that are not shown in that
figure. There are five major divisions of the hardware:

e devices used to track the user’s position

¢ devices used to read user button presses

® devices used to generate the images seen by the user

® devices to present force output to the user

» devices used to present sound output to the user

Trackers

The purpose of the tracker subsystem is to report the positions of the
user’s head and hand. The head in our system is tracked using a Polhemus
3Space tracker, and the hand is tracked using either the same tracker or the

ARM.

42



Polhemus tracker

The 3Space tracker is one of several magnetic trackers produced by
Polhemus. These trackers work by having a source transducer at a known
position that radiates a time-varying magnetic field. There are one or more
sensors {wire coils) in which currents are induced by the varying fields. By
measuring the effects of the fields on the coils, it is possible to calculate the
position and orientation of the sensors relative to the source transducer.

We attach one sensor to the HMD worn by the user and (optionally) one
to a hand-held controller. Knowing the position and orientation of the source
and the relative positions of the sensors to the source allows us to determine
the position and orientation of the user’s head in the room. This allows us to
generate views in the virtual world that correspond to the user’s motion in the

real world — thus making it seem as if the user is present in the virtual world.

The 3Space tracker includes an onboard microprocessor to convert the
magnetic field information into position and orientation. This information is
sent to the Sun 4 host processor over an RS-232 serial communications line.
The 3Space is capable of providing this information about 60 times per second
for one sensor and about 30 times per second for two sensors. We operate the
tracker in continuous mode, in which it asynchronously sends reports as soon

as they are available. The Sun 4 reads all of the reports and uses the most

recent as the current position.

ARM

The ARM is a six-degree-of-freedom mechanical device whose joint
angles are measured using rotary potentiometers. This is the same device
described in {Taylor90], modified to use potentiometers rather than synchro
transformers. The A/D and D/A processing required to control the ARM is
performed by cards installed in pc_arm0. The values used by these cards are
transmitted to and from the Sun 4 using a TCP ethernet connection.

The working volume for the ARM (before it hits mechanical
constraints) is about a one meter cube. This volume is sufficient for most work,

but its limitations are an inconvenience to the user.
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Buttons

The buttons in the system are used to provide selection and command
capability for the user. The method of reading the button values depends on
the device that the buttons are on. As described in the software section, there
is a library that hides these differences from user code. The two types of
buttons used in the Nanomanipulator system are on the ARM and on the
Python-3 hand-held controller.

ARM

There are two buttons on the ARM: a finger trigger and a thumb switch.
Each switch acts as a momentary contact, reporting one value when pressed
and another when released. The buttons on the ARM are connected via a
resistor network to one of the A/D lines on the PC controller, Thus, their
values are passed to the Sun 4 along with the values that determine the ARM

position.
Python-3

In addition to the ARM, we also have another hand-held controller. To
make this device, we mounted a 3Space sensor in the handgrip of a Python-3
Nintendo joystick controller. This controller resembles a pistol grip with five
buttons arranged on it. The only buttons we use in the Nanomanipulator
system are the finger trigger and thumb button (in order to keep the system
the same when using the ARM or the Python controller).

The buttons in the Python controller are read using a single-board
computer produced by Z-World Engineering. This controller has a built-in
serial port that it uses to report the values. Due to an insufficient number of
serial lines on the Sun 4, we connect this single-board computer to a serial
port on another machine and use a TCP ethernet connection between this
machine and the Sun 4 to send the values. This two-hop method does introduce

some lag into the button events, but it is not noticed by the user.

There is no force-feedback capability when using the Python

controller, so it is not possible to feel the surface when using this device. The
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range of motion of the device is much greater than that of the ARM, however,

SO it is sometimes more convenient to use,

Image generation

Image generation is done on Pixel-Planes 5, which is a high-
performance graphics engine developed at UNC under the direction of Henry
Fuchs and John Pbulton. [Fuchs89] The system is hosted from a Sun 4 processcr
that handles creating and updating the display list. The NTSC video from Pixel-
Planes 5 is sent to the HMD and a pi"ojection screen via video cables.

Host

The host for Pixel-Planes 5 is a Sun 4/280. The connection from the Sun
to Pixel-Planes is via a Host InterFace card (HIF) that plugs into the VME bus
on the Sun. Ribbon cables connect this card to another card that is on the ring

communication channel for Pixel-Planes.

Pixel-Planes

Pixel-Planes 5 consists of several Intel i860-based Graphics Processors
(GPs), highly parallel renderer boards, Frame Buffers, and HIFs connected

together on an eight-channel ring network (see Figure 5.2).

Each GP board in the system contains two i860s, each with 6 MB of local
RAM. The primitives (triangles and spheres) associated with each object to be
displayed are distributed among the GPs, so that each GP handles a part of
every object in the scene. The GPs handle traversing the display list, applying
transformations to all the primitives, and determining which parts of the
screen a given primitive covers. They then form command lists for the
renderer in each region of the screen to draw the primitives. A typical system

contains about 20 Graphics Processors.
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Figure 5.2 Architecture of Pixel-Planes 5.

The renderer boards are made up of processor-enhanced memories and
quadratic expression evaluators. Each renderer board contains 128x128
processors, each of which handles one or more virtual pixels. As expressions
pass through the expression evaluator on the way to a given processor, the
parameters for that processor’s (x,y) location in screen space are filled in. In
this way, each processor “knows” its location. To draw a triangle, commands
are sent to enable only those processors that lie on the correct side of the
three lines making up the triangle, and then those processors color their
pixels according to a quadratic expression. This allows Phong-shaded triangles
to be drawn. The renderers perform Z-buffering on incoming primitives, so
that once all the primitives have been processed, the closest one at each pixel
is visible. Once a region is finished being rendered, it is sent to the frame

buffer. A typical system contains about 16 renderer boards.
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The frame buffers accumulate the regions as they arrive from the
renderer boards and then scan the data out in an appropriate video format.
There are currently three types of frame buffers available: 1280x1024 high-
resolution RGB frame buffers, 640x512 NTSC frame buffers, and 640x480 field-
sequential color boards. Video lines lead from the frame buffers out to screens
where the image is displayed. Stereo is implemented using two frame buffers;
the picture for each is computed in a separate pass through the display list

with different viewpoints for the two passes.

HMD

There are several different head-mounted displays in use in the
department. They each have two displays, one per eye, that show the contents
of one of the frame buffers. They also contain optics to present the images as if
they are located some distance from the user’s eyes, so that they are in focus.
The unit most used for the Nanomanipulator project is the Flight Helmet, made
by Virtual Research, Inc. This HMD uses two Liquid Crystal Display (LCD)
screens with resolutions of about 200x140 pixels spread over about a 90 degree
field of view.[Holloway93] A diffusive surface is placed on the LCDs so that the
image is blurry rather than a collection of separate dots. The optics used in
this display produce significant distortions of the screen. These distortions do
not seem to present a problem when trying to view a scene, but presumably
have effects on the user’s perception of the scene; these effects have not been

characterized.
Projector screen

The video signal that is sent to the left eye of the HMD is also sent to a
Sony rear-projection monitor whose display is in front of the user. This
display has a resolution of about 640x512 pixels, which is much higher than
the image seen in the HMD. This allows others to see what the user is seeing
during an experiment, and also allows the user to remove the helmet and look

at the screen to discern features that require higher display resolution.

It would be possible to display head-tracked stereo images on the screen
rather than in the HMD (using a high-resolution frame buffer and a
CrystalEyes stereo display system), but this has not been implemented. As the
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display resolution of future HMDs will increase, this will become a less

important option.
Force display

A motor is mounted on each joint angle on the ARM, allowing forces and
torques to be applied to the end effector. Thus, the ARM is capable of both
measuring the position and orientation of the handgrip and applying forces

and torques to the user.

The maximum force we allow the ARM to producé is about 20 Newtons
(about the weight of a gallon of milk). There is a foot pedal that provides a
hardware fail-safe; when the user is not stepping on the pedal, the current to
the motors is shut off to prevent the ARM from generating any forces.

Sound

Sound in the system is provided by a dedicated Macintosh computer. The
current system is a Macintosh IIci with 8MB of RAM and an 80MB hard drive.
Sounds to be played are pre-recorded and stored by name in files on the hard
drive. The Macintosh communicates with the user interface through a serial
line. Commands sent from the user interface cause specific sounds to be played
by the Macintosh. The sounds are played in speakers on the HMD. The sounds
are currently monaural. They are basically auditory icons that tell when

certain events occur.

STM control

The STM in place at UNC was developed at UCLA and shipped here. This
section describes the instrument we got from UCLA, for which we developed

some additional electronics.

There are two main tasks in controlling an STM. The first is to get the
appropriate control signals to the STM and sense the outputs. The second is to
keep unwanted signals and other effects away from the STM. An IBM PC/AT
controller with associated hardware is used to provide the signals, and various

hardware is in place to shield the system from unwanted effects.
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Personal computer controlier

Control and sensing of the STM is controlled by a Northgate PC/AT
computer with an Intel 486-DX2/50 processor. The chassis is a tower with a
300W power supply and several 16-bit expansion slots. There is a local hard
disk for storing the STM server program and a 3Com 3C507 ethernet card for
communication over the building ethernet LAN. The console of the PC is used
only for program development. During normal use, the display is turned off to
reduce electrical interference, and the server program communicates with

the user interface over the ethernet. See Figure 5.3 for a diagram of the

system.

Ethernet connection
to User Interface

system
Pulse GPIB
Generator 486 PC
D/A | A/D
Y . S Z
™
—f
Bias/Pulses

Figure 5.3 Architecture of PC STM controller subsystem.

The system includes several additional expansion cards and peripheral
devices to allow it to perform its control and sensing operations. The basic
operation are scanning the STM tip, sensing the height of the tip at each
point, generating pulses to the STM, and observing the results of the pulses on
the tunnel current and tip height. Each of these is discussed further below.
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Scanning control and height measurement

The analog inputs and outputs needed to control the scanning and
sensing of the STM tip (as described in chapter 1) are provided by a Data
Translation DT2838 board. This board offers up to 8 16-bit differential inputs,
which can be scanned at a maximum rate of 160K samples/second. It also
provides two 16-bit outputs, which can be updated at up'to 100K samples per
second each. See the following section on noise in the system for a description
of the noise present on the outputs while switching. Another disadvantageous
property of this particular card is the fact that it takes 1 ms to start any A/D or
D/A operation. Since we operate the system one scan step at a time, this is a
severe limit on the number of steps per second our system can scan. Single-
stepping is done because during some modes it is not possible to know ahead of

time which direction the next step is to take.

The two analog outputs are used to control the (X,Y) position of the tip.
The output of each DAC is fed into a high-voltage amplifier, which linearly
amplifies the +/- 10V signal up to +/-100V to drive the piezo crystals. See the
© section on noise for a description of the filtering done on the signals before
they are fed into the amplifiers. In order to avoid presenting sharp step
changes to the crystals, the DAC takes many small rapid steps between one
scan position and the next. The Direct Memory Access (DMA) mode of the
DT2838 is used to send these at 100 kHz.

The voltage that the electronic feedback circuit in the STM presents to
the Z piezo is sensed using one of the differential inputs on the DT2838. This
tells us the height of the tip. When multiple samples are to be taken at a single
scan position, DMA transfer is used to acquire the samples at the rate requested

by the user interface.
Bias/pulse generation and delivery

Controlled voltage pulses to be added to the bias in the STM (which allow
surface modifications as described in chapter 1) are provided by a Hewlett-
Packard 8116A pulse/function generator. The 8116A is capable of producing
pulses with durations of from 10 ns up to 1 second. The pulses can be of either
polarity and up to a maximum of 16 volts. (Normally, the instrument drives up
to 8 volt pulses into 50 ohm loads. Since we are driving essentially an open
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circuit, these voltages are doubled.} See the section on noise for a description

of how the output from this instrument is coupled into the bias voltage for the

sample.

The PC controls the 8116A through its IEEE-488 (sometimes called GPIB
or HPIB) parallel interface bus. An expansion card provides the PC with an

IEEE-488 connection that is used to control the 8116A.
Post-pulse tunnel current/position

The response of the tunnel current and feedback voltage immediately
after a pulse is captured using a Tektronix DSA 602 Digital Signal Acquisition
unit. The pulse waveforms are stored on a local PC-format floppy disk on the
instrument itself and are later transferred to the rest of the system through
the PC. There is an IEFE-488 port on the DSA 602, so it is planned that the

instrument will some day be controlled by the PC and send its information

directly through this bus.
Vibrational, thermal, and electrical isolation

Since an STM is sensitive to distance changes on the order of Angstrdms’
and currents on the order of nA, it is crucial that the instrument be isolated
from outside effects that would show up as noise on the signal. Most of the
isolation in our system is a duplicate of the setup in place at UCLA. Figure 5.4

shows the vibration-isolation system.
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Figure 5.4 Vibration isolation system for our STM.

In order to provide vibration isolation, the STM is built on top of a mass-
spring system that consists of a stack of steel plates with rubber supports
between the sheets. These plates are also connected to each other with lead
coils, which act to damp vibrations. All wires that connect to the instrument
are then glued to these plates so that they do not couple vibrations to the scan
head. The unit sits on a concrete block that is suspended from a tripod by
bungee cords. There are lead bricks on the concrete to provide additional mass.
This mass-spring system has a resonant frequency of about 4 Hz. The tripod
sits on the concrete under-floor in our building and is located right next to one
of the main support columns. The vibration isolation seems very good at high
frequencies; pounding on the floor with a heavy hammer produces no
noticeable change in the tunneling current. However, vibrations at about

4 Hz couple to the scan head; a person walking nearby produces visible

ripples on very flat surfaces.
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To provide thermal isolation, the entire assembly above is contained in a
plywood box. Foam insulation has been placed around the tripod legs to
prevent air from coming in through the bottom. We find very little changes in
scanning due to thermal drift once the box has been closed for about an hour.

Electrical isolation is achieved by using shielded wires to connect to the
various parts of the STM. This helps reduce crosstalk between the high voltage
drive lines and the sensitive tunnel current and bias lines. To prevent
coupling external electrical noise into the system, copper mesh has been
placed around the inside of the box to form a Faraday cage. The cage is
grounded to the same ground used by the feedback electronics and the control

and measurement electronics, including the PC controller.

Sample-advance motor

When the STM was moved from UCLA, it had a manual advance
micrometer head that was used to bring the sample into close contact with the
tip. Successfully bringing the sample into range without crashing it into the
tip required about half an hour of very delicate taps on the micrometer head,
and it also required that the box holding the STM remain open. This resulted in
many crashed tips and a large temperature change in the system when the
sample was brought in. As the temperature drifted within the box, the box had

to be reopened periodically to reposition the sample.

In order to overcome these difficulties, we purchased a “Motor Mike”
motorized micrometer head from Arie! that had the same dimensions and
range of motion as the original manual micrometer advance. We then designed
and built an amplifier box to provide the control signals to the motor along
with a hand-held switch box to allow the operator to provide command input.

The hand-held controller is used to specify the desired speed of the
Motor Mike. It provides a voltage output that is proportional to the desired
speed of the motor. The box is essentially a voltage divider. It includes a
potentiometer to adjust speed and two buttons to specify forward and reverse,
When one of the buttons is pressed, it switches voltage (+15 V for forward,
-15 V for reverse) to the control potentiometer. The other end of the
potentiometer is grounded. The control signal is picked off the wiper of the
potentiometer, allowing adjustment from O V to nearly full range.
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Figure 5.5 Hand-held controller for sample advance motor. The

cable connects to the drive electronics shown in Figure 5.6.

The amplifier/control box drives the Motor Mike at a velocity that is
linearly related to the voltage input from the hand-held control unit. The
controller comprises three basic components. The first is an analog
multiplexer that can allow multiple inputs (hand-held controller, computer,
etc.). This is to allow the easy addition of computer control at a later time. The
second component is a pair of amplifiers that limit the output of the
multiplexer to maximum/minimum values. These values are adjustable with
trim pots on the board and are used to set the maximum forward and backward
speeds of the motor. The third component is a driver amplifier, which provides
drive current to the motor. It also includes a compensation network that

modifies the output signal to provide quick starts and stops of the motor.

See Figure 5.6 for a diagram of the drive electronics and Figure 5.5 for

a diagram of the hand-held control unit.
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Figure 5.6 Drive electronics for sample advance motor.
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Control of the tip-sample gap

An electronic feedback circuit is used to maintain the tip-sample
separation that will provide a constant tunneling current as the tip is scanned
in x and y. The voltage that the feedback circuit applies to the z piezo can be
monitored to determine the tip z positiocn, and thus the surface height {or more
precisely the work function isosurface height). Figure 5.7 shows a diagram of

the major components of this feedback system.

Error
Signal

Integrator =] High voltage L__mmipiezo crystal

Desire Amplifier
Setpoint .
Tip
Position
Tunneling *
Current !
Log Amg | o0Mtage] Preamp || Tip/sample |
gap impedance Tip/sample bias
voltage

Figure 5.7 Tunnel-current feedback controller diagram,

The Integrator is present tc make this a type 1 control system, which is
able to follow a constant input with zero error.[D’Azzo88] Driving a voltage on
the piezoelectric crystal causes motion of the tip towards the surface; it
stretches about 1 nm per volt applied to it. The high-voltage amplifier
provides a driving voltage up to 200 V to cause crystal elongation of up to
200 nm. The tip-sample gap is modeled as described in chapter 1; to enable use
of linear feedback control system techniques, a logarithmic amplifier (log
amp) compensates for the exponential behavior of the gap. The pre-amplifier
(preamp) transduces the tip current into a voltage of sufficient level for

transmission to the rest of the electronics.

During the course of investigation, we made modifications to our STM.
The initial system had been developed and built at UCLA and was shipped to
UNC complete with electronic feedback control. In order to improve

performance, we developed another feedback control loop for this STM, under

the direction of Vern Chi.
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In order to design a stable feedback control system for the Z-axis piezo,
one must know the transfer functions for all the components in the feedback
loop. We used the circuit simulator HSPICETM to model the behavior of the
feedback loop to help design a stable system. [HSPICE92] This meant that we
needed HSPICET™ models for each of the system components.

Characterizing systent com pdﬂen ts

The manufacturers supplied models for the components used in the
integrator, log amplifier, and high-voltage amplifier. We used the equation for
tunneling current given in chapter 1 to describe the tunneling junction. We
used an HP4195A network analyzer to measure the transfer functions for the

piezo crystals and preamp circuit and used these measurements to make

HSPICETM models of these components.
Crystal resonances

Figure 5.8 shows a diagram of the piezoelectric crystal that controls tip
height. We control the length of the crystal by controlling the voltage
between the electrodes. Positive voltages cause extension of the crystal and

negative voltages cause contraction.

Side view Front view

— -

AlLength ~ 1 nm/volt * V volts

Figure 5.8 Piezoelectric crystal. The piezoelectric crystal that
moves the tip has electrodes on two sides. As the voltage between

the electrodes changes, the length of the crystal changes.

Just as a crystal'dinner glass rings with a characteristic pitch when
~struck, each piezoelectric crystal has certain frequencies at which it
resonates. There are two effects from these resonances. The first is that the
circuit driving the crystals sees a different load as the frequency of the

driving signal moves near a region of resonance. The second is that the gain
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of 1 nm per volt changes with frequency, especially near resonance (See
Figure 5.10). These effects cause distortions in a driving signal that has
frequency components near a crystal resonance frequency, since these
components of the signal are exaggerated. In order to avoid driving the
crystals near resonances or to compensate for the resonances, it is necessary

to know how the crystal behaves across frequencies.

An HP4195A network analyzer was used to characterize the load
presented by the crystal to the driving circuitry. We measured the coefficient
of reflection from the Z-axis piezo while sweeping the driving frequency from
close to DC through 300 kHz. We found a fairly flat response (real part of
coefficient close to 1.0) up to about 160 kHz, then a sharp drop (real part of
coefficient down to 0.35) centered around 165 kHz. By 180 KkHz, the response
had returned to 1.0. There were smaller dips at higher frequencies. Since all
these natural crystal frequencies were well above other resonances in the

feedback loop, we have chosen not to incorporate them into our models,

There are other system vibrational resonances that can be measured
when the system is in tunneling conditions. These resonances are at lower
frequencies than the native crystal resonances, presumably because they
involve the mass of the crystal mounts and possibly other parts of the system.
The effect of these vibrational resonances is much more critical to the system,
since they are at lower frequencies. These resonances depend not only upon

the crystal geometry, but also on the mount used to hold the crystal.

To measure the vibrational resonance on the STM, it was necessary for
us to treat the entire piezo, tunnel junction, and preamp unit as a black box;
this was due to the difficulty of making measurements at intermediate points.

The setup we used to measure the system is shown in Figure 5.9.
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Figure 5.9 Piezo/preamp test setup. Test setup used to measure
resonances of piezc and preamp circuits in the STM. The network
analyzer sweeps the frequency of the signal generator and measures
the difference between the reference input and the test input, thus
producing the transfer function for the crystal, tunnel junction,

and preamp.

Since we cannot separate the effects of the piezo resonances from those
of the tunnel junction and preamp, we are forced to make some assumptions
about the latter. Our first assumption (based on the specifications for the
amplifiers used) is that the preamp does not affect the response for
frequencies lower than about 100 kHz, which is well above the range of
interest. The second assumption was that the tunnel gap transfer
characteristic is independent of frequency and is approximately linear for
small signals. We checked the linearity assumption by performing multiple
tests at various settings for the feedback system parameters. During these tests,
linear changes in feedback parameters produced linear changes in system

response — indicating that tunneling conditions did not distort them.

The gain and phase for the transfer function for the Z piezo/preamp
combination are plotted in Figure 5.10. Note that there is a linear rolloff out to
about 3.6 kHz, at which point there is a resonance. At higher frequencies, the
response gets highly irregular, so the graph is not shown above 20 kHz. This
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Figure 5.10 Piezo transfer function. Transfer function of the
piezoelectric crystals and tunneling current preamplifier on the

STM.

graph shows that it is not feasible to drive the feedback circuit with
frequencies approaching 10 kHz, and indeed not above 3.6 kHz without

compensating for that resonance.
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Pre-amplifier

As noted above, a small-signal measurement of the transfer function of
the pre-amplifier circuit was included in the testing for the crystal transfer
function. The pre-amplifier is a transimpedance amplifier that provides

100 mV output per 1 nA of input current.
Compensating for tunneling nonlinearity

Since the tunneling junction is in the feedback loop and its effects on
the tunneling current are highly nonlinear, compensation must be added to
let us design the whole system as a linear feedback system. This is the function

of the logarithmic ampilifier in the circuit.

Since the approximate equation for tunneling current i based on tip-
sample distance Dis i = (1/D) * exp(D) in its basic form (see chapter 1), to
achieve linearity would require compensating both the 1/D portion and the
exp(D)} portion of the equation. We have compensated the exp(D) portion using'
the logarithmic amplifier in the circuit, but have not dealt with the 1/D

portion.

Ignoring the 1/D dependency makes the system diverge from linear
behavior as D becomes very small (as the tip and sample come into extremely
close proximity). This condition only occurs when the feedback is not tracking
properly, as the logarithmic amplifier output will already have clipped at its

maximum value due to the increase in tunneling current.

The exact equation for tunneling current based on a complete
understanding of the tunneling effect is not known, so even a circuit that

perfectly compensated the above equation might not necessarily match actual

tunneling conditions.

HSPICETM simulations allow adjusting the feedback loop parameters
(including gain) until the system is stable under conditions that match the

expected tunneling gap conditions during actual use.
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Performance of the new feedback circuit

Testing the performance of the original and new feedback circuits on
different surfaces indicates that the new circuit causes the feedback system to
track with fewer occurrences of oscillation. This allows the controlled
scanning of all surface that the original circuit could scan as well as additional

types surfaces that caused instabilities in the original circuit.

Noise in the system

A Tektronics DSA 602 digital processing oscilloscope was used to measure
the noise present on various signals in the system. This instrument produced
both a digitized version of the signal of interest and its Fast Fourier Transform
(FFT). The FFT was useful because it indicated the frequency components of the
noise. Since the piezo crystals resonate at certain characteristic frequencies,
the FFT indicated how much of the signal was likely to couple into our signals
of interest. For example, noise signals near the 3.6 kHz resonance would be
amplified by 100 dB more than signals at 3 kHz by the crystal resonance {see
Figure 5.10). The input was DC-coupled, high impedance, for most of the tests.
The tests of the Y DAC while the STM was scanning were AC-coupled with high
input impedance. The FFT data had DC suppression (the DC component of the
signal is set to 0) and the signal was averaged over a number of scans, with the
FFT taken on the averaged signal. Only the magnitude of the FFT data was
examined. The DSA 602 was plugged into the same ground and power

connections as all other circuits being tested.

See appendix B for the graphs of system noise and its FFT data. The
values on the FFT graphs are in dBV (dB relative to 1V). The noise is described

guantitatively below.

In order to determine the baseline ncise from the DSA 602 itself, data
was first taken with its input connector open, and then with a coaxial cable
with its far end open attached to the input (the same cable was used to connect .
to the various components being tested). Two more tests, with a 75 ohm
terminator attached to the input and then to the far end of the cable, were also
run. These tests revealed a baseline noise in the system of about 0.6 mV peak-
to-peak. This was wideband white noise for the most part, although the
measurements taken with the open input had spikes of noise at 35 kHz and

62



harmonics. The test with the open-ended cable attached showed signals of
around 3 mV peak-to-peak when the cable was moved or struck. This was
presumably due to piezoelectric effects of the cable’s insulation. This noise did
not appear when the cable was terminated, and so presumably would not

appear with the low-impedance sources that were tested.

The next tests were of the battery and Hewlett-Packard HP8116a pulse
generator that are used to provide bias voltage and pulses to the STM. The
battery had about 0.9 mV peak-to-peak noise, which is only slightly above the
baseline noise of the DSA 602 and cable. The noise was nearly white with slight
spikes at 35 kHz and harmonics (presumably due to the baseline peaks on the
DSA 602). The HP8116a produced about 75 mV peak-to-peak white noise. Since
noise on the bias couples directly into the tunneling current, it would show up
on the output as an offset to the surface height. Since the bias voltage is a

linear term in the tunneling current equation, the error in tunneling current

scales linearly with the bias voltage error.

2\
Bias input \"7./

\ wndu as|nyg

Figure 5.11 Bias noise reduction. This is the schematic of the
bias/pulse mixer circuit to reduce the amount of noise from the

pulse generator getting into the bias.

As an expedient to reduce the coupling of noise from the pulse
generator into the bias, a battery reference voltage was used for the bias and a
switching combiner circuit built to couple the two voltages (see Figure 5.11}.
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The diodes isolate the output from the pulse input unless it differs from the
bias input by more than about 0.6 volts. If the difference is more than 0.6 volts,
one of the diodes is turned on and passes the pulse (including any noise)
through to the output. The tunnel gap resistance is much greater than 100 KQ,
so when the diodes are off, the 100K resistor has little impact on the voltage at
the output, since most of it is dropped across the tunnel gap. This circuit
reduced the noise on the output from 75 mV to about 5 mV peak-to-peak (a

factor of 15 improvement). This was white noise.

The next error source studied was the Z-axis coarse adjustment. The
output from this circuit was summed with the feedback signal and sent to the
Z-axis high-voltage amplifier. The error measured was about 16 mV peak-to-
peak. This signal had a strong frequency component at 585 Hz, which showed
up clearly in the time-domain signal (it accounted for about 7 mV of the total
signal). The FFT also showed smaller spikes at 20 kHz, 42 kHz, and 50 kHz.
Since the gain through the amplifier is 10 and the piezo crystal moves about
9.8 Angstroms per volt applied, this corresponded to about an 1.5 Angstrom
uncertainty in the Z piezo location. Since the Z piezo crystal has fairly linear
response up to about 3600 Hz, the response to the component at 585 Hz was
probably adding a 0.7 Angstfom modulation to the tip position. Since we no
longer make use of the coarse Z adjustment, we removed this noise by

disconnecting it from the circuit.

The third error source studied was the X/Y position outputs from the
DACs on the PC. We use a Data Translation DT2838 board to provide both 16-bit
A/D and D/A. There were both static and dynamic errors from this systerﬁ.
When the DACs were not changing, but simply presenting a constant voltage,
there was about 50 mV peak-to-peak noise present in X and 40 mV noise in Y.
For a scan area of 2000 by 2000 Angstroms, this corresponds to a position
uncertainty of 6 Angstroms. Since we sample the grid with at most 128 samples
on a side (typically only 80), a 50 mV error would not take the tip further than
half the distance to the next scan point (it moves only 6 Angstroms out of about
15). There was an 8-10 dB spike in the FFT for the x DAC at 3300 Hz and in the y
DAC at 6800 Hz. Since the piezo assembly has resonances at 3600 Hz and
higher, these couple strongly to the STM tip position and could cause larger
than 6 Angstrom oscillations in the tip position when the sample it moving.
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Since most of the noise appeared to be concentrated in narrow spikes,
we attempted to reduce it by low-pass filtering. Using a 20 kHz single-pole
low-pass filter removed the spikes from the data and left noise of only 3 mV
peak-to-peak. This noise had a strong component at 180 Hz and was
synchronized with the power line. The filter pole was still several decades
above the frequencies of interest when scanning, since we scan at most ten
lines per second. For this reason, it should not affect the signals of interest.

The most surprising noise we found appeared when switching the DACs.
Since the STM scans in x fastest, this most clearly appeared when we examined
the Y signal while the X DAC was changing. The DAC was changed by making
128 “moves” per second. Each move consisted of about 50 small steps, taken at
50 kHz. This was intended to allow the voltage to vary smoothly, so that the tip
was not moved in one rapid jump from one location to the next. In order to
allow motion in an arbitrary direction, the Y DAC is sent values at the same
time the X DAC is. In this case the original value was always sent, so in theory
‘the Y DAC should have maintained its value. Thus, the two possible sources of
the noise were crosstalk between the two DACs and switching noise on the Y

DAC when it was repeatedly given the same value.

This switching noise is detailed in the last several graphs in appendix B.
The noise appeared to be made up of clusters of short-duration spikes that were
each of up to 100 mV height and of either polarity. In order to remove the
noise, we applied a 5 kHz single-pole low-pass filter to the DAC output before
using it to drive the system. This filtering reduced the amount of noise to about
10 mV peak-to-peak. The resulting noise looked like square waves of about

10 mV amplitude. This was an improvement of about a factor of 10.
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VI. SYSTEM SOFTWARE

Surface sampling and reconstruction

This section provides an introduction to some issues involved in discrete
sampling of a continuous surface and in reconstructing a continuous surface
from the samples. Note: the word continuous here means that the surface has a

height value at every point (X,Y) within the plane.

The term CO continuity refers to the surface value at a givén point
being infinitely close to the values at neighboring points {see Figure 6.1).
[Bartle82]

Figure 6.1 CO continuity. Let Ang, let f:A— R, and let
(x,y) € A. We say that f has CO continuity at (x,y) if, given
any neighborhood V of f(x,y) there exists a neighborhood U,, of
(x,y) such thatif (x,y)e ANU,, then f(x,y) belongsto V.

The term C1 continuity refers to a continuity of surface slope, which
will also be referred to as the smoothness of the surface; C1 continuity of the
surface is equivalent to CO continuity of the surface derivative. Note that the
surfaces under study need not, in general, have either Cl continuity or CO

continuity (a cliff on the surface has neither type of continuity).



The STM provides a collection of regularly-spaced samples of surface
height. Each sample is taken (for an ideal tip) at a single point, rather than
being an average over some area. This means that our information about the
actual surface is limited to knowing its height at isolated locations, as shown in
Figure 6.2. The height samples along one line through the surface are also
shown. The height of the surface between the point samples is not directly
measured and must be inferred from the height at the sample locations.

- - - - - - - -

(a) (b)

Figure 6.2 Point sampling. The peoint samples of height
information received from the STM. (a) shows the locations of the
samples on the surface, as seen from above. (b) shows one line of

samples from the grid, viewed from the side.

To reconstruct a continuous surface from the point samples, we draw
triangles between adjacent samples as shown in Figure 6.3. This is equivalent
to doing linear interpolation to find the heights of points between the samples.
The figure also shows the reconstruction for a slice through the surface. This
reconstruction provides us with an estimate of the surface height at all points
on the surface, rather than only at the points we have sampled. This allows us
to draw a complete image of a surface on the screen, rather than a collection
of isolated dots. We have chosen this method of reconstruction because the
graphics system we use is capable of drawing the triangles quickly enough to
draw this reconstruction in real time; it is not able to produce more
sophisticated surface representations (such as splines) for data sets as large as
ours in real time. The effect is to approximate the point-sampled surface with a
fitted surface that has CO continuity, but is not smooth.
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(a) (b)

Figure 6.3 Triangle tessellation. Reconstructing the surface from
the samples using linear interpolation. (a)} shows the tfiangles used
to reconstruct the surface. (b) shows the effect of this interpolation

on a slice of samples.

”

The fact that the Pixel-Planes 5 graphics library is display-list oriented
led us to use triangles that all cut the squares in the same direction. A more
sophisticated reconstruction might select triangle orientation (diagonal
slanted to the left or right) within each square based on the characteristics of

the samples at the corners or based on the viewing direction.
Sampling

When doing reconstruction of any kind from point-sampled data, the
assumption is made that the underlying surface was sampled finely enough to
catch all important details. If this is not the case, then it is impossible to know
which surface to reconstruct from the given samples. Figure 6.4 shows an
example of this ambiguity, where two different surfaces produce the same set

of height samples at the same sample locations.

* Figure 6.4 Under-sampling. Two different surfaces that produce

the same $et of sampled height values when sampled at the same

locations.
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An examination of the sampling rate required to capture all features of
a surface is most easily done in the frequency domain.l In order to capture all
features in a signal, the sampling rate must capture information about all of
the signal’s components in the frequency domain (Fourier transform)
representation, In particular, it must capture information about the highest-
frequency component of the signal; the sampling theorem states that a signal
can be correctly (and uniquely) reconstructed from a set of point samples
whose period of sampling is less than half the period of the highest-frequency
component present in the sampled signal. [Oppenheim83] Thus, the frequency
of sampling must be greater than twice the frequency of any component
making up the signal (this frequency is known as the Nyquist rate}.

If the signal is sampled with a sample frequency that is below the
Nyquist rate, the signal will be distorted by the sampling. In particular, it will
be impossible to correctly reconstruct the high-frequency components of the
sample that lie above half the sampling rate. The primary effect of this will be
loss of detail in the reconstructed image; sharp edges will become rounded and

small features will be overlooked by the sampling.

If loss of detail were the only result of under-sampling, this would be
tolerable; the larger features are probably of more interest in large scans
anyway. The problem is that the sampling can introduce aliasing; in this case
a high-frequency signal appears to be a lower-frequency signal when
sampled. The high frequency is said to have aliased to the lower frequency. An
example of this is seen in Figure 6.5, where the reconstructed surface has
fewer peaks per unit length than the original, sampled surface. In signal
processing, it is customary to filter the signal to remove the frequency

I A signal can be broken down into a set of sine waves of various
frequencies, | amplitudes and shifts using the Fourier transform.
[Oppenheim83] The sum of these sine waves forms the signal. The Fourier
transform of the signal contains the coefficients (magnitude and phase) of the
sine waves making up the signal; this collection of coefficients is called the
frequency-domain representation of the signal. The signal itself, varying with

time, is said to be the time-domain representation.
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components above the Nyquist rate, so that they are not present in the sampled
signal; this prevents aliasing. Since the surface is presented to us only as a
collection of point samples, this method is not available to us. When doing
point sampling, the only way to avoid aliasing is to sample the surface above

the Nyquist rate.

Sampled signal

Signal reconstructed from samples

Figure 6.5 Aliasing. Higher-frequency signal aliases to low-

frequency signal due to insufficiently-fine sampling.

The three types of features that are most likely to be under-sampled by
our system are atomic lattices, areas with sharp slope discontinuities, and
noise. Periodic surfaces (such as the one shown in Figure 6.5} alias to a lower
frequency when they are regularly sampled, and the crystal lattices making
up many of our samples are periodic surfaces. This means that any time we
scan a sample with sample period larger than about 0.05 nm, we are going to
see aliasing of the underlying crystal structure. Since we normally scan areas
that are 200 nm on a side using only 80 samples (giving a sampling period of
2.5 nm), we can expect to see such aliasing in a large portion of our data sets.
However, the magnitude of this aliased signal will be on the order of 0.1 nm or
less (since that is how far the atoms protrude from the surface), which is only
a 0.05% change in the data over a range of 200 nm, and only a 1% change for
surfaces that vary by 10 nm. Such aliasing should not interfere with the study

of large-scale features, but would present small ripples on flat surfaces.

Areas with surface or slope discontinuities (such as the surfaces shown
in Figure 6.6) have very high frequency components in their Fourier
transform. The sharper the edge, the higher the frequencies required to
reproduce it. The sharpness of actual surfaces is limited to the radius of an
atom, since t