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Abstract

(Under the direction of Prof. James H. Anderson.)

The design of real-time systems is being impacted by two trends. First, tightly-coupled multiprocessor platforms are becoming quite common. This is evidenced by the availability of affordable symmetric shared-memory multiprocessors and the emergence of multicore architectures. Second, there is an increase in the number of real-time systems that require only soft real-time guarantees and have workloads that necessitate a multiprocessor. Examples of such systems include some tracking, signal-processing, and multimedia systems. Due to the above trends, cost-effective multiprocessor-based soft real-time system designs are of growing importance.

Most prior research on real-time scheduling on multiprocessors has focused only on hard real-time systems. In a hard real-time system, no deadline may ever be missed. To meet such stringent timing requirements, all known theoretically optimal scheduling algorithms tend to preempt process threads and migrate them across processors frequently, and also impose certain other restrictions. Hence, the overheads of such algorithms can significantly reduce the amount of useful work that is accomplished and limit their practical implementation. On the other hand, non-optimal algorithms that are more practical suffer from the drawback that their validation tests require workload restrictions that can approach roughly 50% of the available processing capacity. Thus, for soft real-time systems, which can tolerate occasional or bounded deadline misses, and hence, allow for a trade-off between timeliness and improved processor utilization, the existing scheduling algorithms or their validation tests can be overkill. The thesis of this dissertation is:

Processor utilization can be improved on multiprocessors while ensuring non-trivial soft real-time guarantees for different soft real-time applications, whose preemption and migration overheads can span different ranges and whose tolerances to tardiness are different, by designing new scheduling algorithms, simplifying optimal ones, and
developing new validation tests.

The above thesis is established by developing validation tests that are sufficient to provide soft real-time guarantees under non-optimal (but more practical) algorithms, designing and analyzing a new restricted-migration scheduling algorithm, determining the guarantees on timeliness that can be provided when some limiting restrictions of known optimal algorithms are relaxed, and quantifying the benefits of the proposed mechanisms through simulations.

First, we show that both preemptive and non-preemptive global earliest-deadline-first (EDF) scheduling can guarantee bounded tardiness (that is, lateness) to every recurrent real-time task system while requiring no restriction on the workload (except that it not exceed the available processing capacity). The tardiness bounds that we derive can be used to devise validation tests for soft real-time systems that are EDF-scheduled.

Though overheads due to migrations and other factors are lower under EDF (than under known optimal algorithms), task migrations are still unrestricted. This may be unappealing for some applications, but if migrations are forbidden entirely, then bounded tardiness cannot always be guaranteed. Hence, we consider providing an acceptable middle path between unrestricted-migration and no-migration algorithms, and as a second result, present a new algorithm that restricts, but does not eliminate, migrations. We also determine bounds on tardiness that can be guaranteed under this algorithm.

Finally, we consider a more efficient but non-optimal variant of an optimal class of algorithms called Pfair scheduling algorithms. We show that under this variant, called earliest-pseudo-deadline-first (EPDF) scheduling, significantly more liberal restrictions on workloads than previously known are sufficient for ensuring a specified tardiness bound. We also show that bounded tardiness can be guaranteed if some limiting restrictions of optimal Pfair algorithms are relaxed.

The algorithms considered in this dissertation differ in the tardiness bounds guaranteed and overheads imposed. Simulation studies show that these algorithms can guarantee bounded tardiness for a significant percentage of task sets that are not schedulable in a hard real-time sense. Furthermore, for each algorithm, conditions exist in which it may be the preferred choice.
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</tr>
</tbody>
</table>
Chapter 1

Introduction

The goal of this dissertation is to extend the theory of real-time scheduling to facilitate resource-efficient implementations of soft real-time systems on multiprocessors. This work is necessitated by the proliferation of both multiprocessor platforms and applications with workloads that warrant more than one processor and for which soft real-time guarantees are sufficient. This chapter begins with an introduction to real-time systems followed by a discussion of the subject matter of this dissertation. Needed background on real-time concepts, including realtime scheduling on multiprocessors, is then provided. Soft real-time systems are described next, following which motivation is provided for further research to support such systems on multiprocessors, and the thesis of this dissertation is stated. The chapter concludes by summarizing the contributions that this dissertation makes in support of the thesis and providing a roadmap for the rest of the dissertation.

1.1 What is a Real-Time System?

The distinguishing characteristic of a real-time system in comparison to a non-real-time system is the inclusion of timing requirements in its specification. That is, the correctness of a real-time system depends not only on logically correct segments of code that produce logically correct results, but also on executing the code segments and producing correct results within specific time frames. Thus, a real-time system is often said to possess dual notions of correctness, logical and temporal. Process control systems, which multiplex several control-law computations, radar signal-processing and tracking systems, and air traffic control systems are some examples of real-time systems.
Timing requirements and constraints in real-time systems are commonly specified as deadlines within which activities should complete execution. Consider a radar tracking system as an example. To track targets of interest, the radar system performs the following high-level activities or tasks: sends radio pulses towards the targets, receives and processes the echo signals returned to determine the position and velocity of the objects or sources that reflected the pulses, and finally, associates the sources with targets and updates their trajectories. For effective tracking, each of the above tasks should be invoked repeatedly at a frequency that depends on the distance, velocity, and the importance of the targets, and each invocation should complete execution within a specified time or deadline.

Another characteristic of a real-time system is that it should be predictable. Predictability means that it should be possible to show, demonstrate, or prove that requirements are always met subject to any assumptions made, such as on workloads [112]. In this dissertation, we focus on a priori ensuring that timing requirements are met; ensuring that non-timing requirements are met is out of the purview of this research.

**Hard and soft real-time.** Based on the cost of failure associated with not meeting them, timing constraints in real-time systems can be classified broadly as either hard or soft. A hard real-time constraint is one whose violation can lead to disastrous consequences such as loss of life or a significant loss to property. Industrial process-control systems and robots, controllers for automotive systems, and air-traffic controllers are some examples of systems with hard real-time constraints. In contrast, a soft real-time constraint is less critical; hence, soft real-time constraints can be violated. However, such violations are not desirable, either, as they may lead to degraded quality of service, and it is often the case that the extent of violation be bounded. Multimedia systems and virtual-reality systems are some examples of systems with soft real-time constraints.

Three important aspects or components in real-time system design are: real-time system models including task models and resource models; scheduling algorithms, which determine how the hardware resources are shared among the system’s threads and/or processes; and validation tests that determine whether a real-time system’s timing constraints will be met by a specified scheduling algorithm. Before considering these aspects in detail, we provide a high-level overview of the research addressed in this dissertation. The ensuing overview is intended to help place the background material covered later in proper perspective.
1.2 Dissertation Focus

As mentioned in the beginning of this chapter, the focus of this dissertation is to improve cost effectiveness while instantiating soft real-time systems on multiprocessors. The need for work in this direction is described below.

1.2.1 Motivation

One evident trend in the design of both general-purpose and embedded computing systems is the increase in the use of multiple processing elements that are tightly coupled. In the general-purpose arena, this is evidenced by the availability of affordable symmetric multiprocessor platforms (SMPs), and the emergence of multicore architectures. In the special-purpose and embedded arena, examples of multiprocessor designs include network processors, which are used for packet-processing tasks in programmable routers, system-on-chip platforms for multimedia processing in set-top boxes and digital TVs, and automotive power-train systems. If the current shift towards multicore architectures by prominent chip manufacturers such as Intel and AMD is any indication, then in the future, the standard computing platform in many settings can be expected to be a multiprocessor, and multiprocessor-based software designs will be inevitable. The need for multiprocessors is due to both architectural issues that impose limits on the performance that a single processing unit can deliver, and the prevalence of, and ever-increasing need for, higher computing demand from applications. Further, ideally, the energy consumed by an $M$-processor system is lower than that consumed by a single-processor system of equivalent capacity by a factor of approximately $M^2$.

Some embedded systems, such as set-top boxes and automotive systems, are inherently real-time. Also, a number of emerging real-time applications exist that are instantiated on general-purpose systems and have high workloads. Systems that track people and machines, virtual-reality and computer-vision systems, systems that host web-sites, and some signal-processing systems are a few examples. Timing constraints in several of these embedded- and general-purpose-system applications are predominantly soft. Hence, with the shift towards multiprocessors, the need arises to instantiate soft real-time applications on multiprocessors.

1.2.2 Research Need and Overview

Minimizing hardware resource requirements is essential for realizing cost-effective system implementations. One way of minimizing resource requirements is through the careful manage-
ment and allocation, i.e., scheduling, of resources to competing requests. Relevant prior work on uniprocessor and multiprocessor-based soft real-time systems is discussed in Chapter 2. As can be seen from the discussion there, research on soft real-time scheduling on multiprocessors has been extremely limited: most prior research on real-time scheduling on multiprocessors has been confined to hard real-time systems, while that on soft real-time scheduling has been confined to uniprocessors. Uniprocessor scheduling theory does not readily generalize to multiprocessors, and basing soft real-time multiprocessor system designs on theory developed for hard real-time multiprocessor systems can be wasteful. Below, we give an example-driven explanation for why the latter holds and a high-level overview of some of the issues addressed in this dissertation. Later, in Section 1.6, a more technical explanation is provided after some needed background and concepts are set in place.

**Example 1.1.** Consider a real-time system composed of three sequential processes or tasks, to be instantiated on two identical processors. Starting at time 0, each task periodically submits four units of work, also referred to as a job, once every six time units. (In other words, each task has a period of six time units and each job has an execution requirement of four time units.) Let the deadline of job $k$ of each task, where $k \geq 1$, be at time $6k$. That is, each job is to complete execution before the next job of the same task arrives. Three possible algorithms for scheduling the tasks in this example are considered below.

**Algorithm 1:** In the first algorithm that we consider, one of the tasks, say Task 1, is assigned to Processor 1, and the remaining tasks to Processor 2. That is, the tasks are partitioned between the two processors, and each task runs exclusively on the processor to which it is assigned. On each processor, a pending job with the earliest deadline is executed at every instant, with ties resolved arbitrarily. A schedule for the task system based on this algorithm is shown in Figure 1.1(a). Under this algorithm, tasks do not migrate between processors, but as can be seen, Processor 2 is overloaded and jobs assigned to it miss deadlines. The amount of time by which a deadline is missed, referred to as tardiness, increases with time. In this example, the $k^{th}$ job of the third task misses its deadline by $2k$ time units, for all $k$, and that of the second task by $2(k - 2)$ time units, for $k \geq 2$. Thus, tardiness for the jobs assigned on Processor 2 grows without bound.

---

1 Refer to Section 1.3.1 for formal definitions.
Figure 1.1: Schedules under the three algorithms described in Section 1.2.2 for the task system in Example 1.1. Numbers within rectangles indicate job numbers. If positive, the tardiness of the $j^{th}$ job of Task $i$ is denoted $\delta_{i,j}$.

**Algorithm 2:** Under this algorithm, tasks are not partitioned. At each instant, at most two pending jobs with the earliest deadlines are executed on the two processors, subject to not executing jobs of the same task concurrently. As with the previous approach, ties are resolved.
arbitrarily. A schedule based on this algorithm is shown in Figure 1.1(b). In this schedule, the third task migrates between the two processors, and its jobs suffer from a tardiness of two time units.

Algorithm 3. Finally, we consider scheduling using a more elaborate set of rules (the specifics of which are not of interest for the moment) that can ensure that no deadlines will be missed. A schedule under this set of rules is shown in Figure 1.1(c). Though no deadline is missed in this schedule, note that not only do tasks migrate, but every job migrates at least once. (Each job of the second task migrates twice.)

For the task system under consideration, it is easily seen that at least three processors are required to ensure that no deadlines will be missed under the first two algorithms. From Figure 1.1(b), it appears that under the second algorithm, no deadline will be missed by more than two time units. If this is the case and if bounded tardiness is tolerable, then, even though tasks may migrate under it, the second algorithm may be used to instantiate the system on just two processors, and thereby, lower the number of processors by one-third. However, real-time scheduling theory as it exists today has no tools for reliably predicting the tardiness to which arbitrary task systems may be subject under various scheduling algorithms, and in turn, lowering resource requirements, when bounded tardiness is tolerable. One of the goals of this dissertation is to extend the theory in such a direction.

Though no deadline is missed under the third algorithm, it has its own limitations, which are described in detail later in Section 1.6. One limitation is the increased number of preemptions and/or migrations for jobs, which can lead to poor cache usage, and hence, degraded performance, in practice. Furthermore, the somewhat complex scheduling model and the restrictions that the algorithm imposes can also take useful processor time away from the tasks and may in fact be overkill for soft real-time systems. For instance, one restriction of the algorithm is that job execution costs and periods be integer multiples of the quantum size, necessitating non-integral execution costs to be rounded up to the next integral value. For example, an execution cost of, say, 4.1 quanta would have to be rounded up to 5.0 quanta, which means that every fifth quantum allocated to the corresponding task would have to be partially wasted. A second goal of this dissertation is to propose techniques for scheduling when not all such restrictions can be satisfied and to determine the loss to timeliness that relaxing the restrictions entails.

With the above overview of the research addressed in this dissertation, we turn to providing
needed background on real-time systems and scheduling. We begin with a description of the real-time system model assumed in this dissertation.

1.3 Real-Time System Model

To ensure that a real-time system is predictable, *a priori* knowledge of the workload of the system and available resources is necessary. A real-time task model is used to describe the workload and timing requirements of a real-time application, and a resource model is used to describe the resources that are available for instantiating the application. In this section, we first describe a commonly used hard real-time task model, upon which the soft real-time task model considered in this dissertation is based. The resource model that we assume is described afterward.

1.3.1 Hard Real-Time Task Model

In real-time terminology, a chunk of sequential work that is associated with a timing constraint (deadline) and submitted to the scheduler is referred to as a *job*. Thus, a simple model of a real-time system is a set of jobs, each of which is associated with an *arrival* or *release time*, a *deadline*, and a *worst-case execution time* (*WCET*). The release time of a job is the time before which the job cannot commence execution and its *WCET* is the maximum time that the job will execute on a dedicated processor. (If more than one processor, not all of which are identical, are part of the system’s resource pool, then it is assumed that the *WCET* of each job is specified or can be determined for each processor.) However, enumerating all jobs is generally infeasible for most but short-lived systems, necessitating more concise models.

**Periodic and sporadic tasks.** As in the radar tracking system described in Section 1.1, many real-time systems consist of one or more sequential segments of code, each of which is invoked repeatedly and each of whose executions should complete within a specified amount of time. Each recurring segment of code is generally designed and implemented as a separate thread or process, and, in the terminology of real-time systems, is referred to as a *task*. Tasks can be invoked in response to events in the external environment that the system interacts with, events in other tasks, or the passage of time implemented using timers. Each invocation of a task constitutes a job, and unless otherwise specified, a task is long-lived, and can be invoked an infinite number of times, *i.e.*, can generate jobs indefinitely. Hence, many real time
systems can be modeled as a set of $N$ recurrent tasks denoted $\tau = \{\tau_1, \tau_2, \ldots, \tau_N\}$. Each task $\tau_i$ is a sequential program characterized by three parameters: a WCET, $e_i > 0$, a minimum inter-arrival separation or period, $p_i \geq e_i$, and a relative deadline, $D_i \geq e_i$. $e_i$ denotes the WCET for each job of $\tau_i$, and $p_i$, the minimum time that should elapse between two consecutive job invocations or arrivals of $\tau_i$. The first job can be invoked at any time. $D_i$ denotes the amount of time within which each job of $\tau_i$ should complete execution after its release. Because $\tau_i$ is sequential, its jobs may not execute on multiple processors at the same time, i.e., parallelism is forbidden. A recurrent task with the characteristics as described is referred to as a sporadic task and a task system composed of sporadic tasks is referred to as a sporadic task system. A periodic task is a special case of a sporadic task in which any two consecutive job arrivals are separated by exactly $p_i$ time units, and a task system whose tasks are all periodic is referred to as a periodic task system. A periodic task system is said to be synchronous if all the tasks release their first jobs at the same time, and asynchronous, otherwise. All of the results in this dissertation are for sporadic task systems or their generalizations (described in Chapter 3), and hold for periodic task systems, as well. In this dissertation, we will refer to the periodic and sporadic task system classes and their generalizations collectively as recurrent task systems.

For a periodic or sporadic task system, the $k^{th}$ job, where $k \geq 1$, of $\tau_i$ is denoted $\tau_{i,k}$. The release time of $\tau_{i,k}$ and its absolute deadline are denoted $r_{i,k}$ and $d_{i,k}$ ($= r_{i,k} + D_i$), respectively. A job’s absolute deadline is the absolute or actual time by which the job should complete execution. The qualifier absolute for the absolute deadline parameter will be omitted if unambiguous from context. If $D_i = p_i$ (resp., $D_i < p_i$) holds, then $\tau_i$ and its jobs are said to have implicit deadlines (resp., constrained deadlines). A task system in which $D_i = p_i$ (resp., $D_i \leq p_i$) holds for every task is said to be an implicit-deadline system (resp., constrained-deadline system), and one in which $D_i > p_i$ holds for one or more tasks is said to be an arbitrary-deadline system. Unless otherwise specified, all tasks are assumed to have implicit deadlines, and the notation $\tau_i(e_i, p_i)$ will be used to denote the parameters of $\tau_i$ concisely. A sample sporadic task system with two sporadic tasks and one periodic task is shown in Figure 1.2.

In some chapters of this dissertation, upper-case letters near the end of the alphabet, such as $T$, $U$, and $V$, will be used to denote tasks. In such cases, the WCET and period of a task will be denoted using the notation TaskName.$e$ and TaskName.$p$, respectively, as in $T.e$ and $T.p$.

---

2As discussed later, the WCET can be suitably inflated to account for system overheads.
Figure 1.2: First few jobs of the tasks of an example sporadic task system scheduled on a single processor. Tasks $\tau_1$ and $\tau_2$ are sporadic and $\tau_3$ is periodic. Throughout this dissertation, jobs will be depicted as in this figure: up arrows will denote job releases, down arrows, job deadlines, and shaded rectangular blocks, processor time allocations.

The ratio of the WCET to the period of a task is referred to as its utilization. The utilization of task $\tau_i$ is denoted $u_i \overset{\text{def}}{=} e_i / p_i$. With the alternative notation mentioned above, task $T$’s utilization is denoted $T.u \overset{\text{def}}{=} T.e / T.p$. A task’s utilization represents the fraction of a single processor that is to be devoted to the execution of its jobs in the long run. A task is said to be heavy if its utilization is at least $1/2$, and light, otherwise. The maximum utilization of any task in $\tau$ is denoted $u_{\text{max}}(\tau)$. The sum of the utilizations of all tasks in $\tau$ is referred to as the total system utilization of $\tau$ and is denoted $U_{\text{sum}}(\tau)$. $U_{\text{sum}}(\tau)$ denotes the total processing needs of $\tau$.

Concrete and non-concrete task systems. A sporadic task system $\tau$ is said to be concrete, if the release time and actual execution time (which is at most the WCET) of every job of each of its tasks is specified, and non-concrete, otherwise. Note that infinite number of concrete task systems can be specified for every non-concrete task system. The type of the task system is specified only when necessary. Unless specified, actual job execution times are to be taken to be equal to their worst-case execution times.

---

3We will omit specifying the task system parameter in these notations if unambiguous.
1.3.2 Resource Model

The focus of this dissertation is designing and analyzing algorithms for efficiently scheduling soft real-time task systems on the processors of an identical multiprocessor platform. Throughout this dissertation, \( M \geq 2 \) will denote the number of processors. As its name suggests, the processors of an identical multiprocessor are replicas of one another and have the same characteristics, including uniform access times (in the absence of contention) to memory. Uniform memory access is accomplished by the use of a centralized memory that is shared among processors. This type of multiprocessor is commonly referred to as a symmetric shared-memory multiprocessor (SMP). Refer to Figure 1.3 for an illustration. Each processor may be provided with one or more levels of identical caches (instruction, data, and unified) to expedite access to frequently accessed addresses and/or addresses that are spatially close. It is assumed that every task is equally capable of executing on every processor and that there is no restriction on the processors that a task may execute upon. However, the presence of caches suggests that the execution time of a job is likely to be more if the job executes on multiple processors (different processors at different times), \textit{i.e.}, if the job migrates, than if it executes on a
single processor. To lower migration overheads, a scheduling algorithm may choose to restrict executing a task or a job to one or a subset of the processors, even though the system model imposes no restriction. Overheads due to migration are discussed in detail in a later section. Accounting for migration and system overheads while designing a real-time system is discussed below in Section 1.3.3.

Tasks in many real-time systems require access to resources other than processors, such as memory, I/O, and network bandwidth. Similarly, tasks in many real-time systems are not completely independent. A task system is said to be independent if the execution of none of its tasks depends on the status of one or more of the other tasks. Some factors contributing to interdependence among tasks are synchronization constraints imposed by producer/consumer relationships [69] and a need to access to shared data structures, I/O devices, etc., in a mutually-exclusive manner, and precedence constraints, which restrict the order in which tasks may execute. In the presence of such interdependencies, tasks may block or be suspended, which will add new considerations in reasoning about resource-allocation algorithms. Integrated and holistic techniques for synergistically allocating multiple types of resources that are cognizant of synchronization and precedence constraints, and reasoning about such techniques, begin with and make use of scheduling and analytic techniques for resources of a single type. This dissertation is concerned with efficiently allocating multiple copies of the processor resource (i.e., identical processors) to a soft real-time system. Allocating multiple resource types and dealing with synchronization and precedence constraints are beyond the scope of this dissertation.

1.3.3 Accounting for Overheads

Task preemptions and context switches, task migrations, and the act of scheduling itself are infrastructure or system overheads that are extrinsic to and take time away from the application tasks at hand. Hence, any validation approach that does not account for time lost due to overheads cannot be guaranteed to be correct. Note that no provisions are included in the task model per se for overheads. In a well-known method for accounting for overheads, each extrinsic activity (e.g., a preemption, migration, or scheduler invocation) is charged to a unique job, and the WCET of each task is inflated by the maximum cumulative time required for all the extrinsic activities charged to any of its jobs. The extent of the overhead due to each source can vary with the scheduling algorithm, and hence, an algorithm with good properties when overheads are ignored can perform poorly in practice. Therefore, any comparison of
algorithms that ignores the overheads is deficient from a practical standpoint. Throughout this dissertation, we will assume that system overheads are included in the WCETs of tasks using efficient charging methods. The WCET of a task is therefore dependent on the implementation platform, application characteristics, and the scheduling algorithm.

1.4 Real-Time Scheduling Algorithms and Validation Tests

A scheduling algorithm allocates processor time to tasks, i.e., determines the execution-time intervals and processors for each job while taking any restrictions, such as on concurrency, into account. In real-time systems, processor-allocation strategies are driven by the need to meet timing constraints. Before getting into a discussion of possible scheduling approaches, we define some terms and metrics commonly used in describing some properties of real-time scheduling algorithms and in comparing different algorithms.

1.4.1 Definitions

Feasibility, schedulability, and optimality. A task system $\tau$ is said to be feasible on a hardware platform if there is some way of scheduling and meeting all the deadlines of $\tau$ on that platform. $\tau$ is said to be schedulable on a hardware platform by algorithm $A$, if $A$ is capable of correctly scheduling $\tau$ on that platform, i.e., can meet all the deadlines of $\tau$. $A$ is said to be an optimal scheduling algorithm if $A$ can correctly schedule every feasible task system for every hardware platform. It is often useful to restrict the definition of optimality to a subset of task systems (such as periodic or sporadic task systems) or to a class of scheduling algorithms or both. When restricted to task system subsets, $A$ is said to be optimal for a subset $S$ of task systems, if $A$ can correctly schedule every feasible task system of subset $S$, and when restricted to algorithm classes, $A$ is said to be an optimal class-\$C$ scheduling algorithm, if $A$ can correctly schedule every task system that can be correctly scheduled by some algorithm in class $\mathcal{C}$. Optimality can similarly be restricted to hardware platform classes, with uniprocessors and multiprocessors being the most-commonly considered classes.

---

4 Alternatively, the task model can be altered to specify the WCET of a task in the absence of interferences, and explicitly list the sources of interferences and their worst-case costs. We have followed the approach that is customary in the real-time literature.

5 Algorithm classification is discussed in Section 1.4.2.
Schedulable utilization bound. A useful and common metric for comparing different scheduling algorithms with respect to their effectiveness in meeting the deadlines of a recurrent task system is the schedulable utilization bound. Formally, if $U_A(M, \alpha)$ is a schedulable utilization bound, or more concisely, utilization bound, for scheduling algorithm $A$, then on $M$ processors, $A$ can correctly schedule every recurrent task system $\tau$ with $u_{\text{max}}(\tau) \leq \alpha$ and $U_{\text{sum}}(\tau) \leq U_A(M, \alpha)$. If, in addition, there exists at least one task system with total utilization $U_A(M, \alpha)$ and $u_{\text{max}} = \alpha$, whose task parameters can be slightly modified such that $U_{\text{sum}}$ and $u_{\text{max}}$ are higher than $U_A(M, \alpha)$ and $\alpha$, respectively, by infinitesimal amounts, and the modified task system has a deadline miss under $A$ on $M$ processors, then $U_A(M, \alpha)$ is said to be the minimax utilization of $A$ for $M$ and $u_{\text{max}}$. The minimax utilization of $A$ is also referred to as the worst-case schedulable utilization of $A$. Furthermore, if no task system with total utilization exceeding $U_A(M, \alpha)$ can be scheduled correctly by $A$ when $u_{\text{max}} = \alpha$ on $M$ processors, then $U_A(M, \alpha)$ is said to be the optimal utilization bound of $A$ for $M$ and $u_{\text{max}}$. Note that while an optimal utilization bound is also a worst-case schedulable utilization, the converse may not hold. This is because, it is possible that there exist task systems that are correctly scheduled but have a total utilization that is higher than that of some task system that is barely schedulable (i.e., some worst-case schedulable utilization). It should also be noted that when expressed using a fixed set of parameters, such as $\alpha$ and $M$, different values are not possible for the optimal and worst-case schedulable utilizations. In other words, if an optimal utilization bound exists for $M$ and $\alpha$, then a worst-case schedulable utilization that is different from the optimal bound is not possible.

Schedulability tests. In addition to serving as a comparison metric, schedulable utilizations of scheduling algorithms can also be used in devising simple and fast validation tests and online admission-control tests for the algorithms. In the context of hard real-time systems, validation tests are generally referred to as schedulability tests. Given the schedulable utilization $U_A(M)$ of Algorithm $A$ and a task system $\tau$, an $O(N)$-time schedulability test for $\tau$ under $A$ that

---

6The phrase minimax utilization is due to Oh and Baker and denotes the minimum utilization over all maximal task sets. A maximal task set is one that is schedulable but if the execution times of its tasks are increased slightly, then some deadline will be missed. 7Unless otherwise specified, worst-case schedulable utilizations are assumed to be with respect to $M$ and $\alpha = u_{\text{max}}$. It is possible to obtain other worst-case values if other or more task parameters, such as execution costs and periods, are considered.
verifies whether \( U_{\text{sum}}(\tau) \) is at most \( U_A(M) \), and a similar \( O(1) \) per-task time online admission control test, are straightforward. The downside of such utilization-based schedulability tests is that for many algorithms, optimal schedulable utilizations are not known. In such cases, the tests are only sufficient but not necessary (i.e., are not exact tests), and hence, can be pessimistic, i.e., incorrectly conclude that deadlines may be missed.

1.4.2 Real-Time Scheduling Strategies and Classification

In general, since job release times are not known \textit{a priori}, pre-computing schedules off-line is not possible with sporadic and some asynchronous periodic task systems. As a result, online scheduling algorithms are needed. Typically, such an algorithm assigns a priority to each job, and on an \( M \)-processor system, schedules for execution the \( M \) jobs with the highest priorities at any instant, subject to not violating constraints on migrations, preemptions, concurrency, and mutually-exclusive executions, if any. We will consider scheduling on uniprocessors first and that on multiprocessors afterwards.

1.4.2.1 Scheduling on Uniprocessors

In real-time systems, the need to meet timing requirements suggests using strategies optimized for that purpose. Giving higher priority to (i) jobs with earlier deadlines, (ii) those with smaller slack times, or (iii) jobs of tasks that recur at a higher rate (i.e., tasks with shorter periods) are some logically reasonable strategies for selecting jobs to execute in real-time systems. All of these are greedy strategies because each makes a choice that appears to be the best at the moment.

The algorithm that uses the first strategy is called \textit{earliest-deadline-first} (EDF) \cite{16}. EDF’s greedy strategy turns out to be optimal for scheduling sporadic tasks on a uniprocessor \cite{82}. Similarly, \textit{least-laxity-first} (LLF) \cite{91}, also referred to as \textit{smallest-slack-first}, is a scheduling algorithm, which directly uses the second strategy, and which is also optimal for sporadic task systems on a uniprocessor. Lastly, under the well-known and widely-used \textit{rate-monotonic} (RM) scheduling algorithm, the third strategy of prioritizing tasks with shorter periods over those with longer periods is employed. Partial schedules under the three algorithms referred to are

\begin{itemize}
\item Refer to Section \cite{14.2.2} for a discussion on the degree of task migrations.
\item Unless otherwise specified, any reference to scheduling is to online approaches.
\item The \textit{slack} time of a job at any given time is the difference between the amount of time remaining until the job’s deadline and its pending or unfulfilled execution requirement.
\end{itemize}
shown in Figure 1.4 for the first few jobs of a task system with two tasks $\tau_1(3,5)$ and $\tau_2(4,10)$. The three algorithms differ in the complexity of their priority schemes and their ability to meet the timing constraints and form the basis of a priority-based classification of scheduling algorithms presented in [42]. Before describing that classification, we briefly mention two other
ways of classifying scheduling algorithms.

**Preemptive and non-preemptive algorithms.** Under *preemptive algorithms*, the execution of a running job can be interrupted any time before its completion and resumed later. In general, under real-time scheduling algorithms, a job is preemted only if another job with a higher priority arrives when every processor is busy. Under *non-preemptive algorithms*, a job may not be interrupted once it commences execution, and thus is guaranteed uninterrupted execution until completion. As described, preemptivity is associated with algorithms. Alternatively, preemptivity can be associated with tasks and it is often useful to consider hybrid schemes wherein whether a job can be preempted depends on whether it executes in a preemptive or non-preemptive section. Unless otherwise specified, it is to be assumed that jobs are fully preemptable.

**Work-conserving and non-work-conserving algorithms.** An algorithm is said to be *work conserving* if it does not idle any processor when one or more jobs are pending, and *non-work conserving*, otherwise. The most common reason for inserting idle times is to improve schedulability. For instance, under non-preemptive algorithms, idling may prevent binding a job prematurely to a processor, and hence, has the potential to correctly schedule task systems that are otherwise not schedulable. However, the time complexity associated with deciding whether idling can improve schedulability can be quite high, and hence, generally (barring a few exceptions) only off-line schedulers tend to be non-work-conserving. All the algorithms considered in this dissertation, except some Pfair-related algorithms, are work conserving.

**Priority-Based Classification**

Based on how jobs and tasks are prioritized, scheduling algorithms can be classified into the following three categories.

**Static-priority algorithms** ($P_s$). Under a static-priority algorithm, each task is assigned a priority off-line, which is then assigned to each of its jobs at run-time. Thus, the priority of a task remains static, i.e., unchanged, across job invocations. The RM scheduling algorithm

---

10 As originally designed, Pfair scheduling algorithms, which can optimally schedule recurrent real-time task systems on multiprocessors, are not work-conserving. However, it has been shown that such a behavior is not necessary to improve schedulability under Pfair scheduling. This issue is discussed in more detail in Chapter 3.
mentioned above is an example of an algorithm in this class. RM is also an optimal static-priority scheduling algorithm for sporadic task systems on uniprocessors if relative deadlines are equal to periods as assumed in this dissertation.

**Restricted-dynamic-priority algorithms** ($P_d^r$). The algorithms in this class are also referred to as *task-level dynamic-priority* and *job-level fixed-priority* algorithms in the literature. Generally, under this class of algorithms, the priority of a job is determined at run-time, and hence, different jobs of a task can be assigned different priorities. However, once assigned, the priority of a job cannot be changed. EDF is an algorithm in this class.

**Unrestricted-dynamic-priority algorithms** ($P_d^u$). This third class relaxes the restriction of the previous class by allowing a given job to be assigned different priorities at different times. Hence, the relative priorities between two jobs can change with time. LLF, described earlier, is an example of an algorithm in this class.

**Comparison of the Priority Classes**

The restricted-dynamic-priority class generalizes the static-priority class and is in turn generalized by the unrestricted-dynamic-priority class. The effectiveness of an algorithm in meeting timing constraints can be expected to improve with increasing generalization. However, on the negative side, the implementation complexity, and run-time overheads, such as the number of context switches due to preemptions, can also increase at the same time. Below, we compare the three classes on the basis of their overheads and schedulability. Since RM, EDF, and LLF are optimal scheduling algorithms for their respective classes on uniprocessors [82, 91], we often take these three algorithms to be representatives for their classes.

**Overhead comparison.** Though the worst-case time complexity of selecting the highest-priority job is $O(\log N)$ (where $N$ is the number of tasks) for each of RM, EDF, and LLF, simpler implementations that are fast in practice are possible for RM and other static-priority algorithms [81]. The maximum possible number of job preemptions, when expressed as a function of the total number of jobs, is asymptotically comparable for the static and restricted-dynamic-priority classes. However, in practice, the actual number can be higher for RM than for EDF [39]. Preemptions can be expected to be much higher for the unrestricted-dynamic-priority class and will depend on the rate at which job priorities change. For example, in
Figure 1.4: the number of preemptions under RM is twice that under EDF, and is the highest under LLF. In addition to context switches, some cache-related overheads are also possible due to preemptions, and hence, it is desirable that their number be minimized.

**Schedulability comparison.** On a single processor, the worst-case schedulable utilization of RM for sporadic task systems is \( U_{RM} = N \cdot (2^{1/N} - 1) \) [82], which is strictly decreasing with \( N \) and converges to \( \ln 2 \approx 0.69 \) as \( N \to \infty \). On the other hand, the schedulable utilization bound for EDF is 1.0 for all \( N \) [82]. Thus, on a uniprocessor, moving from static to restricted-dynamic-priority algorithms can significantly enhance schedulability in many cases. Furthermore, because no algorithm can correctly schedule any task system with total system utilization exceeding 1.0 on a uniprocessor, EDF is optimal not only for its class, but universally, i.e., for the class encompassing all scheduling algorithms.

It should also be mentioned that the utilization-bound-based schedulability test for RM is only a sufficient test and can be pessimistic. In [77], Lehoczky et al. devised a more accurate but complex test for RM, which is necessary and sufficient for sporadic task systems but is only sufficient for asynchronous, periodic task systems. Using this exact characterization of RM, Lehoczky et al. also showed that the utilization bound of RM can be taken to be around 88% on an average. Given that RM is an optimal static-priority scheduling algorithm, there is still approximately a schedulability loss of 12% under the static-priority class on a uniprocessor.

Because EDF is universally optimal, the additional flexibility in scheduling offered by the unrestricted-dynamic-priority class (LLF, which belongs to the class, is also universally optimal) provides no extra benefit at least for independent task systems. Further, since their runtime overheads tend to be higher, unrestricted-dynamic-priority algorithms are not considered interesting on uniprocessors.

### 1.4.2.2 Scheduling on Multiprocessors

In this subsection, we consider multiprocessor scheduling in some detail.

**Multiprocessor Scheduling Approaches**

Two approaches traditionally considered for scheduling on multiprocessors are *partitioning* and *global scheduling*.

---

12 Cache-related overheads due to preemptions and migrations are discussed further towards the end of Section...
Partitioning. Under partitioning, the set of tasks is statically partitioned among processors, that is, each task is assigned to a unique processor upon which all its jobs execute. Each processor is associated with a separate instance of a uniprocessor scheduler for scheduling the tasks assigned to it and a separate local ready queue for storing its ready jobs. In other words, the priority space associated with each processor is local to it. The different per-processor schedulers may all be based on the same scheduling algorithm or use different ones. The algorithm that partitions the tasks among processors should ensure that for each processor, the sum of the utilizations of tasks assigned to it is at most the utilization bound of its scheduler. Scheduling under this model is depicted in Figure 1.5(a).

Global scheduling. In contrast to partitioning, under global scheduling, a single, system-wide, priority space is used, and a global ready queue is used for storing ready jobs. At any instant, at most \( M \) ready jobs with the highest priority (in the global priority space) execute on the \( M \) processors. No restrictions are imposed on where a task may execute; not only can different jobs of a task execute on different processors, but a given job can execute on different processors at different times, subject to not violating restrictions on non-preemptivity. Figure 1.5(b) illustrates global scheduling.

Two-level hybrid scheduling. Some algorithms do not strictly fall under either of the above two categories, but have elements of both. For example, algorithms for scheduling systems in which some tasks cannot migrate and have to be bound to a particular processor, while others can migrate, follow a mixed strategy. In general, scheduling under a mixed strategy is at two levels: at the first level, a single, global scheduler determines the processor that each job should be assigned to using global rules, while at the second level, the jobs assigned to individual processors are scheduled by per-processor schedulers using local priorities. Several variants of this general model and other types of hybrid scheduling are also possible. Typically, the global scheduler is associated with a global queue of ready, but unassigned, jobs, and the per-processor schedulers with queues that are local to them. Elements of one type of hybrid scheduling are illustrated in Figure 1.5(c).

Migration-Based Classification

As can be seen, the extent to which tasks migrate across processors differs under the three scheduling approaches discussed above. Hence, apart from a priority-based classification de-
scribed in Section 1.4.2.1, multiprocessor scheduling algorithms can be classified based on the degree of migration they allow to tasks as well, as suggested by Carpenter et al. in [42]. We next describe their classification.

Figure 1.5: Schematic representations of (a) partitioned, (b) global, and (c) two-level hybrid scheduling algorithms.
No-migration or partitioned algorithms \((M_p)\). Under this class of algorithms, task migration is prohibited. Hence, the algorithms in this class use the partitioning strategy described above. Partitioned-EDF, in which each per-processor scheduler is EDF, is an example of an algorithm in this class.

Restricted-migration algorithms \((M_r)\). This class of algorithms allows tasks to migrate at job boundaries. That is, different jobs of a task can execute on different processors, but a given job may not migrate and must execute only on a single processor. Some algorithms in this class may require two-level, hybrid scheduling as described above. Restricted-migration EDF, referred to as r-EDF and described in [21], is an example of an algorithm in this class that requires two-level scheduling. Under r-EDF, a global scheduler assigns each newly-arriving job to a processor that can accommodate it, i.e., can correctly schedule all the jobs previously assigned to it as well as the new job. The jobs assigned to each processor are scheduled locally by a second-level EDF scheduler. Second-level scheduling is not required for all the algorithms in this class and can be eliminated if scheduling rules permit it. Global, non-preemptive EDF (referred to as g-NP-EDF), with no restrictions on where different jobs execute, is an algorithm in this class for which single-level scheduling suffices.

Full-migration algorithms \((M_f)\). A full-migration algorithm places no restriction on inter-processor migration and uses the global scheduling approach. Global, preemptive EDF (referred to as g-EDF) is an example of an algorithm in this class.

Carpenter et al. suggested considering each migration class with each priority class, and hence, nine classes of multiprocessor scheduling algorithms. Their taxonomy of scheduling algorithms is shown in the form of a matrix in Table 1.1. When convenient, we will denote a class using a tuple \((x, y)\), where \(x\) denotes a priority class (one of \(P_s, P_r, \) and \(P_u\)), and \(y\), a migration class (one of \(M_p, M_r, \) and \(M_f\)). The entries in the table (discussed later) represent known upper and lower bounds on the worst-case schedulable utilization for each class.

Comparison of Classes of Multiprocessor Schedulers

Schedulability comparison. In [12], Carpenter et al. compare the schedulability of the classes with respect to two aspects: (i) the set of all task systems that any algorithm in each class can schedule correctly (which we refer to as raw schedulability) and (ii) the best known schedulable utilization bounds for any algorithm in each class. Their results are summarized
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\textbf{Migration Class} & \textbf{Lower Bound} & \textbf{Upper Bound} & \textbf{References} \\
\hline
\textbf{\(M_f\): full migration} & \(\frac{M^2}{M+1} \leq U \leq \frac{M+1}{M} \) \hspace{1cm} \(U = M - \alpha(M - 1)\), if \(\alpha \leq \frac{1}{2}\), \hspace{0.5cm} \(U = \frac{M+1}{2}\), otherwise \hspace{0.5cm} \(U = M\) \hspace{0.5cm} \cite{10, 151} & \textbf{\cite{22}} & \textbf{\cite{22}} \\
\hline
\textbf{\(M_r\): restricted migration} & \(U \leq \frac{M+1}{2}\) \hspace{0.5cm} \textbf{\cite{171}} & \(U \geq M - \alpha(M - 1)\), if \(\alpha \leq \frac{1}{2}\), \hspace{0.5cm} \(U = \frac{M+1}{2}\), otherwise \hspace{0.5cm} \(U \geq M - \alpha(M - 1)\), if \(\alpha \leq \frac{1}{2}\) \hspace{0.5cm} \textbf{\cite{24}} & \textbf{\cite{24}} \\
\hline
\textbf{\(M_p\): partitioned} & \(U = \frac{M+1}{2}\) \hspace{0.5cm} \textbf{\cite{171}} & \(U = \frac{\beta M+1}{\beta+1}\), where \(\beta = \left\lfloor \frac{1}{\alpha} \right\rfloor\) \hspace{0.5cm} \textbf{\cite{86}} & \(U = \frac{\beta M+1}{\beta+1}\), where \(\beta = \left\lfloor \frac{1}{\alpha} \right\rfloor\) \hspace{0.5cm} \textbf{\cite{86}} \\
\hline
\textbf{\(P_s\): static} & \(P_p^d\): restricted dynamic & \(P_p^u\): unrestricted dynamic & \\
\hline
\end{tabular}
\caption{Carpenter et al.’s classification of multiprocessor scheduling algorithms presented in \cite{42}. Entries in the table represent known lower and upper bounds on the worst-case schedulable utilization, \(U\), for the different classes of scheduling algorithms. (Some entries have been updated to reflect later advances.) \(\alpha = u_{\text{max}}\), the maximum utilization of any task in the task system under consideration. Citations next to the entries indicate their primary sources.}
\end{table}

**Comparison of raw schedulability.** With respect to raw schedulability, Class \(C_1\) is said to be as powerful as (resp., strictly more powerful than) Class \(C_2\), if the set of all task systems correctly scheduled by any algorithm in \(C_2\) is a subset of or the same as (resp., proper subset of) the set of all task systems correctly scheduled by some algorithm in \(C_1\). Some salient raw-schedulability comparisons are as follows.

**Comparison within a migration class:** *Within a migration class, increased generalization along the priority dimension does not worsen raw schedulability.* Specifically, the \(P_p^d\) class is strictly more powerful than the \(P_s\) class when both are subject to the same migration rules. The two dynamic-priority classes are equally powerful under partitioning and the \(P_p^u\) class is at least as powerful as (resp., strictly more powerful than) the \(P_p^r\) class within the \(M_r\) class (resp., \(M_f\) class).

**Comparison within a priority class:** It is natural to expect a relationship analogous to the one above to exist among the migration sub-classes of a priority class, wherein \(M_f\) is the most powerful, and \(M_p\), the least. However, in contrast to the above, with the exception of the \((P_p^u, M_f)\) (top, right) class, migration classes within a priority class are not guaranteed to remain as powerful or improve with increasing generalization. For
instance, within the $P_d$ class, the $M_f$ sub-class (i.e., the $(P_d^r, M_f)$ class) is not comparable to the $M_p$ sub-class (i.e., the $(P_d^r, M_p)$ class), that is, there exist instances of sporadic task systems that can be correctly scheduled by the $(P_d^r, M_f)$ class but not by the $(P_d^r, M_p)$ class, and vice versa.

**Comparison of priority classes across migration classes:** With the exception of comparisons involving the $(P_d^u, M_f)$ class, no relationship can be established among priority classes if they are not all subject to the same migration rules. For instance, though the $(P_d^r, M_f)$ class is more powerful than the $(P_s, M_f)$ class, the $(P_d^r, M_f)$ class is incomparable to the $(P_s, M_p)$ class.

In a nutshell, the $(P_d^u, M_f)$ class is the most powerful; however, the remaining classes cannot be compared if they do not fall under the same migration class. Further, it is evident from the above comparison that on multiprocessors, EDF, which belongs to the $P_d^r$ class, is not universally optimal, regardless of the degree of migration allowed. Finally, though not implied by the above discussion, it turns out that LLF, which falls under the $P_d^u$ class, is also not universally optimal, even if migrations are unrestricted, which is somewhat surprising.

Based on examples provided by Carpenter et al. in [42], the observed incomparability in raw schedulability when priorities are restricted can be explained in part as follows. We first explain why a full-migration algorithm may fail to correctly schedule a task system that can be so scheduled by a partitioned or a restricted-migration algorithm. Recall that tasks are sequential and may not execute concurrently. Hence, a key to effective global scheduling on multiprocessors lies in minimizing, if not eliminating, intervals during which there are more processors than pending tasks, forcing processors to idle. However, idling cannot effectively be minimized in all cases in task systems in which tasks or jobs are not pinned to processors by the obvious greedy strategies or schemes with restrictions on priority assignments. This is illustrated in Figure 1.6. The task system in this figure (which is provided in [42]) has a total utilization of 2.0 and can be scheduled correctly on two processors if partitioned. Because this task system fully loads two processors, idle time in a processor will be followed by a deadline miss, at least when job releases are periodic. Under partitioning, tasks $\tau_2$ and $\tau_4$ are assigned to different processors and hence are in different priority spaces. Therefore, there are no rules that govern how $\tau_2$ and $\tau_4$ execute with respect to one another. As can be seen from inset (a), the execution of the first jobs of $\tau_2$ and $\tau_4$ are somewhat interleaved. However, such interleaved execution of any two jobs (which can avoid processor idling) is impossible.
Figure 1.6: Partial schedules under (a) partitioned-EDF and (b) g-EDF for four tasks on two processors.

under a full-migration algorithm with restrictions on priority assignments to jobs (i.e., one in which job priorities cannot be changed once assigned). This is because, the execution of two jobs belonging to the same priority space can be interleaved only if each has a higher priority than the other at some point in time. Carpenter et al. have found that no algorithm in the
As an example, we have provided a schedule under g-EDF in inset (b). In this schedule, Processor 2 is idle from time 11 to time 12, implying that a deadline will be missed sometime in the future (at least if the task system is periodic because $U_{sum} = 2.0$). The schedule in inset (a) is also a schedule under restricted-migration EDF (r-EDF), and a similar reasoning as above can be used to explain why an algorithm in the $M_r$ class may be capable of scheduling a task system that no algorithm in the $M_f$ class can.

We next explain why partitioning may sometimes schedule task systems that cannot be scheduled by algorithms in the $M_r$ class. Recall that the algorithms considered are work-conserving. Hence, no processor may be idled when a ready job is waiting under full-migration policies, or when an unassigned ready job exists under restricted-migration policies. While scheduling in a work-conserving manner is not problematic in the case of full-migration algorithms, under restricted-migration algorithms, binding a job to a processor as soon as a processor becomes available can prove to be premature in some cases if the system is not under full load, i.e., $U_{sum} < M$. Example schedules for a task system (this task system is also from [42]) under partitioned-EDF and two algorithms in the $(P_{d}, M_{r})$ class are shown in Figure 1.7. As can be seen, under partitioning, the second job of $\tau_2$ is prohibited from executing on Processor 2 between time 6 and time 7, even though it is idle. This in turn, helps in preventing a deadline miss.

Due to the above two reasons (namely, an inability to interleave the execution of different jobs, and an inability to postpone binding a job to a processor for the requisite amount of time), when there are restrictions on how priorities may be assigned or on job migrations, there exist task systems that can be scheduled correctly only if partitioned. Similarly, there exist task systems that cannot be partitioned among processors without exceeding the schedulable utilization of at least one processor, but which can be correctly scheduled otherwise (despite restricting priorities or not allowing full migration), and hence the incomparability.

**Comparison of schedulable utilization bounds.** The best known lower and upper bounds on the schedulable utilization for any algorithm in each of the nine classes are provided in Table 1.1. The top, left entry in the table means that there exists some algorithm in the full-migration, static-priority class that can correctly schedule every task system with total utilization at most $\frac{M^2}{3M-2}$, and that there exists some task set with total utilization slightly higher than $\frac{M+1}{2}$ that cannot be correctly scheduled by any algorithm in the same class. The
other entries in the table have a similar interpretation. An “equals” operator in an entry indicates that the upper and lower bounds match, and hence, the corresponding value represents the worst-case schedulable utilization.

As can be seen from the table, the worst-case schedulable utilization is not yet known for the two non-partitioning-based $P_s$ classes, and the known lower bound is poorer for the $M_f$ class than for the $M_p$ class. A similar relationship exists within the $P_d^r$ class also if $u_{\text{max}}$ is taken into account. On the other hand, if no restriction is imposed on $u_{\text{max}}$, then both the $M_f$ and
$M_p$ classes within the $P_d^r$ class have identical worst-case schedulable utilizations. In general, it appears that all the three migration sub-classes have comparable schedulable utilizations when taken within either the static- or restricted-dynamic-priority classes. Further, as can be seen from the table, the schedulable utilizations of these classes cannot exceed $\frac{M+1}{2}$ (which is roughly 50%) in the worst case. However, in sharp contrast to these two priority classes, easing the restrictions on migrations can increase schedulability to 100% under the unrestricted dynamic-priority class.

Comparison of preemption and migration overheads. Unlike schedulability, which, contrary to normal expectations, does not always improve as migrations are more liberally allowed, run-time overhead generally increases as the migration rules become more general. Some significant components of the overhead imposed by migration are discussed below. But first, a general description of the memory hierarchy present in computers is in order.

Modern computers are provided with a memory hierarchy to speed up accesses to memory references that exhibit spatial or temporal locality. Registers and different levels of caches are above the main memory in this hierarchy and are local to processors. Access times are longer to storage elements lower down in the hierarchy, and since an address is likely to be available at different levels at different times, not all accesses to a given address will have the same access time at all times or from all processors. The differences among the access times to registers and different cache levels are generally negligible compared to the difference between the access times to the lowest-level cache and the main memory. Hence, we will let the term cache refer collectively to all storage above main memory.

The presence of a memory hierarchy immediately suggests that a job will complete executing sooner if its memory requests can be served from the cache. Spatial and temporal locality exhibited by the memory-access requests of most programs suggests that it is more likely for such requests of a job to be served from the cache, if the job executes on a single processor and without preemptions. Thus, a major overhead due to migrations is that due to a loss of cache affinity, i.e., the time needed to fetch the contents of addresses that would have otherwise been serviced in-cache, from main memory. With write-back caches, this overhead includes the time needed to invalidate associated cache lines, if needed, on the first processor (i.e., the
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13Caches generally use one of the two policies for updating memory: write-through and write-back. In write-through caches, any write to an address is to both the cache and the memory, whereas in write-back caches, a write to memory is deferred until the associated cache line is replaced or the contents are needed by some other processor.
processor that the job executed upon prior to preemption) apart from the time needed to fetch 
the contents from that processor’s cache or the main memory. Another significant component 
of the migration overhead is the time needed to invalidate the cache lines containing a job’s 
process control block (PCB) from the first processor’s cache (if it is dirty), refetch it into the 
cache of the second processor, and load needed process status registers. On modern processors 
with support for virtual memory, recently-used page table entries of a process may also have 
to be invalidated and refetched.

Note that some of the overheads described above can be incurred even if a preempted job 
resumes execution at a later time on the same processor, that is, even if a job is only preempted 
but does not migrate. The amount of overhead will depend on whether its cache lines were 
evicted by jobs that executed in the intervening time. Since the state of the cache cannot be 
predicted reliably, it is common to assume a cold cache as the worst case even for preemptions. 
However, in practice, cache-related overheads are likely to be more pronounced if a job really 
migrates, and hence overhead due to migration also increases with increased generalization.

The crux of the comparison of the priority and migration classes presented above and 
in Section 1.4.2.1 can be stated as follows. Increased generalizations along the priority and 
migration dimensions come at a price that may be acceptable if the gain in schedulability that 
the generalization enables outweighs the loss it imposes due to overheads.

The loss incurred as we move from static-priority schedulers to restricted-dynamic-priority 
schedulers due to the overheads of more complex scheduling should be negligible on modern 
systems (and perhaps even on systems that are less powerful) in comparison to the increase in 
schedulability. As discussed in Section 1.4.2.1 for some task systems, moving to a restricted-
dynamic-priority scheduler can in fact lower the number of preemptions, leading to an overall 
 decrease in the loss due to overheads. Hence, in this dissertation, we consider only the two 
dynamic-priority categories. We close this section by summarizing the trade-offs between 
flexibility and overheads offered by increasing migration within dynamic-priority categories.

1.4.2.3 Overheads versus Flexibility Trade-offs

Though migrations and preemptions can add to the overheads incurred, allowing them im-
proves a scheduler’s flexibility, and can help in meeting more timing constraints in real-time 
systems. Recall that the full-migration, unrestricted-dynamic-priority class is more power-
ful than every other class. Furthermore, if migrations are prohibited, then tasks have to be 
partitioned among the available processors. Though cache-related overheads are the least
with partitioning, this method suffers from two significant drawbacks. First, task partitioning should ensure that no processor's capacity is exceeded, and so is a bin-packing problem, which is NP-hard in the strong sense [59]. Hence, determining an optimal task assignment is intractable except for very small task systems, and sub-optimal heuristics are commonly used. Second, partitioning may be a cumbersome strategy in dynamic task systems, in which task composition, i.e., the set of tasks and/or their utilizations can change at run-time, invalidating the current partitioning and necessitating a repartitioning. The worst-case time complexity of commonly-used partitioning heuristics is at least $O(NM)$, and hence, partitioning can be prohibitive to perform at run-time. Furthermore, if repartitioned, tasks have to migrate, and the prime benefit of partitioning, namely, lack of migrations and processor affinity for tasks, is lost.

Apart from the above drawbacks of partitioning, recent trends and developments in processor and computer architecture have led to designs that can considerably mitigate migration overheads, and hence, augur well for global scheduling algorithms. One significant trend is the emergence of multicore architectures, which have multiple processing units on a single die. It is widely believed that multicore architectures are the way to achieve higher processor performance, given that thermal and power problems impose limits on the performance that a single processing unit can deliver. In some multicore-based designs, the different processor cores share one or more levels of on- or off-chip caches. Hence, tasks do not significantly lose cache affinity when they migrate, and so, overheads due to migration are rendered almost negligible.

Thus, as things currently stand, no class is clearly superior than the rest, and it can be expected that the choice of the algorithm depends on the characteristics of the underlying platform and the application at hand. However, as shown in Figure 1.1(a), pure partitioning has no scope of improving system utilization if a task system cannot be partitioned among the available processors, even if bounded tardiness is tolerable. Hence, since our focus in this dissertation is soft real-time systems, we do not consider no-migration algorithms. As already discussed, we do not consider static-priority algorithms either. Thus, our focus is restricted to the upper, right \((2 \times 2)\) sub-matrix of Table 1.1.
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14 Here, processors are the bins, tasks are items to be packed, schedulable utilizations of the processors' scheduling algorithms are the bin sizes, and task utilizations are item sizes.

15 There is no relation between dynamic task systems and dynamic priorities. A dynamic task system can be scheduled by a static-priority scheduling algorithm.
With the above introduction to real-time systems and associated concepts, and hard real-time scheduling on multiprocessors in place, we are ready to describe soft real-time systems next.

1.5 Soft Real-Time Systems

As mentioned in Section 1.1, violations of soft real-time constraints are not disastrous and can be tolerated occasionally or by bounded amounts. A task with soft (resp., hard) real-time constraints is said to be a soft (resp., hard) real-time task. A real-time system may either consist exclusively of either hard real-time tasks or soft real-time tasks only, or be a combination of the two. As a simple example, consider a radar tracking system tracking both hostile and friendly targets. In such a system, deadlines of tasks that track hostile targets must not be missed, whereas those of tasks that track friendly targets may be missed by bounded amounts.

It should be noted that the definition of soft real-time is somewhat broad and can span a wide spectrum of systems. The nature and extent of violations of timing constraints permissible for soft real-time tasks is application dependent. Determining permissible levels of violation is beyond the scope of this dissertation and it is assumed that such levels are provided. Some significant soft real-time models proposed in the literature that differ in the nature of permissible violations are reviewed in Chapter 2. Below, we merely describe the model considered in this dissertation.

**Soft real-time task model.** The soft real-time task model that we consider augments the sporadic and periodic task models described in Section 1.3 by associating a tardiness threshold with every task in the task system. If \( \delta \) denotes the tardiness threshold of a soft real-time task, then any job of the task can be late, i.e., miss its deadline, by at most \( \delta \) time units. Though there exist task systems composed of tasks with different tolerances to tardiness, in this dissertation we restrict our attention primarily to systems whose tasks have equal tolerance to tardiness.

Formally, the tardiness of a job \( T_{i,j} \) in schedule \( \mathcal{S} \) is defined as \( \text{tardiness}(T_{i,j}, \mathcal{S}) = \max(0, t - d_{i,j}) \), where \( t \) is the time at which \( T_{i,j} \) completes executing in \( \mathcal{S} \). The tardiness of a task system \( \tau \) under scheduling algorithm \( \mathcal{A} \), denoted \( \text{tardiness}(\tau, \mathcal{A}) \), is defined as the maximum tardiness of any job of any task in any schedule for any concrete instantiation of \( \tau \) under \( \mathcal{A} \). If under
\( A, \kappa \) is the maximum tardiness on \( M \) processors for any task system with \( U_{sum} \leq M \), then \( A \) is said to ensure a tardiness bound of \( \kappa \) on \( M \) processors. Though tasks in a soft real-time system are allowed to have non-zero tardiness, we assume that missed deadlines do not delay future job releases. That is, even if a job of a task misses its deadline, the release time of the next job of that task remains unaltered. For example, in the schedules in Figures 1.1(a) and 1.1(b), though jobs of Task 3 miss their deadlines, releases of future jobs are not impacted. Hence, guaranteeing a reasonable bound on tardiness that is independent of time is sufficient to ensure that in the long run each task is allocated a processor share that is in accordance with its utilization. Because each task is sequential and jobs have an implicit precedence relationship, a later job cannot commence execution until all prior jobs of the same task have completed execution. Thus, a missed deadline effectively reduces the interval over which the next job should be scheduled in order to meet its deadline or not exceed its tardiness threshold.

**Model applicability.** Digital-signal-processing (DSP) systems for tracking users in virtual-reality (VR) applications and multimedia systems are some examples of soft real-time systems for which the model under consideration may be appropriate. Each of these systems can be modeled as a periodic or a sporadic task system in which it is desirable that each job of each task completes execution before the next job of the task is released. However, a small bounded tardiness for any job is also generally tolerable, especially if such tolerance can lead to a better utilization of system resources or improved flexibility.

As a specific example, consider a video decoding task that is decoding a video stream at the rate of 30 frames per second in a multimedia system. While it is desirable that the task decode every frame within 33.3 ms, a tardiness of the order of a few milliseconds will not compromise the quality of output if the rate of decoding is still 30 frames per second over reasonably long intervals of time. Tardiness may add to jitter in job completion times, but it is unlikely that jitter of the order of a few tens of milliseconds will be perceptible to the human eye. Similarly, tardiness will add to the buffering needs of a task, but should be reasonable, if the maximum tardiness is reasonably bounded, and a system designer is able to choose a tardiness value that balances the processing and memory needs of the system.

It may be argued that a real-time model in which no job misses its deadline, but where jobs can occasionally be skipped, may be better suited for the video decoding example. However, this model belongs to a class of models referred to as firm real-time models, which assume that there is no value to completing a task late. The firm real-time model is discussed in Chapter 2.
this model may have the disadvantage that optimally determining whether to skip a frame can incur additional scheduling overhead at run-time. This is because not too many frames can be skipped from the same stream and every frame that is not skipped should meet its deadline. Further, to our knowledge, no experimental evidence is available as to which is a better approach, and it appears that if tardiness is minimal, then it may actually be preferable to not skip frames. Also, if the video stream is MPEG-coded, then it may not be possible to skip frames arbitrarily. Specifically, since the I and P frames are needed in decoding B frames and other P frames, there is less freedom in choosing frames to skip. In the case of DSP systems, since the accuracy of the computational results on a later sample increases if the results of processing the most recent sample are available, there is value to completing tasks as long as they are not too late.

A final argument in support of the model of interest to us is as follows. As discussed in Chapter 2, almost all the work on the other soft real-time models considered in the literature is with respect to uniprocessors and is concerned with dealing with overload, i.e., scenarios in which the total system utilization exceeds the available utilization, which is 1.0. Overload could be over long terms, such as system lifetime, or occasional and for short durations, as in systems whose average loads do not exceed the available capacity but whose instantaneous loads could exhibit significant variations. However, in the context of multiprocessors, there exist scheduling algorithms under which guarantees on timeliness that can be provided are not known when the total utilization exceeds the schedulable utilization (i.e., $U(M)$) of the algorithm, but is much lower than the total available capacity (i.e., $M$), i.e., even when the system is much below full load. This is true of all the algorithms in Table 1.1 except the optimal algorithms, which belong to the $(P^u_d, M_f)$ class, necessitating a study of the model. We conjecture that results based on the model considered may, in fact, be necessary in dealing with overload.

With needed background and concepts in place, we return to the subject of this dissertation, namely, facilitating cost-effective implementations of soft real-time systems on multiprocessors. We begin by articulating a need for research in this direction.

## 1.6 Limitations of State-of-the-Art

As noted in Section 1.2.2, the current multiprocessor-based real-time scheduling theory is too expensive for direct application to soft real-time systems. Below, we briefly explain why this
Deficiencies of non-optimal algorithms. A necessary and sufficient condition for the feasibility of a recurrent task system \( \tau \) on \( M \) processors is that \( U_{\text{sum}}(\tau) \leq M \) hold \([23, 14]\). (As explained in Section 1.3.3, \( U_{\text{sum}}^{17} \) denotes the total system utilization after accounting for all the run-time overheads including scheduling, context-switching, preemption, and migration overheads.) From the discussion in Section 1.4.2.2 of the entries in Table 1.1, it is known that algorithms in eight of the nine classes (i.e., all the classes except the \((P_d^p, M_f)\) class) are not optimal, and require restrictions on total system utilization that can approach roughly 50% of the available processing capacity if every deadline needs to be met. Hence, when bounded tardiness is tolerable, using the utilization bounds given in Table 1.1 for validation with algorithms in those classes can be overkill. Furthermore, it is possible that new algorithms (algorithms not studied in the context of hard real-time systems) are better suited for soft real-time systems (even though their schedulable utilizations are guaranteed to not exceed 50%).

Deficiencies of optimal algorithms. It also follows from the same table that there exist algorithms in the \((P_d^p, M_f)\) class that are optimal, implying that the underlying system need not be underutilized. All known optimal algorithms in this class fall under a subclass called proportionate-fair or \( P_{\text{fair}} \) \([25]\) scheduling algorithms. Nevertheless, the use of optimal \( P_{\text{fair}} \) algorithms can be overkill as well for soft real-time systems for the following reasons.

Quantum-based scheduling: Optimal \( P_{\text{fair}} \) algorithms are quantum based, i.e., schedule tasks one quantum at a time, and as a result, the scheduler is invoked more often and tasks are prone to frequent preemptions and migrations. Hence, the effective system utilization, after accounting for the overheads as explained in Section 1.3.3, can be much less than 100%.

Integer execution costs and periods: Optimal \( P_{\text{fair}} \) algorithms require the execution costs and periods of tasks to be specified as integer multiples of the quantum size. Hence, when non-integral, execution costs have to be rounded up and periods have to be rounded down. For some task systems, the associated loss to effective system utilization can be quite significant.

---

\(^{17}\)We will omit specifying the task system as a parameter when unambiguous.
Apart from the above restrictions, which can lead to a significant loss of effective system utilization, optimal Pfair algorithms impose some other restrictions also, which can limit their practical implementation and can be problematic for soft real-time systems. Hence, it is desirable that such restrictions, which are described below, be relaxed (apart from relaxing the two restrictions above).

**Synchronized scheduling:** To ensure optimality, optimal Pfair algorithms require that tasks be allocated processor time in fixed-sized quanta that align across all processors. Apart from posing implementation challenges, this requirement can also lead to wasted processor time in that when a task executes for less than its WCET and yields in the middle of a quantum, or blocks on a lock request in the middle of a quantum, the associated processor idles for the remainder of the quantum. This waste of processor time could potentially be eliminated for soft real-time systems if bounded tardiness can be guaranteed by a simpler algorithm in which the aligned-quanta restriction is relaxed.

**Tie-breaking rules:** Optimal algorithms require non-trivial tie-breaking rules to resolve ties among subtasks with the same deadline. Such rules may be unnecessary or unacceptable for soft and dynamic real-time systems. Hence, identifying the timeliness properties of algorithms that use no tie-breaking rules can enhance the applicability of Pfair algorithms for such systems.

Based on the limitations of optimal and non-optimal algorithms described above, we conclude that the known scheduling algorithms and/or validation tests in all the nine categories are rigid and can be overkill for soft real-time systems. Furthermore, we believe that there is sufficient scope to improve system utilization and implementation support for soft real-time systems on multiprocessors by (i) developing new validation tests specifically for soft real-time systems, (ii) relaxing some of the limiting restrictions of the optimal Pfair algorithms and deriving the timing properties of the resulting simpler algorithms, and (iii) designing new algorithms tailored for soft real-time systems. Accordingly, the thesis of this dissertation is as follows.

**Thesis Statement:** Processor utilization can be improved on multiprocessors while ensuring non-trivial soft real-time guarantees for different soft real-time applications whose preemption and migration overheads can span different ranges and

---

18 In Pfair terminology, each quantum’s worth of execution is referred to as a subtask. Refer to Chapter 3 for a more formal definition.
whose tolerances to tardiness are different by designing new scheduling algorithms, simplifying optimal ones, and developing new validation tests.

Our contributions in support of the above thesis are described below.

1.7 Contributions

We establish our thesis as follows. We analyze two known algorithms, one new algorithm, and some simpler Pfair algorithms that are non-optimal but less expensive than optimal algorithms to determine their soft real-time guarantees. Specifically, for each algorithm \( \mathcal{A} \) that we analyze, we determine the guarantees on timeliness that \( \mathcal{A} \) can provide if the total system utilization, \( U_{\text{sum}} \), exceeds the schedulable utilization, \( U_{\mathcal{A}}(M) \), of \( \mathcal{A} \), but not the total available capacity, \( M \), of the underlying system. In the known algorithms category, we show that both global preemptive EDF (i.e., \( g\text{-EDF} \)) and global non-preemptive EDF (i.e., \( g\text{-NP-EDF} \)) can guarantee very reasonable, bounded tardiness in most cases. With respect to Pfair algorithms, we show that simpler algorithms that relax one or more of the limiting restrictions described in Section 1.6 that are needed for optimality can guarantee small, bounded tardiness. Finally, we design and analyze a new partitioning-based, restricted-migration algorithm called EDF-fm, which limits the number of tasks that need to migrate, and derive tardiness bounds under it.

The algorithms considered differ in the degree of preemptions and migrations they require, and hence, can benefit different applications that differ in their preemption and migration costs. That is, system utilization levels can be improved for different applications whose overheads span different ranges if they can tolerate bounded tardiness. Similarly, since the algorithms considered differ in the tardiness bounds they can guarantee, different applications with different tardiness thresholds can benefit, as well. Finally, as Block et al. show in [36], [35], and [37], the algorithms in the different classes differ in how quickly they can adapt to run-time changes in task composition, i.e., how suitable they are for dynamic task systems. Determining when and how to adapt within any algorithm is quite complex and is beyond the scope of this dissertation. However, in soft real-time systems, rules for adapting to run-time changes require some basic results on timeliness guarantees, which we determine in this research. Thus, the results of this dissertation can enable different applications that differ in the adaptivity they require.

The results we have obtained for soft real-time systems are summarized in Table 1.2 and are discussed in more detail below.
Table 1.2: Some tardiness results for the different classes of scheduling algorithms.

<table>
<thead>
<tr>
<th>$M_f$: full migration</th>
<th>RM cannot guarantee bounded tardiness for all feasible task systems.</th>
<th>Tardiness is bounded for g-EDF.</th>
<th>Tardiness is bounded for some relaxed Pfair algorithms.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_r$: restricted migration</td>
<td>UNKNOWN</td>
<td>Tardiness is bounded for g-NP-EDF. Tardiness is bounded for EDF-fm if $u_{\text{max}} \leq 0.5$.</td>
<td>Tardiness is bounded.</td>
</tr>
<tr>
<td>$M_p$: partitioned</td>
<td>Bounded tardiness cannot be guaranteed for task systems that cannot be feasibly partitioned among available processors.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1.7.1 Analysis of Preemptive and Non-Preemptive Global EDF

A major contribution of this dissertation is to show that, unlike partitioned-EDF, algorithms g-EDF and g-NP-EDF can guarantee bounded tardiness for sporadic task systems on multiprocessors, and to derive tardiness bounds under them.

If tasks do not block (to access a shared data structure in a mutually-exclusive manner) or suspend (waiting for an I/O operation to complete, for example), as is assumed in this dissertation, then any job can preempt at most one other job under $g$-EDF. (If blockings and suspensions are not ruled out, then the number of preemptions due to a given job is higher by at most the total number of times the job can be blocked or suspended.) Thus, the total number of job preemptions under $g$-EDF is bounded from above by the total number of jobs, even though a given job can be preempted more than once. Similarly, in the absence of blockings and suspensions, every job can cause at most one other job to migrate, and the total number of migrations is at most the total number of jobs. The reasoning for this bound on the number of migrations is as follows. Assuming a scheduler that does not migrate a job between two processors if there is a way to execute the job continuously on a single processor while respecting the priority rules, then a preemption by a higher priority job is necessary for a migration. Hence, the bound on migrations follows from the bound on preemptions. For example, in the $g$-EDF schedule in Figure 1.3(b), the first job of $\tau_2$, $\tau_{2,1}$, migrates twice, first at time 5 and then at time 7. However, these migrations are due to different jobs: the first is
due to $\tau_{3,2}$ and the second, due to $\tau_{1,3}$. Thus, because of a moderate number of migrations, g-EDF could be a good choice for applications with moderate migration costs. As discussed in Section 1.4.2.3, partitioning may not be acceptable for highly dynamic task systems even if migration costs are high. The tardiness bound that we have derived under g-EDF on $M$ processors for task $T_k$ of a task system $\tau$ with $U_{sum} \leq M$ is given by

$$\frac{\sum_{i=1}^{\Lambda} \epsilon_i - \epsilon_{min}}{M - \sum_{i=1}^{\Lambda-1} \mu_i} + \epsilon_k.$$  

(Refer to Section 4.2 for formal definitions of $\epsilon_i$, $\mu_i$, and $\Lambda$. $\Lambda$ is approximately $U_{sum} - 1$ and $\epsilon_i$ (resp., $\mu_i$) is the $i^{th}$ highest execution cost (resp., utilization) of any task in $\tau$.) As discussed in detail in Chapter 4, the above bound is reasonable unless task utilizations and the number of processors $M$ are both high.

The tardiness bound derived under g-NP-EDF is given by

$$\frac{\sum_{i=1}^{\Lambda+1} \epsilon_i - \epsilon_{min}}{M - \sum_{i=1}^{\Lambda} \mu_i} + \epsilon_k,$$

which is higher than that derived under g-EDF given above. Recall that g-NP-EDF is a restricted-migration algorithm, hence despite being subject to a higher tardiness bound, the algorithm may be preferable when the cost of migrating any given job is high, but not much state is associated with a task itself that is carried between its jobs. Also, on each processor, at most one job may be in a started but unfinished state, and hence, g-NP-EDF has the added benefit of lowering the total stack size, which may especially be desirable in embedded systems. Finally, implementing g-NP-EDF on an SMP is likely to be much simpler than implementing g-EDF, and our experience in implementing these algorithms within the Linux kernel as part of the LITMUS\textsuperscript{RT} project confirms this. Refer to Chapter 9 for more details.

### 1.7.2 Design and Analysis of EDF-fm

As a second contribution, we design an algorithm based on partitioned-EDF, called EDF-fm, for use with applications with high inter- and intra-job migration costs. A pure partitioning algorithm (i.e., a no-migration algorithm), offers no scope for guaranteeing bounded tardiness, and hence, for improving processor utilization, for soft real-time systems that cannot be partitioned among the available processors. Thus, migrations are necessary in such systems. Hence, in designing EDF-fm, our focus was on minimizing required migrations only to the extent needed.
for guaranteeing bounded tardiness. Specifically, under EDF-fm, on an $M$-processor system, the capability to migrate is required for at most $M - 1$ tasks, and it is sufficient that every such task migrates between two processors and at job boundaries only.

### 1.7.3 Analysis of Non-Optimal, Relaxed Pfair Algorithms

Our third contribution is in determining the timeliness properties of some simpler Pfair algorithms.

Pfair algorithms, which schedule tasks one quantum at a time, may be better suited than EDF for applications with low-migration costs and lower tolerance to tardiness. However, as discussed in Section 1.6, the scheduling and task model restrictions imposed by Pfair scheduling can lower its effective utilization and limit its practical implementation. In an attempt to enhance the applicability of Pfair scheduling for soft real-time systems, we considered relaxing some of those restrictions.

**Tie-breaking rules.** The *earliest-pseudo-deadline-first* (EPDF) Pfair scheduling algorithm is a non-optimal algorithm, which uses no tie-breaking rules and resolves ties among subtasks arbitrarily. The appropriateness of EPDF for soft real-time systems was first considered by Srinivasan and Anderson in [106], where they derived sufficient per-task utilization restrictions for ensuring bounded tardiness under EPDF. However, they left some questions unanswered. We have answered a few of those questions by extending the existing validation analysis for EPDF in the following ways. First, we show that the prevailing conjecture that EPDF can ensure a tardiness bound of one quantum for all feasible task systems in false. Next, we improve Srinivasan and Anderson’s sufficient per-task utilization restrictions for guaranteeing bounded tardiness under EPDF. Third, we derive non-trivial sufficient restrictions along an orthogonal dimension, namely, total system utilization, for schedulability under EPDF, thereby extending the applicability of EPDF for hard real-time systems. Finally, we consider extending the restriction on total system utilization to allow bounded tardiness.

**Synchronized scheduling.** Elsewhere [50], we have considered relaxing the *synchronized* scheduling requirement of Pfair algorithms, which, as discussed in Section 1.6, requires tasks to be allocated processor time in fixed-sized quanta that align on all processors. We show that if scheduling is *desynchronized*, then under an otherwise-optimal Pfair scheduling algorithm, deadlines are missed by at most the maximum size of one quantum. Further, we argue that
this result can be extended to most prior results on Pfair scheduling: in general, tardiness bounds guaranteed under EPDF and other sub-optimal Pfair algorithms are worsened by at most one quantum when scheduling is desynchronized.

**Integer execution costs and periods and quantum-based scheduling.** We use part of the analysis used in deriving the timing properties of desynchronized Pfair algorithms to show that if periods are non-integral, but execution costs are still integral, then deadlines can be missed by less than two quanta. Finally, to mitigate the loss to total system utilization due to quantum-based scheduling when migration costs are high or execution costs are non-integral, we propose a technique based on job slicing. This job-slicing technique obviates the need to round execution costs up, can lower migration overheads, and can guarantee small and bounded tardiness.

### 1.7.4 Implementation Considerations and Evaluation of Algorithms

As noted earlier, the performance of each algorithm considered in this dissertation depends on the characteristics of the underlying platform and the application at hand. To better perceive the overheads versus schedulability trade-off offered by the various algorithms, we present a simulation-based evaluation of the algorithms using overheads measured on a real test bed and soft real-time schedulability tests. Our evaluation methodology is as follows. We first identify significant sources of external overhead that can delay application tasks, and for each algorithm, provide formulas for computing inflated WCETs for tasks that are sufficient to account for all the overheads. Next, we measure typical values for each overhead on a real test bed, which, in our case, is LITMUSRT, running on a 4-processor SMP. We finally use the measured overhead costs in simulation-based experiments to compute inflated WCETs, schedulability (in a soft real-time sense), and tardiness bounds under the various algorithms considered in this dissertation and under partitioned-EDF for randomly-generated task sets. Our metrics for comparison are the percentage of task systems to which each algorithm can guarantee bounded tardiness and the mean of the maximum tardiness bound guaranteed. For each algorithm, we also discuss scenarios in which it may be the best choice, and briefly comment on efficient implementation techniques.
1.8 Organization

The rest of this dissertation is organized as follows. Chapter 2 reviews prior work on soft real-time scheduling. Chapter 3 reviews Pfair scheduling in detail and presents needed notation. Tardiness bounds under preemptive and non-preemptive global EDF are derived in Chapter 4. In Chapter 5, algorithm EDF-fm and associated analyses for soft real-time systems are presented. A schedulable utilization bound under the EPDF Pfair scheduling algorithm and improved sufficient restrictions on per-task utilizations for bounded tardiness under it are then derived in Chapters 6 and 7 respectively. Supporting non-integral execution costs and periods is considered in Chapter 8, while implementation considerations and a performance evaluation of the concerned algorithms are presented in Chapter 9. Chapter 10 concludes with a summary of the work presented in this dissertation and an enumeration and discussion of some issues that remain to be addressed in the area of soft real-time scheduling on multiprocessors.
Chapter 2

Related Work

In this chapter, prior work on soft real-time systems is surveyed. Work related to the multi-processor scheduling algorithms considered in this dissertation is discussed in later chapters.

As discussed in Chapter 1, violations of soft real-time constraints are neither disastrous nor desirable, and can be tolerated if they are occasional, or are by bounded amounts. This definition by itself is hardly useful in designing real systems unless the terms “occasional” and “bounded” are precisely specified. Also, if timing constraints can be weakened, then there are different possibilities for doing so, each of which may be more appropriate for some applications than others. Accordingly, several soft real-time models that differ in the nature and extent of violations they allow have been proposed. We will classify such models as either deterministic or probabilistic based on the predominant nature of the specifications in the model and the type of soft real-time guarantees they provide.

**Firm real-time.** One type of a non-hard real-time task is a firm real-time task. A firm real-time task is one whose deadline misses are not disastrous, but whose results are not useful when late. Thus, it is preferable to not execute a job of a firm real-time task whose deadline will not be met. We will treat a firm real-time task as a special type of a soft real-time task though the two are sometimes considered to be distinct in the literature. Our survey includes models for firm real-time tasks as well.

This chapter is organized as follows. It begins with a survey of deterministic models in Section 2.1. Probabilistic models are considered next in Section 2.2 followed by a discussion of time-value functions in Section 2.3. Time-value functions are not included in Section 2.1 or Section 2.2 because the stated objective of scheduling based on such functions is quite different.
from those of models considered in these earlier sections. Also, for the general time-value function model, scheduling is predominantly best effort and guarantees are rarely provided. The chapter concludes by enumerating prior work on multiprocessor-based soft real-time scheduling.

2.1 Deterministic Models for Soft Real-Time Systems

In this section, some deterministic soft real-time task models are described. Algorithms for scheduling task systems specified using those models and associated analyses are also described where needed. Unless otherwise specified, all of the work described pertains to uniprocessors.

2.1.1 Skippable Task Model

Among the early deterministic models is the *skippable periodic/sporadic task model* of Koren and Shasha [73]. In this model, a job of a task may be skipped, i.e., may not execute at all or have its execution aborted mid-way, as long as there is a minimum separation, referred to as the task’s *skip parameter*, between consecutive skips. Task $\tau_i$’s skip parameter is denoted $s_i$, where $s_i \geq 2$, and has the interpretation that for every job of $\tau_i$ that is skipped, at least $s_i - 1$ following jobs are not to be skipped. Using Koren and Shasha’s terminology, a job that may be skipped is said to be *blue*, and one that has to complete by its deadline, *red*. This model was developed to support some signal-processing systems, where some samples can be skipped, and streaming applications that are tolerant to packet losses.

Let $U_R \overset{\text{def}}{=} \sum_{i=1}^{N} \frac{e_i \cdot (s_i - 1)}{p_i \cdot s_i}$ denote the total utilization considering only jobs that may not be skipped. One might reasonably expect that $U_R \leq 1$ is a sufficient feasibility condition. However, consider the task system $\tau = \{\tau_1(3.5, 4), \tau_2(1, 4)\}$. Clearly, this task system is not feasible on a uniprocessor if no job of any task may be skipped. It is also not feasible if only jobs of $\tau_1$ may be skipped regardless of the value of $\tau_1$’s skip parameter, $s_1$. (Note that $s_1$ should be at least two.) This is because if both $\tau_1$ and $\tau_2$ release a red job each at the same time, then at most one can complete execution by its deadline. For this example, with $s_1 = 2$, i.e., when every other job of $\tau_1$ may be skipped, $U_R = \frac{3.5}{8} + \frac{1}{4} = \frac{5.5}{8}$, which is less than 1.0. Hence, $U_R \leq 1$ is not a sufficient condition for ensuring the feasibility of a skippable task system.

\footnote{It should be noted that algorithms with provable properties have been developed for some very special cases \[28\] and providing probabilistic guarantees has been considered in some recent work \[79\].}
As another example, task system $\tau = \{\tau_1(3, 4), \tau_2(3, 4)\}$ with $s_1 = s_2 = 2$ can be successfully scheduled. If $\tau$ is periodic, then a schedule in which odd jobs of $\tau_1$ and even jobs of $\tau_2$, or vice versa, are skipped, would not violate any constraints. Note that for this task system, $U_R = \frac{3}{8} + \frac{3}{8} = \frac{3}{4}$, which is higher than the corresponding value for the previous example. Hence, skippable task systems cannot be compared for feasibility based on their $U_R$ values.

Recall that the model allows jobs to be aborted mid-way and that an aborted job is also considered to be a skipped job. Allowing such behavior may be necessary for sporadic task systems because in such systems, whether a job is red or blue may have to be determined at run-time, based on how jobs of other tasks are released. For illustration, let the task system in the above example be sporadic and consider two partial sets of job releases as shown in insets (a) and (b) of Figure 2.1. In each inset, at most one of $\tau_{1,1}$ and $\tau_{1,2}$ can meet its deadline and $\tau_{1,1}$ is chosen for completion. Therefore, in each inset, $\tau_{2,2}$ is a red instance, and as far as $\tau_1$ is concerned, $\tau_{1,2}$ is skippable, and hence, can be blue. Also, if $\tau_{1,2}$ is skipped, then $\tau_{1,3}$ would be a red instance, whose deadline must be met. $\tau_{1,3}$’s deadline can be met if $\tau_{2,2}$ is released as in inset (a). On the other hand, if the release of $\tau_{2,2}$ is postponed as in inset (b) and $\tau_{1,3}$ is released in time, then at most one of these two jobs can meet its deadline, leading to a timing-constraint violation. However, this scenario can be avoided because $\tau_{2,2}$’s release is sufficiently delayed that $\tau_{1,2}$’s deadline can be met and $\tau_{1,3}$ can be turned into a blue instance. Therefore, when tasks are sporadic, schedulability can be improved by dynamically choosing to not skip certain jobs.
It turns out that optimally determining which jobs to skip is NP-hard even if all job releases are known \textit{a priori}. Hence, Koren and Shasha proposed the use of algorithms based on simple heuristics. In their first algorithm, called \textit{red tasks only} (RTO), every \((k \cdot s_i)^{th}\) job, for every \(k \geq 1\), is considered blue, and is skipped. The remaining jobs are scheduled by either EDF or RM. Note that the task system in the second example above is not schedulable by RTO, even if it is periodic. Their second algorithm is called \textit{blue when possible} (BWP), and tries to provide improved service in comparison to RTO in a best-effort manner by scheduling some blue job (chosen according to one of several heuristics) when no red job is pending. They also provided associated schedulability conditions for both EDF and RM.

\subsection*{2.1.2 \((m, k)\)-Firm Model}

The \((m, k)\)-firm model is similar to, and, in fact, subsumes the skippable task model, and was proposed by Hamdaoui and Ramanathan \[62\]. In this model, each task is associated with two parameters \(m\) and \(k\) with the interpretation that at least \(m\) jobs in every window of \(k\) consecutive jobs must meet their deadlines. Note that a skippable task with a skip parameter \(s\) is also an \((m, k)\)-task with parameters \(m = s - 1\) and \(k = s\), and that while every skippable task can be represented as an \((m, k)\) task the converse does not hold. Also, the \((m, k)\) model can allow skips to be consecutive, and in that sense, can provide weaker guarantees than the skippable model.

Hamdaoui and Ramanathan proposed an algorithm called \textit{distance based priority} (DBP) for scheduling \((m, k)\)-tasks. Unlike Koren and Shasha’s algorithms, scheduling under DBP is dependent on run-time conditions. Hence, DBP maintains a state, which captures the current history of met and missed deadlines, with each task. The task states are used to determine how “unsafe” each task is, \textit{i.e.}, how close it is to having its \((m, k)\) constraint violated, and accord higher priority to tasks that are more unsafe. Tasks within the same priority class are scheduled on an EDF basis.

The goal of DBP is to schedule tasks so that the average probability of violating the \((m, k)\) constraints is minimized and the realization of this goal is evaluated in \[62\] through simulations. The model and the algorithm were initially developed for scheduling streams of network packets, and hence, in the evaluations, the arrival pattern for jobs is neither periodic nor sporadic, but is either Poisson or bursty. In \[63\], an analytic model of DBP that can be

\footnote{It appears that the skippable and \((m, k)\) models were proposed at about the same time.}
used to provide probabilistic guarantees on meeting the \((m, k)\) constraint is developed, and its accuracy is evaluated through simulations.

The application of the \((m, k)\) model to overloaded periodic task systems is considered in [98]. Here, as with RTO, static rules are provided for skipping jobs, and unskipped jobs are scheduled using RM. A sufficient condition for deterministically meeting \((m, k)\) constraints is also derived.

### 2.1.3 Weakly-Hard Model

The *weakly-hard* model [32] has elements of both of the models described above and strives to provide a general framework for the specification of soft real-time constraints. In [32], soft real-time constraints are referred to as *weakly-hard constraints*. Currently, four types of constraints, denoted \(\langle n \overline{m} \rangle\), \(\langle n \overline{m} \rangle\), \((n \overline{m})\), and \(\langle n \overline{m} \rangle\), can be specified. The parameter \(m\) in all of these expressions refers to any window of \(m\) consecutive jobs; parameter \(n\) refers to either the number of met or missed deadlines. The \(\langle n \overline{m} \rangle\) specification is simply the \((m, k)\) specification and means that at least \(n\) jobs in any window of \(m\) consecutive jobs must meet their deadlines. This is strengthened by \(\langle n \overline{m} \rangle\), which requires \(n\) consecutive deadlines to be met. The specifications with overbars apply to the number of missed deadlines: \(\overline{n \overline{m}}\) means that fewer than \(n\) jobs out of any consecutive \(m\) jobs may miss their deadlines; \(\langle n \overline{m} \rangle\) is a stronger specification under which, out of \(m\) jobs, any number may be missed as long as fewer than \(n\) are consecutive.

In [32], the authors also developed an algebra of weakly-hard constraints that can allow different types of constraints and constraints with different values for \(n\) and \(m\) to be related and compared. They also discussed the possibility of associating multiple constraints with each task. For instance, if a task can tolerate at most two misses in any window of four jobs, but only at most eight misses (not ten) in a window of twenty jobs, then such a constraint can be specified as \((\overline{2} \overline{4}) \land (\overline{8} \overline{20})\).

Finally, the scheduling of weakly-hard real-time systems under static-priority algorithms is considered. No special rules are included to improve the chances of meeting weakly-hard constraints; rather, the objective is to determine whether a given system can meet all the constraints when scheduled using static priorities. This can be done in a straightforward manner by using standard static-priority analysis for computing the response times of jobs released.

---

The *response time* of a job is given by the difference between the time the job completes executing and its release time.
within a hyperperiod. The authors showed that neither the RM nor deadline-monotonic[^4] priority assignment is optimal for weakly-hard systems and discussed how to optimally assign priorities.

### 2.1.4 Window-Constrained Model

The window-constrained model is a weaker variant of the \((m, k)\)-firm model and was first considered in [119] and [118]. In this model, windows are non-overlapping in that every group of \(k\) jobs from the beginning forms a window. In other words, in this model, jobs \((k(i - 1) + 1), \ldots, k \cdot i\), comprise the \(i\)\(^{th}\) window, where \(i \geq 1\), whereas under the \((m, k)\) model, jobs \(i, \ldots, (i + k - 1)\) form the \(i\)\(^{th}\) window. The model parameters are specified as a pair \((x, y)\) with the meaning that at most \(x\) jobs in every non-overlapping window of \(y\) jobs may miss their deadlines. In [119] and [118], an online algorithm called dynamic window-constrained scheduling was proposed for scheduling packet streams with window constraints in communication networks. Conditions for scheduling streams without violating the window constraints are also derived under the assumption that packets are uniform in size and are non-preemptive.

The window-constrained model was subsequently studied by Mok and Wang [92], who showed that, in general, determining whether a schedule that satisfies the window constraints is possible is NP-hard in the strong sense. They also showed that some sub-classes of the problem (such as those with unit execution costs, or are synchronous, periodic, or for which \(x \mid y\) holds) can be solved efficiently, and devised scheduling algorithms and/or schedulability tests for those sub-classes.

### 2.1.5 Imprecise Computation Model

The models discussed above allow some jobs to be treated as optional and their executions to either complete late or be discarded entirely, as long as the optional jobs conform to the constraint specification. The imprecise computation model takes a different approach: under this model, some portion of each job may be discarded; however, in general, no job may be discarded in its entirety or complete late. This model was proposed to allow graceful degradation during overload for tasks based on iterative algorithms such as numerical computations or heuristic search, some multimedia tasks such as layered encoding and decoding, and others.

[^4]: The deadline monotonic algorithm is a static-priority algorithm, which accords higher priority to tasks with shorter relative deadlines.
For such tasks, the quality of the results improves with the amount of time for which the jobs execute; however, a certain minimum acceptable quality is reached when only a fraction of the job completes execution. Hence, under this model each job of a task $\tau_i$ is logically decomposed into two parts: a mandatory part, with execution cost $e_{m_i}$, that corresponds to the minimum required computation for the result to be acceptable, and an optional part, with execution cost $e_{o_i}$, whose execution improves the quality of the results. The result produced by a job is precise only if its mandatory and optional parts are both executed; otherwise, it is imprecise. The optional part of each task is also associated with a reward function (or, correspondingly, an error function), which is non-decreasing (resp., non-increasing) with respect to execution time, and for a given time $t$, indicates the value (resp., penalty) that the system accrues by executing (resp., not executing) the optional part of a job for $t$ (resp., $e_{o_i} - t$) time units before its deadline. The goal is to schedule tasks such that the mandatory part of each job completes by its deadline and the optional parts are executed such that some performance metric, such as the number of optional parts that are discarded or the average or total error, is minimized.

The imprecise computation model was considered by Liu et al. in [83], where they proposed heuristic algorithms for scheduling such task systems. To ensure that the mandatory parts never miss deadlines, the algorithms they proposed accord higher priority to mandatory jobs and schedule them under either EDF or RM. Optional parts are executed when no mandatory part is pending. The different heuristics differ in how optional jobs to execute are chosen. Liu et al. allow optional parts to complete late.

This problem was later addressed by Aydin et al. [19], who considered optimal schedules in which the average reward is maximized. They showed that if the reward functions are linear or concave, then for each periodic task system whose mandatory parts can be successfully scheduled, there exists an optimal EDF or LLF schedule in which, for each task, the optional part of each of its jobs executes for equal times. They also showed that the execution times for optional parts can be determined by solving an optimization problem and presented efficient methods for doing so. Finally, they also showed that the problem of determining an optimal schedule is NP-hard if the reward functions of tasks are non-concave.

2.1.6 Server-Based Scheduling

For some tasks, minimum inter-arrival times and/or worst-case execution times that are not too pessimistic cannot be determined, and hence, such tasks do not fit any recurrent task model such as the periodic or the sporadic model. Jobs that execute in response to mode
change requests and effect mode changes, such as a job that changes the operation mode of autopilot, or jobs in a command and control system that respond to sporadic data messages are some examples \[85\]. One common and popular approach for scheduling such non-recurrent tasks, also referred to as aperiodic tasks, is by using server tasks. A server task is a periodic or sporadic task that is scheduled along with other recurrent real-time tasks in the system and is used to serve aperiodic tasks; whenever a server task is scheduled, its allocations are passed on to one of the pending aperiodic tasks assigned to it. Each server task is assigned an execution cost, referred to as its budget, and a period, both of which are determined based on the needs of the aperiodic tasks its serves. The schedulability of the recurrent tasks and server tasks is guaranteed offline. The aperiodic tasks may have hard deadlines, in which case, they are subject to admission-control tests upon release. Since our interest is in scheduling soft real-time tasks, we will not consider scheduling hard aperiodic tasks.

In general, in the server-based approach, soft real-time tasks are not associated with any timing constraints, and the objective is to improve their response times in a best-effort manner. If the server queues are always backlogged and hard real-time tasks execute for their full worst-case execution times, then there cannot be much scope to improve response times of soft aperiodic tasks. However, the above conditions rarely hold in practice, and hence, there arises an opportunity to intelligently reclaim any capacity that is made available to improve soft real-time response times. The challenge, however, is to ensure that the safety of hard tasks is not compromised. Techniques for doing so have been extensively investigated and a huge body of literature devoted to the topic is available \[78 \, 44 \, 101 \, 60 \, 45 \, 103 \, 80 \, 40 \, 88 \, 31\].

2.1.7 Maximum Tardiness

The soft real-time model considered in this dissertation also provides deterministic guarantees. This model, where sporadic tasks with implicit deadlines have a tardiness threshold, has not been considered much in the context of uniprocessors. This is because, if the system is not overloaded, then it is obvious that scheduling under EDF is sufficient to ensure that each job completes execution by its deadline, and that there is no scope of allowing a higher utilization even if bounded tardiness is tolerable. This model can alternatively be viewed as one in which timing constraints are hard, but sporadic tasks have relative deadlines larger than
When viewed in this alternative manner, the model has been the focus of some research in the context of deadline-monotonic scheduling on uniprocessors. In [75], Lehoczky provided a demand-based test, which may require exponential time, to determine the schedulability of task systems that use this model, and also derived utilization bounds when the relative deadline of each task is a multiple (greater than one) of its period. However, determining the maximum time after the end of its period that any job may complete executing has not been addressed. Such a value can be determined in a straightforward manner using the generalized time-demand analysis developed for static-priority systems.

We believe that the models and work discussed above provide a reasonable sampling of deterministic soft real-time guarantees that have been considered. We now move on to discuss some stochastic models that have been proposed.

### 2.2 Probabilistic Models for Soft Real-Time Systems

Some tasks with widely varying inter-arrival times or execution requirements, such as those in video-conferencing applications or animation games, require soft real-time guarantees such as bounds on tardiness or limits on the percentage of deadlines missed. Hence, it may not be appropriate to schedule such systems using the server-based approaches described earlier in which a single server serves more than one task or in which needed guarantees cannot be provided. For such systems, one alternative to reserving resources based on worst-case parameters, which can be extremely wasteful, is to model task parameters probabilistically (using probability distributions for inter-arrival times or execution times) and to provide probabilistic guarantees on meeting deadlines. In this section, we describe some efforts taken in this direction.

#### 2.2.1 Semi-Periodic Task Model

In [115], Tia et al. considered scheduling tasks whose jobs have highly varying execution requirements but are released periodically. Tia et al. referred to such tasks as semi-periodic tasks and characterized their execution requirements using generic probability density functions (pdfs). They then extended the time-demand and generalized time-demand analyses [77, 75].

---

\(^5\) It should be noted that if the relative deadlines of all tasks are not increased by the same amount, then job priorities may be determined differently when viewed in this alternative manner.
used with static-priority algorithms for semi-periodic task systems under the assumption that the worst-case response time for each task can be found in a busy interval that begins when every task releases a job. Whereas standard time-demand analysis simply sums the demand due to individual jobs that execute in a busy interval, in the probabilistic analysis proposed by them, a convolution of the pdf’s of the execution times of the jobs is taken. The outcome of the convolution is a pdf for the total demand at any time within the busy interval. This pdf can then be used to compute the probability that a given job’s response time exceeds its deadline. Tia et al. noted that their approach is valid only if job execution times are independent and discussed how to correctly compute failure probabilities in the absence of this independence assumption.

In the same paper, an alternative approach called task transformation is proposed for scheduling semi-periodic tasks. The intention is to guarantee 100% schedulability for short jobs and some fraction of each long job. Hence, it is proposed that each job of a semi-periodic task be logically decomposed into two components: a fixed-size periodic component and a variable-size sporadic component. The execution requirement is constant for the periodic components of all the jobs and may vary for the sporadic components. Also, the periodic components are guaranteed deterministically, whereas the sporadic components are served by special server tasks of appropriate utilizations and are provided probabilistic guarantees. (A single server task may serve multiple sporadic component tasks.) Note that, in some sense, the periodic and sporadic components are reminiscent of the mandatory and optional parts of the imprecise computation model.

The semi-periodic task model was also considered by Diaz et al. in [55]. However, the analysis they provided is different from that of Tia et al. Diaz et al. modeled the varying execution costs using discrete random variables characterized by probability mass functions. They showed how the state of a priority-driven system can be modeled as a discrete-time Markov chain (DTMC) and how a response-time distribution may be determined (both numerically and analytically) using it.

2.2.2 Statistical Rate-Monotonic Scheduling

The goal of statistical rate-monotonic scheduling (SRMS) proposed by Atlas and Bestavros in [18] is to schedule periodic task systems such that the statistical quality-of-service (QoS) guarantee needed by each task is met. The task model considered in this work is similar to and is based on the semi-periodic model described above, and associates with each task $\tau_i$
a constant inter-arrival time, a pdf characterizing the utilization of its jobs (using which the execution requirement may be computed), and a permissible QoS. The QoS of a task is defined as a lower bound on the probability that an arbitrary job will meet its deadline.

As explained in [18], the main tenet of SRMS is that variability in task execution requirements can be smoothened by aggregating the requirements of successive jobs. SRMS is based on RM, and for each task $\tau_i$, treats jobs that fit within a superperiod as a unit. The length of $\tau_i$’s superperiod is given by that of the period of the next lower-priority task, $\tau_{i+1}$. Under RM, at most $\lceil \frac{p_{i+1}}{p_i} \rceil$ jobs of $\tau_i$ can interfere with any job of $\tau_{i+1}$. Also, $\tau_{i+1}$ is not impacted by how the aggregate cost is distributed among $\tau_i$’s jobs as long as the distribution is among the jobs within a superperiod. SRMS makes use of these properties to ensure that statistical guarantees are met. Hence, at run-time, for each task, allocations made to jobs in its current superperiod are maintained; this information, along with the resource needs of all higher-priority tasks, is used to determine whether the deadline of a newly arriving job can be met. (It is assumed that the execution requirement of a job is known when it is released.) A job whose deadline cannot be met is simply rejected, and thus, every job that is admitted is guaranteed to meet its deadline. Offline probabilistic analysis ensures that the percentage of discarded jobs does not violate the QoS requirement of the task.

The main differences between SRMS and the approaches considered in Section 2.2.1 are that in SRMS, only jobs guaranteed to meet their deadlines are admitted to the system, and higher-priority tasks cannot overrun and infringe on lower-priority tasks. One critique of this model, however, is that the assumption that job execution requirements are known at their release times is somewhat questionable.

2.2.3 Constant-Bandwidth Server

In the work considered so far in this section, only execution costs of the jobs of a task are allowed to vary. Tasks whose job inter-arrival times may also vary were considered by Abeni and Buttazzo in [5], [6], and [7]. Unlike the previous approaches, Abeni and Buttazzo considered scheduling each variable-parameter task using a separate, dedicated server, referred to as a constant bandwidth server (CBS). Recall that a server is a periodic or a sporadic task with a budget (i.e., execution cost) and a period. Under CBS, a server task’s budget and period are set to the mean execution cost and the mean inter-arrival time, respectively, of the task it serves. Server rules are defined such that, in the long run, each client task is allocated a fraction of the total processor time approximately equal to its mean utilization, and the
different clients are temporally isolated from one another. Thus, in effect, an appropriate fraction of the processor is reserved for each variable-parameter task.

Abeni and Buttazzo also presented analysis for tasks scheduled using CBS servers. Their analysis can, in general, be applied to any reservation-based system. However, their analysis is restricted to allowing only one of the two parameters (either execution cost or inter-arrival time) to vary. They showed how to model the state of a CBS-served task with one varying parameter as a discrete-time Markov chain, and how to compute a steady-state probability for any given tardiness for the task. Because each task is reserved a fraction of a processor, they were able to model each task as an independent stochastic process and analyze it independently, without consideration of interference from the other tasks. In our opinion, this considerably simplifies their analysis in comparison to those discussed for semi-periodic tasks in Section 2.2.1.

2.2.4 Real-Time Queueing Theory

The probabilistic analyses that we have considered so far allow at most one parameter of each real-time task to be stochastic. In contrast, the grand aim of real-time queueing theory seems to be to allow every aspect of the traditional real-time system model to be stochastic, if needed, and develop tools for analyzing such systems scheduled under priority-driven algorithms. Real-time queueing theory strives to achieve this aim by combining the timing elements of real-time scheduling theory with the stochastic elements of queueing theory. This theory was first proposed by Lehoczky in [76], where a semi-formal analysis is presented for systems with a single queue under heavy-traffic conditions. (Each queue corresponds to a task, so a single-queue system is essentially a system with a single task serving aperiodic jobs.) Fully-developed theory for single-server, single-queue systems scheduled under EDF and FIFO is presented in [56], and that for acyclic networks of servers with multiple independent queues in [74]. It should be noted that apart from inter-arrival times and service times, job deadlines are also modeled as independent and identically distributed random variables. However, it is not clear whether the assumption that all times are independent is realistic, and what removing this assumption entails.

---

6A set of tasks is said to be temporally isolated if execution overruns of any task cannot impact any of the remaining tasks.

7Under heavy traffic conditions, the traffic intensity or the average processor utilization converges to one. According to Lehoczky, the heavy-traffic case is the worst case for real-time systems, and hence, can be used as an upper bound for lighter conditions.
One critique of the probabilistic models by proponents of other models is that percentage of deadline misses or probability of meeting a deadline by itself is not sufficient to assess quality of service unless the distribution of misses is also known. With that note, we conclude our discussion on probabilistic models.

2.3 Time-Value Functions

Many soft real-time models are implicitly based on the notion that in some systems, a late result is still of value, although diminished, in comparison to a timely result. However, the extent to which the value is diminished is not quantified. Jensen, Locke, and Tokuda’s value functions make this notion more precise by associating with each task, an explicit value, which is expressed as a function of completion time \[ f(t) \]. A task’s value at time \( t \) indicates the value that the task adds to its system if it completes executing \( t \) time units after its release. Jensen et al. also suggested determining task deadlines or critical times from value functions. They contended that a task can be said to have a deadline only if its value function or its first or second derivative is discontinuous and that the deadline is given by the earliest time at which a discontinuity occurs. Hence, the value function for a traditional hard real-time task can be given by a downward step function with the step at its deadline as shown in Figure 2.2(a). The figure also shows some other examples of value functions as provided in [72].

Jensen et al. also contended that the goal of real-time scheduling should be to execute tasks such that the total value accrued by the system is maximized. They proposed algorithms based on heuristics for this purpose and evaluated them in comparison to traditional algorithms under different levels of load, including overloads. In general, under this model, accrued value can be maximized by scheduling under EDF if all deadlines can be met. However, when the system is overloaded and not all deadlines can be met, minimizing deadline misses will not necessarily increase accrued value, and heuristics perform much better. There has been some renewed interest in value-based scheduling in recent years and the interested reader is referred to [79]. One major impediment to the use of this model is the difficulty associated with defining value functions themselves. Case studies of successful applications of this approach can be found in [71].
2.4 Soft Real-Time Scheduling on Multiprocessors

To our knowledge, scheduling recurrent, soft real-time systems on multiprocessors was first considered by Srinivasan and Anderson in [106], where they studied the appropriateness of the non-optimal but more efficient EPDF Pfair scheduling algorithm for such systems. Other work that falls under this category consists of the server-based approaches for scheduling aperiodic tasks considered in [110], [27], [30], and [29]. The evaluation of Jensen *et al.* mentioned in Section 2.3 includes multiprocessors, but they allow different jobs of a task to execute concurrently, and hence, the evaluation cannot be considered to be truly for recurrent tasks on multiprocessors. Finally, though the real-time queueing theory presented in [74] is for networks of single-server stations, it cannot support even a single station with multiple servers.

2.5 Summary

In this chapter, we surveyed some prior work on soft real-time systems. We classified soft real-time models as either deterministic or probabilistic, based on the predominant nature of the specifications in the model and the type of soft real-time guarantees provided, and under each class, surveyed a representative sampling of prior work. We then briefly discussed scheduling based on time-value functions, and finally considered prior work on soft real-time
scheduling on multiprocessors. From the survey presented in this chapter, it is quite evident that soft real-time scheduling on multiprocessors is largely an unexplored area of research. In the following chapters, we explore one part of it.
Chapter 3

Background on Pfair Scheduling

In Chapters 6, 7, and 8, we consider scheduling soft real-time systems using Pfair algorithms. Before embarking on that endeavor, this chapter describes some basic concepts of Pfair scheduling, provides needed background, and summarizes relevant results from prior work. Since most prior work on Pfair scheduling has been for hard real-time systems, most of the discussion in this chapter is with respect to such systems.

The chapter is organized as follows. Section 3.1 motivates the concept of Pfair scheduling. The basic elements of Pfair scheduling are described in the context of synchronous, periodic task systems in Section 3.2. Section 3.3 then describes other task models that can be Pfair-scheduled. Pfair scheduling algorithms are discussed afterwards in Section 3.4, followed by brief descriptions of some extensions that have been proposed to enhance the practicality of the Pfair approach. The chapter concludes after summarizing some definitions and results from prior work that are somewhat technical in nature and that are used in the analyses presented in later chapters.

3.1 Introduction

In most of the algorithms described so far, jobs are first-class objects in the sense that they are the basic units of work. Furthermore, timing constraints (e.g., deadlines or tardiness requirements) are associated with jobs. How job fragments execute is, in general, of little concern.

This job-oriented paradigm proved sufficient for the optimal online scheduling of periodic
and sporadic real-time task systems on uniprocessors in polynomial time\(^1\), however, it has so far proved to be inadequate for constructing such schedules on multiprocessors. In what follows, we will try to illustrate why this is so.

We will begin by considering the example in Figure 3.1. In this example, seven tasks, each with an execution cost of three time units and a period of seven time units, are scheduled under g-EDF on three processors\(^2\). A schedule for the first job of each task is shown. Here, the jobs of \(\tau_1, \ldots, \tau_6\) complete executing by time six, whereas that of \(\tau_7\) does not execute at all until time six and its deadline is at time seven. Though the cumulative processing capacity available in \([6, 7)\) is sufficient to meet the needs of \(\tau_7\)'s job, restrictions on concurrency prevent it from using all but one processor, and it misses its deadline at time 7 with two units of computation pending. It is appropriate to note that, as remarked by Liu in [81], and echoed by Baruah et al. in [25], “the simple fact that a task can use only one resource even when several of them are free at the same time adds a surprising amount of difficulty to the scheduling of multiple resources.”

\(^1\)The time complexity of an online scheduling algorithm is given by the time required to make a single scheduling decision.

\(^2\)Note that the task system in this example cannot be partitioned among three processors, and hence, cannot be scheduled correctly under any partitioning-based algorithm.
It is clear that τ₇’s deadline miss can be averted by appropriately substituting its execution for those of two of the other tasks, and one may be tempted to attempt using the LLF scheduling algorithm to fix the problem. Though LLF can avert the deadline miss in the example above, it is not optimal either. An example of a feasible task system that misses a deadline under LLF is provided in Figure 3.2. In this example also, there exists a time interval (which is [5, 6)) where a processor is idled due to concurrency restrictions, which in turn leads to the deadline miss indicated in the figure. Note that idling in this case can be avoided by postponing the execution of either τ₁,₁ or τ₂,₁ by one time unit in exchange for executing τ₃,₁ earlier. However, such ad-hoc rules cannot solve this noted problem for any arbitrary task system, and until the work of Baruah *et al.* which is described below, it was doubtful whether systematic rules could be devised at all. In fact, fueled by some negative results, including one by Dertouzos and Mok in [47], which states that there does not exist an optimal algorithm for scheduling a set of one-shot, real-time tasks on a multiprocessor if not all the release times, execution costs, and deadlines of all tasks are known *a priori*, the problem of optimally scheduling periodic and sporadic tasks online on a multiprocessor was believed to be NP-hard, and the focus seemed to be on developing efficient heuristics [95, 113].

---

3 A one-shot, real-time task releases a single job. The sole job is associated with a release time, execution requirement, and a deadline.
Finally, in [25], in their seminal work on *Pfair scheduling*, Baruah, Cohen, Plaxton, and Varvel showed that the problem can be elegantly solved in polynomial time by strengthening the timeliness constraints of tasks (provided some restrictions, which can alternatively be viewed as rules of their scheduling approach and which are described in the next section, are adhered to). Their solution is explained in detail in the next section. In essence, in their solution, job deadlines are met by requiring tasks to execute at approximately uniform rates given by their utilizations at all times. This is achieved by subjecting each time unit’s worth of execution of each task, later termed a *subtask* by Anderson and Srinivasan [15], to a deadline, and ensuring that subtask deadlines are met. Thus, in Pfair scheduling, the notion of job is subordinate, and subtasks are first-class objects.

**Notational differences.** Before considering Pfair scheduling in detail, we would like to alert the reader of the differences in notation with respect to that used in chapters not concerned with Pfair scheduling. In the context of Pfair scheduling, tasks are denoted using upper case letters near the end of the alphabet, such as *T*, *U*, and *V*. (This was mentioned earlier in Section 1.3.1.) The period and execution cost of a task *T* are denoted *T.p* and *T.e*, respectively. The utilization of *T* is referred to as its *weight* and is denoted \( \text{wt}(T) \overset{\text{def}}{=} \frac{T.e}{T.p} \).

### 3.2 Synchronous, Periodic Task Systems

In this section, some basic Pfair concepts are explained in the context of synchronous, periodic task systems. We will simply refer to such task systems as periodic, omitting the term synchronous.

As mentioned earlier, under Pfair scheduling, tasks are required to execute at rates that are more uniform over time than that mandated by periodic scheduling. For instance, in the periodic schedule for \( \tau_1 \) in Figure 3.1, though the execution rate of \( \tau_1 \) is \( \frac{3}{7} \) when averaged over the interval \([0,7)\), there are significant variations over shorter intervals; in particular, execution rates during subintervals \([0,3)\) and \([3,7)\) are 1.0 and 0.0, respectively. The ideal case would be to execute every task *T* of \( \tau \) at the rate of \( \text{wt}(T) \) over any infinitesimal interval. Such ideal execution for a task *T* with \( \text{wt}(T) = \frac{3}{7} \) is shown in Figure 3.3(a). Such an ideal schedule is also referred to as a *fluid schedule* or a *processor-sharing schedule*. In practice, such ideal schedules can be realized only if task contexts can be switched at arbitrarily fine time scales, and hence, are not achievable. Assuming that restrictions (or rules) (R1) and (R2)
below hold, Baruah et al. showed that ideal execution is not necessary for solving the problem at hand, and an approximation that closely tracks the ideal is sufficient.

**(R1)** Tasks are allocated processor time in discrete time units or *quanta* that are uniform in size and align on all processors.

**(R2)** The execution cost and period of each task are integer multiples of the quantum size.

Specifically, Baruah et al. showed that when (R1) and (R2) hold, all the job deadlines of a feasible periodic task system can be met even if at any time \( t \), the absolute deviation in the total allocation that each task receives up to \( t \), with respect to the ideal schedule, that is, its absolute lag, is arbitrarily close to one time unit. They formally defined a schedule in which (3.1) below holds to be a *proportionate-fair schedule*, or, in short, a *Pfair schedule*, for \( \tau \), showed that in such a schedule, all of \( \tau \)’s job deadlines are met, and presented an online algorithm for constructing Pfair schedules.

\[
(\forall t, T \in \tau :: -1 < \text{lag}(T, t, S) < 1)
\]  

(3.1)

The formula for lag is given below in (3.3) after notational conventions and the implications of the above assumptions are set in place.

Unless otherwise specified, (R1) and (R2) above are assumed to hold. System start time is zero, and for all \( t \in \mathbb{N} \), where \( \mathbb{N} \) is the set of natural numbers,\(^4\) the real time interval spanning \([t, t + 1)\), i.e., the real time between time \( t \) and time \( t + 1 \) that includes \( t \) and excludes \( t + 1 \), is referred to as *slot* \( t \). Unless otherwise specified, in the context of Pfair scheduling, all references to time are integral. The quantum size equals the slot size, and on each processor, the \( i + 1 \)st quantum is allocated in slot \( i \).\(^5\) The interval \([t_1, t_2)\), consists of slots \( t_1, t_1 + 1, \ldots, t_2 - 1 \). To ensure that (R1) holds, scheduling decisions are made only at slot boundaries. In each slot, each task can be scheduled on at most one processor, and on each processor at most one task can execute. However, a task can be assigned to different processors in different slots. That is, a task may migrate across processors, but may not execute concurrently.

An ideal or processor-sharing schedule for \( \tau \) shall be denoted \( PS_\tau \); the subscript \( \tau \) will be omitted when the task system under consideration is unambiguous. An actual schedule \( S \)

---

\(^4\)We assume that \( \mathbb{N} \) includes zero.

\(^5\)Quantum and slot are often used interchangeably.
for a task system $\tau$ is a sequence of allocation decisions over time and is given by a function $S : \tau \times N \to \{0, 1\}$. If task $T$ is scheduled in slot $t$, then $S(T, t) = 1$; otherwise, $S(T, t) = 0$. Because at most one task can be scheduled in each slot on any processor, $\sum_{T \in \tau} S(T, t) \leq M$ holds. Also, each task that is scheduled in slot $t$ is allocated one time unit in that slot.

Hence, for all integral $t_1$ and $t_2$, where $t_2 > t_1$, $A(S, T, t_1, t_2) = \sum_{u=t_1}^{t_2} S(T, u)$ holds, where $A(S, T, t_1, t_2)$ denotes the total allocation to task $T$ in $S$ in the interval $[t_1, t_2)$. As a shorthand, we will let $A(S, T, t)$ denote the allocation to $T$ in $S$ in slot $t$. Therefore, for integer $t$,

$$\text{lag}(T, t, S) = A(P\text{S}, T, 0, t) - A(S, T, 0, t)$$

(3.2)

$$= wt(T) \cdot t - \sum_{u=0}^{t-1} S(T, u)$$

(3.3)

(because the ideal allocation to a periodic task is $wt(T)$ in every slot).

**Subtasks, pseudo-releases, and pseudo-deadlines.** As already mentioned, in Pfair terminology, each quantum of execution of each task is referred to as a *subtask*. Hence, each task consists of an infinite sequence of subtasks. The $i$th subtask of $T$ is denoted $T_i$, where $i \geq 1$. Therefore, letting $e = T.e$, by (R2), the $k$th job of $T$ consists of subtasks $T_{(k-1)\cdot e+1}, \ldots, T_{k\cdot e}$.

We now explain how to determine the interval within which a subtask needs to execute in a Pfair schedule. In following the ensuing discussion, the reader may take the help of Figure 3.3.

In an ideal schedule, $T_i$ executes continuously in the real interval $\left[\frac{i-1}{wt(T)}, \frac{i}{wt(T)}\right)$ (and $\frac{i}{wt(T)}$ need not be integral) and receives an allocation of a fraction $wt(T)$ of a processor at each instant for a total allocation of 1.0 time unit. Furthermore, the total allocation to $T$ up to time $\frac{i}{wt(T)}$ is $i$ time units. In an actual schedule, $T$ is allocated one processor at each instant it executes. Hence, in an actual schedule, unless $T_i$ commences execution before time $\frac{i}{wt(T)}$, the positive lag constraint in (3.1) will be violated at time $\frac{i}{wt(T)}$. Since scheduling is at slot boundaries in the Pfair model, subtasks commence execution at integral times. Hence, in a Pfair schedule, $T_i$ should commence execution at or before time $\left\lfloor \frac{i}{wt(T)} \right\rfloor - 1$ and complete

\footnote{Note that the latest non-integral commencement time for $T_i$ is before $\frac{i}{wt(T)}$, and hence, the integral commencement time cannot be specified as $\left\lfloor \frac{i}{wt(T)} \right\rfloor$. This is because if $\frac{i}{wt(T)}$ is an integer, then $\left\lfloor \frac{i}{wt(T)} \right\rfloor = \frac{i}{wt(T)}$.}
by time $\lceil \frac{i}{wt(T)} \rceil$. Thus, under Pfair scheduling, $T_i$ is said to have a pseudo-deadline, denoted $d(T_i)$, given by

$$d(T_i) = \left\lceil \frac{i}{wt(T)} \right\rceil.$$  (3.4)

Similarly, in an actual schedule, if $T_i$ commences execution at or before time $\frac{i-1}{wt(T)} - 1$ and executes without any interruption, then the negative lag constraint in (3.1) will be violated at time $\frac{i-1}{wt(T)}$. Hence, under Pfair’s quantum-based scheduling, if $T_i$ is scheduled in a slot before $\left\lfloor \frac{i-1}{wt(T)} - 1 \right\rfloor + 1 = \left\lfloor \frac{i-1}{wt(T)} \right\rfloor$, then (3.1) will not hold. Thus, the pseudo-release of $T_i$, the time before which $T_i$ may not be scheduled, denoted $r(T_i)$, is given by

$$r(T_i) = \left\lfloor \frac{i-1}{wt(T)} \right\rfloor.$$  (3.5)
The steps in determining the pseudo-release times and pseudo-deadlines of subtasks is pictorially illustrated in Figure 3.3. The prefix “pseudo,” which is used to indicate that the entity under consideration is a subtask and not a job, will henceforth be omitted for brevity.

It can easily be shown that all job deadlines of periodic tasks are met in a Pfair schedule. For this, let \( S \) be a Pfair schedule for a periodic task system \( \tau \). The deadline of the \( k \)th job of a task \( T \), where \( k \geq 1 \), is given by \( k \cdot T.p \). The total allocation to \( T \) up to time \( k \cdot T.p \) in an ideal schedule is \( k \cdot T.e \). By (R2), \( k \cdot T.p, (k - 1) \cdot T.e, \) and \( k \cdot T.e \) are integers, and recall that subtasks \( (k - 1) \cdot T.e + 1, \ldots, k \cdot T.e \) comprise \( T \)'s \( k \)th job. Hence, because a subtask can begin executing only at a slot boundary, subtask \( k \cdot T.e \) of \( T \) either completes executing by time \( k \cdot T.p \) or does not commence execution until \( k \cdot T.p \). If the former holds, then the \( k \)th job meets its deadline. On the other hand, if the latter holds, then the total allocation to \( T \) at \( k \cdot T.p \) is at most \( k \cdot T.e - 1 \). Hence, \( T \)'s lag at \( t \) is at least one, which, by (3.1), contradicts the fact that \( S \) is Pfair.

**PF-windows.** The interval \([r(T_i), d(T_i))]\) is referred to as the Pfair-window or PF-window of \( T_i \) and is denoted \( \omega(T_i) \). The PF-windows of the first few subtasks of a periodic task with weight \( \frac{3}{7} \) are shown in Figure 3.4(a). By (3.4) and (3.5), \(|\omega(T_i)| = \left\lceil \frac{i}{wt(T)} \right\rceil - \left\lfloor \frac{i - 1}{wt(T)} \right\rfloor\). Anderson and Srinivasan have shown the following with respect to the PF-window length of an arbitrary subtask.

**Lemma 3.1 (Anderson and Srinivasan [15]):** The length of the PF-window of any subtask \( T_i \) of a task \( T \), \(|\omega(T_i)| = d(T_i) - r(T_i)\), is either \( \left\lceil \frac{i}{wt(T)} \right\rceil \) or \( \left\lceil \frac{i}{wt(T)} \right\rceil + 1 \).

**b-bits.** The \( b \)-bit or boundary bit is associated with each subtask \( T_i \) and is denoted \( b(T_i) \). The \( b \)-bit is used by some Pfair scheduling algorithms and indicates the number of slots by which the PF-windows of \( T_i \) and \( T_{i+1} \) overlap. By (3.4), \( d(T_i) = \left\lceil \frac{i}{wt(T)} \right\rceil \) holds, and by (3.5), \( r(T_{i+1}) = \left\lfloor \frac{i}{wt(T)} \right\rfloor \). Therefore,

\[
b(T_i) = \left\lceil \frac{i}{wt(T)} \right\rceil - \left\lfloor \frac{i}{wt(T)} \right\rfloor,
\]

and hence, \( b(T_i) \) is either zero or one. That is, two consecutive PF-windows are either disjoint or overlap by at most one slot. As will be discussed later, (3.6) also defines the \( b \)-bits of subtasks in other task models considered under Pfair scheduling.
Figure 3.4: (a) PF-windows of the first job of a periodic (or sporadic) task $T$ with weight 3/7. This job consists of subtasks $T_1$, $T_2$, and $T_3$, each of which must be scheduled within its window. (This pattern repeats for every job.) (b) PF-windows of an IS task. Subtask $T_2$ is released one time unit late. Here, $\Theta(T_1) = 0$ while $\Theta(T_2) = \Theta(T_3) = 1$. (c) PF-windows of a GIS task. Subtask $T_2$ is absent and subtask $T_3$ is released one time unit late. (d) PF- and IS-windows of the first job of a GIS task with early releases. All the subtasks of this job are eligible when the job arrives. (The deadline-based priority definition of the Pfair scheduling algorithms and the prohibition of parallel execution of a task ensure that the subtasks execute in the correct sequence.) For each subtask, its PF-window consists of the solid part; the IS-window includes the dashed part, in addition. For example, $T_2$’s PF-window is $[2, 5)$ and its IS-window is $[0, 5)$.

**Group deadlines.** Like the $b$-bit, the *group deadline* is a parameter that is associated with each subtask and used by some Pfair scheduling algorithms. The group deadline of subtask $T_i$ is denoted $D(T_i)$. Group deadlines are used for correctly scheduling task systems with one or more heavy tasks with weights in the range $[1/2, 1)$.

By Lemma 3.1, all the PF-windows of a heavy task with weight less than one are of length two or three. For such a heavy task, “subtask groups,” which are maximal sequences of subtasks, satisfying the following two properties with respect to their PF-windows, can be defined: each window, except possibly of the first subtask in the sequence, is of length two, and every consecutive pair of windows is overlapping. In Figure 3.5(a), $T_1, T_2$ is one such sequence in which the first window is of length two; $T_3, \ldots, T_5$ and $T_6, \ldots, T_8$ are other such sequences with a 3-window as the first window. In each sequence, if any subtask is not scheduled until its last slot, then all subsequent subtasks will be forced to be scheduled in their last slots as well, and in that sense constitute a “group.” In addition, if the last subtask in the group is followed by a subtask with a 3-window, as in the first two groups considered above, then this subtask will be precluded from being scheduled in its first slot (when any subtask in the group is scheduled in its last slot). However, no later subtask is directly impacted. Thus, the *group deadline* of $T_i$ can be defined as the earliest time $t$ after $r(T_i)$ such that $t$ is the release time of some subtask and no subtask released at or after $t$ is directly influenced by whether $T_i$ is scheduled in its last slot.

Informally, for a heavy periodic task with weight less than one, the end of each slot that is
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7 A window spanning $k$ slots is referred to as a *$k$-window*. 

64
Figure 3.5: Illustration of group deadlines using a task $T$ with weight $8/11$. Group deadlines are marked with a “D.” (a) $T$ is synchronous, periodic. The group deadlines of $T_1$ and $T_2$ are at time 4, and those of $T_3, \ldots, T_5$ and $T_6, \ldots, T_8$ are at times 8 and 11, respectively. (b) $T$ is an IS task and its subtasks $T_2$ and $T_6$ are released late. Nevertheless, the group deadline of $T_1$ is still at time 4. However, the group deadline of $T_2$ is at time 5. Similarly, though $T_6$ is released one time unit late, the group deadlines of $T_3, \ldots, T_5$ are computed under the assumption that $T_6$ would be released in time, and hence, are at time 9. The group deadlines of $T_6, \ldots, T_8$ are at time 13.

not the first slot of the PF-window of any of its subtasks is a group deadline. In Figure 3.5(a), times 4, 8, and 11 are group deadlines for $T$ in the interval $[0, 11]$. Note that no subtask is released at time 3, 7, or 10. Group deadline of subtask $T_i$ can then be defined as $D(T_i) = \min u : u \geq d(T_i) \land u$ is a group deadline of $T$. For example, in Figure 3.5(a), $D(T_1) = 4$ and $D(T_6) = 11$.

Group deadlines of a heavy task $T$ can be computed more directly in constant time by noting that each group deadline of $T$ corresponds to the pseudo-deadline of some subtask of a complementary task of $T$, i.e., a task with weight $1 - wt(T)$. Therefore $D(T_i)$ is given by the earliest time at or after $d(T_i)$ that is a pseudo-deadline of a complementary task of $T$, and can be shown to be $\left\lceil \frac{i \cdot wt(T) \times (1 - wt(T))}{1 - wt(T)} \right\rceil$, which can be simplified as follows.

$$D(T_i) = \left\lceil \frac{i \cdot wt(T)}{1 - wt(T)} - i \right\rceil = \left\lceil \frac{d(T_i) - i}{1 - wt(T)} \right\rceil$$

Equation (3.7) has the nice interpretation that the pseudo-deadline we are interested in is given by that
of the \((d(T_i) - i)^{th}\) subtask of a complementary task of \(T\).

If \(T\) is either light or of weight 1.0, then \(D(T_i)\) is defined to be zero.

### 3.3 Task Model Extensions

In [25], Baruah et al. considered scheduling only synchronous, periodic task systems. Later, Srinivasan and Anderson extended Pfair scheduling to asynchronous, periodic task systems, and some other task models, which are described in this section.

**The intra-sporadic task model.** The *intra-sporadic* (IS) task model was developed as a means of supporting sporadic task systems [14, 105], and provides a general notion of recurrent execution that subsumes that found in the periodic and sporadic task models. Just as the sporadic model generalizes the periodic model by allowing jobs to be released “late,” the IS model generalizes the sporadic model by allowing subtasks to be released late, as illustrated in Figure 3.4(b). More specifically, the separation between \(r(T_i)\) and \(r(T_{i+1})\) is allowed to be more than \(\frac{i}{wt(T)} - \frac{i-1}{wt(T)}\), which would be the separation if \(T\) were periodic.

The amount of time by which \(T_i\) is released late (in comparison to its release time if \(T\) were periodic) is referred to as the *offset* of \(T_i\) and is denoted \(\Theta(T_i)\). If \(T_i\)’s release is postponed, then its deadline is also postponed by an equal amount. Further, the release of every later subtask is postponed by at least \(\Theta(T_i)\), compared to its release when \(\Theta(T_i) = 0\). Hence, if a later subtask \(T_k\)’s release is delayed relative to \(T_i\), then \(\Theta(T_k) > \Theta(T_i)\). Therefore, the following holds.

\[
 k > i \Rightarrow \Theta(T_k) \geq \Theta(T_i) \tag{3.8}
\]

Thus, an IS task is obtained by allowing a task’s windows to be shifted right from where they would appear if the task were periodic. For a sporadic task, all subtasks that belong to the same job will have equal offsets. By this discussion, and by (3.5) and (3.4), \(r(T_i)\) and \(d(T_i)\) for subtask \(T_i\) of an IS task are defined as follows.

\[
r(T_i) = \Theta(T_i) + \left\lfloor \frac{i - 1}{wt(T)} \right\rfloor \tag{3.9}
\]

\[
d(T_i) = \Theta(T_i) + \left\lceil \frac{i}{wt(T)} \right\rceil \tag{3.10}
\]
The generalized intra-sporadic task model. Apart from the IS task model, Srinivasan and Anderson introduced the generalized intra-sporadic (GIS) task model also in [105]. This model extends the IS task model by allowing subtasks to be omitted or skipped; however, the spacing between subtasks that are not skipped may not be decreased in comparison to how they are spaced in a periodic task. Specifically, subtask $T_i$ may be followed by subtask $T_k$, where $k > i + 1$ if the following holds: $r(T_k) - r(T_i)$ is at least $\left\lceil \frac{k-1}{wt(T)} \right\rceil - \left\lceil \frac{i-1}{wt(T)} \right\rceil$. That is, $r(T_k)$ is not smaller than what it would have been if $T_{i+1}, T_{i+2}, \ldots, T_{k-1}$ were present and released as early as possible. For the special case where $T_k$ is the first subtask released by $T$, $r(T_k)$ must be at least $\left\lceil \frac{k-1}{wt(T)} \right\rceil$. Figure 3.4(c) shows an example. In this example, though subtask $T_2$ is omitted, $T_3$ cannot be released before time 4. If a task $T$, after executing subtask $T_i$, releases subtask $T_k$, then $T_k$ is called the successor of $T_i$ and $T_i$ is called the predecessor of $T_k$.

The $b$-bit and group deadline of a subtask $T_i$ of a GIS or an IS task are computed assuming that all later subtasks are present and are released as early as possible, that is, under the assumption that $T_j$ is released and $\Theta(T_j) = \Theta(T_i)$ holds for all $j \geq i$, regardless of how the subtasks are actually released. Hence, $b(T_i)$ is given by (3.6), even if $T$ is an IS or a GIS task; $D(T_i)$ is increased by $\Theta(T_i)$ and is hence given by

$$D(T_i) = \Theta(T_i) + \left\lceil \frac{i}{wt(T)} \right\rceil - i.$$  

(3.11)

The method for determining group deadlines for an IS task is illustrated in Figure 3.5(b).

The lag of an IS or a GIS task $T$ at $t$ in schedule $S$ is also given by (3.1). Computing $A(S, T, 0, t)$ is explained towards the end of this section.

The early-release task model. The task models described so far are non-work-conserving in that, to ensure that the lower bound on lag in (3.1) is met, the second and later subtasks of a job remain ineligible to be scheduled before their release times, even if they are otherwise ready and some processor is idle. The early-release (ER) task model was introduced by Anderson and Srinivasan in [13] as a work-conserving variant to allow subtasks to be scheduled before their release times. Early releasing can be applied to subtasks in any of the task models considered so far, and unless otherwise specified, it should be assumed that early releasing is enabled. However, whether subtasks are actually released early is optional. To facilitate this, in this model, each subtask $T_i$ has an eligibility time $e(T_i)$ that specifies the first time slot in which
$T_i$ may be scheduled. It is required that the following hold.

\[
(\forall i \geq 1 : e(T_i) \leq r(T_i) \land e(T_i) \leq e(T_{i+1})) \tag{3.12}
\]

Note that the model is very flexible in the sense that it does not preclude a job from becoming eligible before its release time, but provides mechanisms to restrict such behavior, if so desired. Such flexibility, in conjunction with the sporadic or the IS task model, can be used to schedule rate-based tasks, whose arrival pattern may be jittered, and was first considered by Jeffay and Goddard on uniprocessors in [70].

Because $e(T_i)$ may be less than $r(T_i)$, it is possible for an ER task to be ahead of the ideal schedule by an arbitrary amount. Therefore, for such tasks, the negative constraint on lag for Pfairness may not apply, and such tasks are said to be ERfair. It should be noted that though an ER subtask may become eligible early, its deadline remains unaltered. The interval $[e(T_i), d(T_i))$ is called the IS-window of $T_i$. Figure 3.4(d) shows an example of a task with early releases.

**Concrete and non-concrete task systems.** As with sporadic task systems, notions of concreteness and non-concreteness can be specified for GIS task systems as well. A GIS task system is said to be **concrete** if release and eligibility times are specified for each subtask of each task, and **non-concrete**, otherwise.

**Ideal allocations and lags for GIS task systems.** In [14] and [105], Srinivasan and Anderson showed how to compute the ideal allocations in each slot for tasks of a GIS task system (in an ideal schedule), and lags for such tasks in an actual schedule. Since the GIS task model subsumes every other model considered, the formulas are applicable to the other models as well.

The lag of a GIS task $T$ at time $t$ in a schedule $S$ also is given by (3.22). However, unlike in the periodic case, due to IS separations or omitted subtasks, $T$ may not receive an allocation of $wt(T)$ in every slot in the ideal (PS) schedule, and hence, $A(PS, T, 0, t) = wt(T).t$ may not hold. To facilitate expressing $A(PS, T, 0, t)$ for GIS tasks, let $A(PS, T_i, 0, t)$ and $A(PS, T_i, t)$ denote the ideal allocations to subtask $T_i$ in $[0, t)$ and slot $t$, respectively. We will next discuss how to compute $A(PS, T_i, t)$. The reader may take the help of the example in Figure 3.6 in
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9We remind the reader that all times are integral.
following the discussion.

We will begin by assuming that $T$ is periodic. For such tasks, $A(PS, T, t)$ can be computed from the following: (i) the execution requirement of each subtask is one quantum; (ii) in an ideal schedule, $T$ receives an allocation of $wt(T)$ in each quantum.

A subtask receives non-zero ideal allocations only in slots that are within its PF-window. Hence, $A(PS, T, t) = 0$, for $t \not\in [r(T_i), d(T_i) - 1]$. By (ii), $T_i$ receives an ideal allocation of exactly $wt(T)$ in every slot of its PF-window that does not overlap with that of any other subtask, which includes all slots $t$, where $r(T_i) < t < d(T_i) - 1$. The total ideal allocation to $T$ in slots $0, \ldots, r(T_i)$, i.e., $A(PS, T, 0, r(T_i) + 1)$, is exactly $wt(T) \cdot (r(T_i) + 1)$. If $i > 1$, then since the PF-windows of two consecutive subtasks can overlap in at most one slot, the deadline of $T_{i-1}$, is at or before $r(T_i) + 1$. Hence, the total ideal allocation in $[0, r(T_i) + 1)$ to all the subtasks preceding $T_i$ is $i - 1$. If $i = 1$, then it is trivial that the corresponding value is zero,
which is equal to \(i - 1\). It therefore follows that

\[
A(\text{PS}, T_i, r(T_i)) = A(\text{PS}, T, 0, r(T_i) + 1) - (i - 1) = wt(T) \cdot (r(T_i) + 1) - (i - 1).
\] (3.13)

For example, in Figure 3.6(a), \(r(T_3) = 4\). Hence, \(wt(T) \cdot (r(T_3) + 1) = (3/7) \cdot 5 = 15/7\). Here, \(i = 3\), and therefore, \(A(\text{PS}, T_3, r(T_3)) = 15/7 - 2 = 1/7\) as marked in the figure.

To compute \(A(T_i, d(T_i) - 1)\), we note the following. The total ideal allocation to subtasks \(T_1, \ldots, T_i\) in \([0, d(T_i))\) is exactly \(i\) quanta. In \([0, d(T_i) - 1)\), \(T_i\) receives a total ideal allocation of \(wt(T) \cdot (d(T_i) - 1)\), which is due to subtasks \(T_1, \ldots, T_i\) only. Further, no subtask preceding \(T_i\) receives a non-zero allocation in slot \(d(T_i) - 1\). Therefore,

\[
A(\text{PS}, T_i, d(T_i) - 1) = i - wt(T) \cdot (d(T_i) - 1).
\] (3.14)

Referring to the example in Figure 3.6(a) again, \(d(T_2) = 5\). Hence, \(wt(T) \cdot (d(T_2) - 1) = (3/7) \cdot 4 = 12/7\). Here \(i = 2\), and so, \(A(\text{PS}, T_2, 4) = 2 - 12/7 = 2/7\).

Recall that in an IS task system, each time a subtask release is postponed, the total postponement in the release of each future subtask is increased by an equal amount. Hence, the formulas in (3.13) and (3.14) hold for IS tasks also (with the difference that \(r(T_i)\) and \(d(T_i)\) on the right-hand side correspond to values obtained using (3.5) and (3.4), respectively, \(i.e.,\) assuming \(T\) were periodic, whereas those on the left-hand side correspond to the actual GIS release time and deadline given by (3.9) and (3.10), respectively). Informally, when a subtask is shifted, its per-slot allocations simply move with its window. Finally, allocations to subtasks that are omitted in a GIS task system simply become zero. Per-slot allocations of no other subtasks are impacted. Substituting values for \(r(T_i)\) and \(d(T_i)\) from (3.5) and (3.4) in (3.13) and (3.14) above, \(A(\text{PS}, T_i, t)\) is given by

\[
A(\text{PS}, T_i, u) = \begin{cases} 
(\left\lfloor \frac{i}{wt(T)} \right\rfloor + 1) \times wt(T) - (i - 1), & \text{if } u = r(T_i) \\
i - (\left\lceil \frac{i}{wt(T)} \right\rceil - 1) \times wt(T), & \text{if } u = d(T_i) - 1 \\
wt(T), & \text{if } r(T_i) < u < d(T_i) - 1 \\
0, & \text{otherwise}
\end{cases}
\] (3.15)

As shown in Figure 3.6, \(A(\text{PS}, T, u)\) usually equals \(wt(T)\), but in certain slots, it may be less than \(wt(T)\) due to omitted or delayed subtasks. Also, the total allocation that a subtask \(T_i\) receives in the slots that span its window is exactly one in the ideal schedule. These
and similar properties have formally been proved in [104]. Later in this dissertation, we will use Lemmas 3.2 and 3.3 and (3.16)–(3.19) given below (examples of which can be seen in Figure 3.6).

$$\forall T, u \geq 0 :: A(PS, T, u) \leq wt(T)$$ (3.16)

$$\forall T_i :: \sum_{u=r(T_i)}^{d(T_i)−1} A(PS, T_i, u) = 1)$$ (3.17)

$$\forall T_i, u \geq 0 :: A(PS, T_i, u) \leq wt(T)$$ (3.18)

$$\forall T_i, u \in [r(T_i), d(T_i)) :: A(PS, T_i, u) \geq 1/T.p$$ (3.19)

Lemma 3.2 (A. Srinivasan [104]) If \(b(T_i) = 1\), then \(A(PS, T_{i+1}, r(T_{i+1})) \leq \rho(T)\), where \(\rho(T) = \frac{T.e - \gcd(T.e, T.p)}{T.p}\).

Lemma 3.3 (A. Srinivasan [104]) If \(b(T_i) = 1\) and subtask \(T_{i+1}\) exists, then \(A(PS, T_i, d(T_i) − 1) + A(PS, T_{i+1}, r(T_{i+1})) = wt(T)\).

A task \(T\)'s ideal allocation up to time \(t\) is simply

$$A(PS, T, 0, t) = \sum_{u=0}^{t-1} A(PS, T, u) = \sum_{u=0}^{t-1} \sum_i A(PS, T_i, u),$$

and hence

$$\text{lag}(T, t, S) = A(PS, T, 0, t) - A(S, T, 0, t)$$ (3.20)

$$= \sum_{u=0}^{t-1} A(PS, T, u) - \sum_{u=0}^{t-1} S(T, u)$$ (3.21)

$$= \sum_{u=0}^{t-1} \sum_i A(PS, T_i, u) - \sum_{u=0}^{t-1} S(T, u).$$ (3.22)

From (3.21), \(\text{lag}(T, t + 1)\) is given by

$$\text{lag}(T, t + 1) = \sum_{u=0}^{t} (A(PS, T, u) - S(T, u))$$

$$= \text{lag}(T, t) + A(PS, T, t) - S(T, t).$$ (3.23)

\(^{10}\text{The schedule parameter is omitted in the lag and LAG functions when unambiguous.}\)
Similarly, by (3.21) again, for any $0 \leq t' \leq t$,

$$\text{lag}(T, t+1) = \text{lag}(T, t') + \sum_{u=t'}^{t} (A(\text{PS}, T, u) - S(T, u))$$

$$= \text{lag}(T, t') + A(\text{PS}, T, t', t' + 1) - A(S, T, t', t' + 1) \quad (3.24)$$

$$\leq \text{lag}(T, t') + (t + 1 - t') \cdot wt(T) - A(S, T, t', t' + 1) \quad \text{(by (3.16)).} \quad (3.25)$$

Another useful definition, the total lag for a task system $\tau$ in a schedule $S$ at time $t$, $\text{LAG}(\tau, t, S)$, or more concisely, $\text{LAG}(\tau, t)$, is given by

$$\text{LAG}(\tau, t) = \sum_{T \in \tau} \text{lag}(T, t). \quad (3.26)$$

Using (3.23), (3.24), and (3.26), $\text{LAG}(\tau, t + 1)$ can be expressed as follows. In (3.28) below, $0 \leq t' \leq t$ holds.

$$\text{LAG}(\tau, t + 1) = \text{LAG}(\tau, t) + \sum_{T \in \tau} (A(\text{PS}, T, t) - S(T, t)) \quad (3.27)$$

$$= \text{LAG}(\tau, t') + \sum_{u=t'}^{t} \sum_{T \in \tau} (A(\text{PS}, T, u) - A(S, T, u))$$

$$= \text{LAG}(\tau, t') + A(\text{PS}, \tau, t', t' + 1) - A(S, \tau, t', t' + 1) \quad (3.28)$$

(3.27) and (3.28) above can be rewritten as follows using (3.16).

$$\text{LAG}(\tau, t + 1) \leq \text{LAG}(\tau, t) + \sum_{T \in \tau} (wt(T) - S(T, t)) \quad (3.29)$$

$$\text{LAG}(\tau, t + 1) \leq \text{LAG}(\tau, t') + (t + 1 - t') \cdot \sum_{T \in \tau} wt(T) - A(S, \tau, t', t' + 1) \quad (3.30)$$

$$= \text{LAG}(\tau, t') + (t + 1 - t') \cdot \sum_{T \in \tau} wt(T) - \sum_{u=t'}^{t} \sum_{T \in \tau} S(T, u) \quad (3.31)$$

### 3.4 Pfair Scheduling Algorithms

A schedule for a GIS task system is valid or correct iff each subtask is scheduled in its IS-window. In a valid schedule $S$, $\text{lag}(T, t, S) < 1$ holds for all tasks $T$ at all times $t$. As mentioned above, the constraint $\text{lag}(T, t, S) > -1$ of (3.11) may not hold due to early releases. As shown
in [25] and [14], a valid schedule exists for a GIS task system \( \tau \) on \( M \) processors iff

\[
\sum_{T \in \tau} wt(T) \leq M
\]  

(3.32)

holds.

**Optimal Pfair algorithms.** Pfair scheduling algorithms function by choosing at the beginning of each time slot, at most \( M \) eligible subtasks for execution in that time slot. The time complexity of a Pfair scheduling algorithm refers to the worst-case time needed for selecting any such set of \( M \) subtasks. At present, three optimal Pfair scheduling algorithms that can correctly schedule any feasible GIS task system in polynomial time are known, namely, PF [25], PD [26], and PD\(^2\) [15, 105]. All the three algorithms are based on a common approach: in each algorithm, subtask priorities are first determined on an *earliest-pseudo-deadline-first* basis; ties are then resolved using tie-breaking rules. The algorithms differ in their choice of tie-breaking rules. PF, proposed by Baruah *et al.* in [25], is the earliest, and uses rules that cannot be applied in constant time, and hence, is not considered efficient. PF was followed by PD, which was proposed by Baruah, Gehrke, and Plaxton in [26]. Though tie-breaking under PD requires only constant time, it uses more rules than necessary. In [15], Anderson and Srinivasan showed that two of PD’s tie-breaking parameters are redundant, and presented the simpler and more efficient PD\(^2\) algorithm. PF and PD were proved optimal for scheduling only synchronous, periodic task systems. In contrast, Srinivasan and Anderson showed that PD\(^2\) is optimal for scheduling GIS task systems [105]. PD\(^2\)’s tie-breaking rules subsume those of PF and PD; hence, it follows that PF and PD are also optimal for GIS task systems. As PD\(^2\) is the most efficient of the three algorithms, we limit ourselves to describing the priority definition of PD\(^2\) here. Readers interested in the other algorithms are referred to their primary sources.

**Algorithm PD\(^2\).** Apart from pseudo-deadlines of subtasks, PD\(^2\) uses their \( b \)-bits and group deadlines in determining the priorities of subtasks. Under PD\(^2\), subtask \( T_i \)’s priority is at least that of subtask \( U_j \), denoted \( T_i \preceq U_j \), if one of the following hold.

1. \( d(T_i) < d(U_j) \)

---

\(^{11}\) PF and PD stand for Pfair and pseudo-deadline, respectively.
Figure 3.7: A schedule for the first few jobs of tasks $T$, $U$, $V$, $W$, and $Z$ with weights as specified under (a) $PD^2$ and (b) $EPDF$. (c) A schedule for tasks $T$, $U$, $V$, and $W$ under $WM$. No subtask is early released in any schedule. In each schedule, the slot in which a subtask is scheduled is indicated using an “X.”

2. $d(T_i) = d(U_j)$ and $b(T_i) > b(U_j)$

3. $d(T_i) = d(U_j)$, $b(T_i) = b(U_j) = 1$, and $D(T_i) \geq D(U_j)$.

Any ties that may remain after applying the above rules can be resolved arbitrarily. An example schedule under $PD^2$ is shown in Figure 3.7(a). The time complexity of $PD^2$ is $O(\min(N, M \log N))$.

**Algorithm $EPDF$.** $EPDF$ is a derivative of the optimal algorithms in that it schedules subtasks on an earliest-pseudo-deadline-first basis but avoids using any tie-breaking rule. Under $EPDF$, ties among subtasks with equal deadlines is resolved arbitrarily. Anderson and Srinivasan have shown that, though not optimal in general, $EPDF$ can correctly schedule all task systems that are feasible on two processors [15, 106]. An example schedule under $EPDF$ is shown in Figure 3.7(b). Note the difference in allocations at time 0, in comparison to a schedule under $PD^2$ for the same task set in inset (a). In [106], Srinivasan and Anderson noted that $EPDF$ may be preferable to the optimal algorithms for soft real-time systems, where bounded tardiness is tolerable, and for dynamic task systems, where the use of tie-breaking rules may not be acceptable. They considered its efficacy for scheduling soft real-time systems, and showed that $EPDF$ can ensure a tardiness of at most $q$ quanta for task systems in which the
sum of the weights of the heaviest $M - 1$ tasks is at most $\frac{qM}{q+1}$.

Other algorithms. In the algorithms considered above, task priorities are determined at run-time based on subtask deadlines, and hence, these are dynamic-priority algorithms. More specifically, since the relative priorities between jobs can differ at different times, these are unrestricted-dynamic-priority algorithms. For example, in Figure 3.7, all the subtasks of $U$ and $V$ that are depicted belong to the first jobs of those tasks. At time 0, $U$’s job has a higher priority than $V$’s, whereas at time 1, the converse holds.

Algorithms have been proposed for constructing Pfair schedules using static task priorities also. The motivation for such effort is to enable generating Pfair schedules in systems where practical factors limit the use of dynamic priorities. In [21], Baruah proposed the weight-monotonic (WM) scheduling algorithm that prioritizes eligible subtasks on the basis of task weights and developed a sufficient schedulability test for WM on uniprocessor systems. WM was later considered by Moir and Ramamurthy for multiprocessor systems in [96], and generalized by Ramamurthy under the name rational rate-monotonic (RRM) for systems with arbitrary deadlines [97].

Despite using static priorities for tasks, algorithms like WM cannot be considered static-priority algorithms in the conventional sense because under Pfair scheduling algorithms, an otherwise ready task may be ineligible for execution so that the negative constraint on lag in (3.1) is not violated. Hence, the relative priorities between two tasks, when considered in the conventional sense, may be different at different times. For example, in the WM schedule in Figure 3.7(c), $T$ has the highest priority when it has an eligible subtask. Each job of $T$ has an execution cost of three, and hence, at time 2, the first job of $T$ is still pending. However, at time 2, $T$ is not scheduled whereas $U$ and $V$ are, and hence, $T$ can be thought of as having a lower priority than these other tasks. Therefore, results on static-priority scheduling discussed in Chapter 1 are not applicable to Pfair algorithms that use static task priorities.

3.5 Practical Enhancements

Subsequent to the initial research on Pfair scheduling, which was described in the previous section, and which is suitable only for independent and static task systems, several mechanisms have been proposed to support real systems wherein tasks may share resources, and task parameters may change at run-time. Techniques have also been proposed to mitigate
system overheads and to improve overall resource utilization. Some significant contributions are described in this subsection.

**Dynamic task systems.** As a first step towards supporting dynamic task systems, Srinivasan and Anderson established conditions under which a task may be allowed to leave or join a GIS task system [107]. A weight change for a task may then be enacted by letting it leave with its old weight and rejoin with a new weight. Block *et al.* have since improved the initial conditions derived, so that quicker and more accurate weight changes are possible [36].

In dynamic systems, spare processing capacity may become available when task parameters change. Distributing this spare capacity among tasks that can consume it in proportion to their weights is a problem of related interest. Schemes based on heuristics have been proposed for this problem [43, 9].

**Non-migratory tasks.** In [90], Moir and Ramamurthy considered scheduling periodic task systems in which not every task may be migratable but in which some tasks should execute on a specific processor, that is, are “fixed” to that processor [12]. Using a flow graph argument similar to that of Baruah *et al.* [25], they showed that a Pfair schedule exists for such task systems as long as the total weight of the tasks that are fixed to a processor is at most one. They also proposed a hierarchical online algorithm for scheduling such task systems. In their algorithm, all tasks that are fixed to a processor are combined into a single task, called a *supertask*. Each supertask is assigned a weight equal to the sum of the weights of its constituent tasks. A first-level PD² scheduler is used for scheduling the supertasks and the migratable tasks. Whenever a supertask is scheduled, a second-level EPDF scheduler is used to schedule one of its constituent non-migratory tasks. This algorithm is illustrated in Figure 3.8. Unfortunately, Moir and Ramamurthy also presented a counterexample (which has been used in Figure 3.8) that showed that this approach is not optimal. Devising an efficient and optimal online algorithm for scheduling task systems with non-migratory tasks still remains an interesting and challenging open problem.

Later, Holman and Anderson studied the supertasking approach in considerable detail. They showed that by *reweighting* a supertask, *i.e.*, assigning it a weight that is slightly higher than the total weight of its constituent tasks, the deadlines of the constituent tasks can be met [65]. They also presented a framework for computing the weight of a supertask based

---

12 Different tasks can be fixed to different processors.
on the weights of its constituent tasks, and empirically demonstrated that the overall loss in system utilization due to reweighting should often be reasonable [68].

**Synchronization support.** In real systems, tasks are not independent, but generally communicate by manipulating data objects that are common to all or a subset of the tasks. Access to shared objects is serialized using synchronization protocols, which may lead to *priority inversions* in real-time systems. A priority inversion is said to occur if a higher-priority task waits for a lower-priority task to relinquish control of some shared object. In multiprocessor systems, shared objects may cause one or more processors to idle, in addition. Hence, if the synchronization protocol is not tailored for multiprocessor real-time systems, then uncontrolled priority inversions and uncontrolled idling may ensue, resulting in an under-utilization of the system resources and making it difficult to provide meaningful real-time guarantees.

In [67], Holman and Anderson considered the use of *lock-free* algorithms for real-time synchronization in Pfair-scheduled systems. In such algorithms, operations on shared data structures are implemented using “retry loops:” operations are optimistically attempted and retried until successful. (See [12] for an in-depth discussion of lock-free synchronization.) Retries are needed in the event that concurrent operations by different tasks interfere with each other. For lock-free objects to

Figure 3.8: A partial schedule based on Mark and Ramamurthy’s hierarchical algorithm for a task system composed of four tasks, one each of weight 3/4, 2/3, 1/2, and 1/12, and four other tasks, all of weight 1/4. The tasks with weights 1/2 and 1/12 cannot migrate, and are fixed to a common processor. These two tasks are combined into a super-task with weight 7/12 (= 1/2 + 1/12). The super-task and the migratory tasks are scheduled using PD² at the first level. The slots in which subtasks are scheduled are indicated by a “1” or “2” over the subtask windows. The four tasks with weight 1/4 are shown as a group. A “2” is marked over the subtask windows of this group only, indicating that two of the four tasks have a subtask scheduled. Allocations to the supertasks are passed on to the fixed tasks using EPDF as the second-level scheduler. In this example, the second subtask of the fixed task with weight 1/2 misses its deadline.
be usable in real-time systems, it is important that bounds on interferences (and hence, retries) be determined.

While the viability of the lock-free approach for uniprocessor-based real-time systems is well-known [12], on multiprocessors, lock-free sharing is often considered impractical, because of difficulties in computing reasonable retry bounds. Nevertheless, Holman and Anderson argued and showed that for simple objects, such as queues, stacks, and linked lists, quantum-based scheduling of Pfair algorithms can be exploited to mitigate the overhead considerably. They also proposed combining tasks accessing common objects into a supertask to further reduce overhead.

Holman and Anderson also presented locking synchronization protocols under Pfair algorithms for synchronizing accesses to complex objects, and for use in other scenarios where lock-free approaches may not be suitable [66].

Reducing context-switching costs. In [120], Zhu et al. proposed the boundary fair (BF) scheduling algorithm for periodic task systems. This algorithm includes heuristics to reduce the number of scheduler invocations, and thereby, the number of context switches. BF differs from Pfair algorithms in that it makes scheduling decisions only at time instants that are multiples of some task period, called boundary time points. At each boundary point $t_b$, up to $k \cdot M$ subtasks are selected for execution in the interval $[t_b, t_b + k)$, where $t_b + k$ is the next boundary point. A schedule that reduces the number of context switches is then laid out for the selected subtasks.

The next section presents some additional technical definitions and results from prior work that will be used in later chapters.

3.6 Technical Definitions

Active tasks. If subtasks are absent or are released late, then it is possible for a GIS (or IS) task to have no eligible subtasks and an allocation of zero during certain time slots. Tasks with and without subtasks in the interval $[t, t + \ell)$ are distinguished using the following definition of an active task.

Definition 3.1: A GIS task $U$ is active in slot $t$ if it has one or more subtasks $U_j$ such that $e(U_j) \leq t < d(U_j)$. (A task that is active in $t$ is not necessarily scheduled in that slot.)
Holes. If fewer than $M$ tasks are scheduled at time $t$ in $S$, then one or more processors would be idle in slot $t$. For each slot, each processor that is idle in that slot is referred to as a hole. Hence, if $k$ processors are idle in slot $t$, then there are said to be $k$ holes in $t$. The following lemma is a generalization of one proved in [105], and relates an increase in the total lag of $\tau$, LAG, to the presence of holes.

Lemma 3.4 (Srinivasan and Anderson [105]) If $\text{LAG}(\tau, t + \ell, S) > \text{LAG}(\tau, t, S)$, where $\ell \geq 1$, then there is at least one hole in the interval $[t, t + \ell]$.

Intuitively, if there is no idle processor in slots $t, \ldots, t + \ell - 1$, then the total allocation in $S$ in each of those slots to tasks in $\tau$ is equal to $M$. This is at least the total allocation that $\tau$ receives in any slot in the ideal schedule. Therefore, LAG cannot increase.

Task classification (from [105]). Tasks in $\tau$ may be classified as follows with respect to a schedule $S$ and time interval $[t, t + \ell]$.

$A(t, t + \ell)$: Set of all tasks that are scheduled in one or more slots in $[t, t + \ell]$.

$B(t, t + \ell)$: Set of all tasks that are not scheduled in any slot in $[t, t + \ell]$, but are active in one or more slots in the interval.

$I(t, t + \ell)$: Set of all tasks that are neither active nor scheduled in any slot in $[t, t + \ell]$.

As a shorthand, the notation $A(t)$, $B(t)$, and $I(t)$ is used when $\ell = 1$. $A(t, t + \ell)$, $B(t, t + \ell)$, and $I(t, t + \ell)$ form a partition of $\tau$, i.e., the following holds.

$$
\begin{align*}
A(t, t + \ell) \cup B(t, t + \ell) \cup I(t, t + \ell) &= \tau \\
A(t, t + \ell) \cap B(t, t + \ell) &= B(t, t + \ell) \cap I(t, t + \ell) = I(t, t + \ell) \cap A(t, t + \ell) = \emptyset
\end{align*}
$$

(3.33)

This classification of tasks is illustrated in Figure 3.9(a) for $\ell = 1$. Using (3.26) and (3.33) above, we have the following.

$$
\text{LAG}(\tau, t + 1) = \sum_{T \in A(t)} \text{lag}(T, t + 1) + \sum_{T \in B(t)} \text{lag}(T, t + 1) + \sum_{T \in I(t)} \text{lag}(T, t + 1)
$$

(3.34)

The next definition identifies the last-released subtask at $t$ of any task $U$.

---

13For brevity, we let the task system $\tau$ and schedule $S$ be implicit in these definitions.
Figure 3.9: (a) Illustration of task classification at time $t$. IS-windows of two consecutive subtasks of three GIS tasks $T$, $U$, and $V$ are depicted. The slot in which each subtask is scheduled is indicated by an “X.” Because subtask $T_{i+1}$ is scheduled at $t$, $T \in A(t)$. No subtask of $U$ is scheduled at $t$; however, because the IS-window of $U_k$ overlaps slot $t$, $U$ is active at $t$, and hence, $U \in B(t)$. Task $V$ is neither scheduled at $t$, nor is it active at $t$; therefore, $V \in I(t)$. (b) Illustration of displacements. If $U_i$, scheduled at time $t$, is removed from the task system, then some subtask that is eligible at $t$, but scheduled later, can be scheduled at $t$. In this example, it is subtask $V_k$ (scheduled at $t + 3$). This displacement of $V_k$ results in two more displacements, those of $V_{k+1}$ and $U_{i+1}$, as shown. Thus, there are three displacements in all: $\Delta_1 = (U_i, t, V_k, t + 3), \Delta_2 = (V_k, t + 3, V_{k+1}, t + 4)$, and $\Delta_3 = (V_{k+1}, t + 4, U_{i+1}, t + 5)$.

**Definition 3.2:** Subtask $U_j$ is the critical subtask of $U$ at $t$ iff $e(U_j) \leq t < d(U_j)$ holds, and no other subtask $U_k$ of $U$, where $k > j$, satisfies $e(U_k) \leq t < d(U_k)$.

For example, in Figure 3.9(a), $T$’s critical subtask at both $t - 1$ and $t$ is $T_{i+1}$, and $U$’s critical subtask at $t + 1$ is $U_{i+1}$.

**Displacements.** To facilitate reasoning about $P$-fair algorithms, Srinivasan and Anderson formally defined displacements in [105]. Let $\tau$ be a GIS task system and let $S$ be an EPDF schedule for $\tau$. Then, removing a subtask, say $T_i$, from $\tau$ results in another GIS task system $\tau'$. Suppose that $T_i$ is scheduled at $t$ in $S$. Then, $T_i$’s removal can cause another subtask, say $U_j$, scheduled after $t$ to shift left to $t$, which in turn can lead to other shifts, resulting in an EPDF schedule $S'$ for $\tau'$. Each shift that results due to a subtask removal is called a displacement and is denoted by a four-tuple $\langle X^{(1)}, t_1, X^{(2)}, t_2 \rangle$, where $X^{(1)}$ and $X^{(2)}$ represent subtasks. This is equivalent to saying that subtask $X^{(2)}$ originally scheduled at $t_2$ in $S$ displaces subtask $X^{(1)}$ scheduled at $t_1$ in $S$. A displacement $\langle X^{(1)}, t_1, X^{(2)}, t_2 \rangle$ is valid iff $e(X^{(2)}) \leq t_1$. Because there
can be a cascade of shifts, there may be a chain of displacements. Such a chain is represented by a sequence of four-tuples. An example is given in Figure 3.9(b).

The next two lemmas regarding displacements are proved in [105] and [104]. The first lemma states that in an EPDF schedule, a subtask removal can cause other subtasks to shift only to their left. According to the second lemma, if a subtask displaces to a slot with a hole, then its predecessor is scheduled in that slot prior to the displacement.

Lemma 3.5 (from [104]) Let $X^{(1)}$ be a subtask that is removed from $\tau$, and let the resulting chain of displacements in an EPDF schedule for $\tau$ be $C = \Delta_1, \Delta_2, \ldots, \Delta_k$, where $\Delta_i = \langle X^{(i)}, t_i, X^{(i+1)}, t_{i+1} \rangle$. Then $t_{i+1} > t_i$ for all $i \in [1, k]$.

Lemma 3.6 (from [105]) Let $\Delta = \langle X^{(i)}, t_i, X^{(i+1)}, t_{i+1} \rangle$ be a valid displacement in any EPDF schedule. If $t_i < t_{i+1}$ holds and there is a hole in slot $t_i$ in that schedule, then $X^{(i+1)}$ is the successor of $X^{(i)}$.

3.7 Summary

In this chapter, we first motivated the concept of Pfair scheduling and described the Pfair scheduling of synchronous, periodic tasks. We then considered some other more flexible recurrent task models that can be Pfair scheduled. Later, we discussed some Pfair scheduling algorithms, and described some techniques that have been proposed to enhance the practicality of Pfair scheduling. Finally, we summarized some technical definitions and results from prior work that will be used in the analyses presented in Chapters 6 and 7. In these chapters, we consider the non-optimal EPDF scheduling algorithm in detail, and present some new results concerning this algorithm. As noted in this chapter, EPDF may be preferable to optimal algorithms for scheduling soft or dynamic real-time systems.
Chapter 4

Tardiness Bounds under Preemptive and Non-Preemptive Global EDF

In this chapter, we derive tardiness bounds that can be guaranteed under preemptive and non-preemptive global EDF (g-EDF and g-NP-EDF) for sporadic real-time task systems on multiprocessors. In general, overheads due to task preemptions and migrations are lower under EDF than under the known optimal algorithms. Further, since EDF does not require the restrictions, which were discussed in Section 1.6, imposed by optimal algorithms, EDF may be preferable to the optimal algorithms in some settings. However, the worst-case schedulable utilizations of g-EDF and g-NP-EDF can be quite low, and hence, using their existing validation tests, which are designed to ensure that no deadline is missed, can be overkill for scheduling soft real-time systems. The tardiness bounds that we determine in this chapter can instead be used for validating such systems. As will be seen, no restriction on total system utilization, except that it not exceed the available processing capacity, is necessary to ensure bounded tardiness under g-EDF and g-NP-EDF. Hence, effective utilization on multiprocessors can be improved by using these results while scheduling soft real-time systems.

Instead of deriving tardiness bounds independently for g-EDF and g-NP-EDF, we consider a more general task model, in which tasks may consist of both preemptive and non-preemptive segments, and a mixed mode EDF scheduler that allows/restricts preemptions based on the nature of the task segment under execution. Such a mixed-mode model may be useful for

modeling and analyzing some non-independent tasks, such as tasks that share short critical sections \[53\]. Bounds for $g$-EDF and $g$-NP-EDF are deduced as special cases of that derived for the general case. Furthermore, the tardiness bounds derived apply for a variation of the sporadic task model in which jobs may be “early released,” i.e., become eligible for execution before their designated release times. (This is similar to the early releasing of subtasks under Pfair scheduling, described in Chapter 3.)

This chapter is organized as follows. It begins with a discussion of some relevant prior work on global scheduling algorithms in Section 4.1. The mixed preemptive/non-preemptive task model and the early-release (ER) variation mentioned above, and some notation that is needed in addition to that provided in Chapter 1, are formally presented in Section 4.2. This is followed by a derivation of a tardiness bound for mixed-mode scheduling, and hence, those for $g$-EDF and $g$-NP-EDF, in Section 4.3. Then, in Section 4.4 an extension is proposed to the ER variant of the sporadic task model and the issue of determining tardiness bounds for the extended model is discussed. Section 4.5 presents a simulation-based evaluation of the tightness of the bounds (for the basic model). Section 4.6 concludes.

4.1 Global Scheduling

As mentioned in Chapter 1, two primary approaches traditionally considered for scheduling on multiprocessors are partitioning and global scheduling. These approaches were described in detail in Section 1.4.2.2 of that chapter. Of the two approaches, traditionally, partitioning has been preferred perhaps for the following reasons: (i) partitioning eliminates overheads due to task migrations; (ii) partitioning is conceptually simpler and analytically more tractable; (iii) schedulable utilization achieved in practice is higher under partitioning.

Despite the above, some recent developments in computer architecture, as discussed in Chapter 1 and scheduling research provide reasons, which are listed below, to believe that global scheduling may be viable in many settings, and the two approaches must be reassessed. First, task migrations may be of less concern in modern systems with high-speed processor-to-memory interconnects, in architectures with shared caches, such as some multicore designs, or in embedded systems with no cache. Second, as discussed below, significant progress has been made in the development of techniques for reasoning about global scheduling algorithms and in understanding their behavior. Finally, as briefly mentioned in Chapter 1, global scheduling may be superior to partitioning for soft real-time systems in that partitioning schemes offer
no scope for improving system utilization even if bounded tardiness can be tolerated. This is because if a task set cannot be partitioned without over-utilizing some processor, then deadline misses and tardiness for tasks on that processor will increase with time. Such an example under partitioned EDF is provided in Figure 4.1(a). In this example, $\tau_1$ is assigned to Processor 1 and $\tau_2$ and $\tau_3$ are assigned to Processor 2. Assume that each job of every task is released as early as permissible and that deadline ties between $\tau_2$ and $\tau_3$ are resolved in favor of $\tau_3$. Here, the second job of $\tau_3$ does not complete executing until time 14, for a tardiness of 2 time units, and the third job incurs a tardiness of 4 time units. It is easy to see that the $(i + 1)^{st}$ job of $\tau_3$ does not complete until time $8i + 6$, for all $i \geq 1$, for a tardiness of $2i$ time units. This tardiness increases with time and thus is unbounded. Similarly, tardiness is unbounded for $\tau_2$ as well.

**Prior work on global scheduling.** One factor that has led many researchers to view global scheduling negatively is the so-called “Dhall effect,” which was reported by Dhall and Liu [54] as early as 1978. Dhall and Liu showed that for every $M \geq 2$, there exist task systems with total utilization arbitrarily close to 1.0 that cannot be correctly scheduled on $M$ processors under global EDF or RM scheduling [54]. However, recently, several researchers have noted that the Dhall effect is due to the presence of tasks with high and low utilizations and have shown that it can be overcome by restricting per-task utilizations, and by according higher priorities to high-utilization tasks [109, 61, 22, 20]. In [61], Goossens, Funk, and Baruah showed that on $M$ processors, EDF can correctly schedule any independent periodic task system (with implicit deadlines) if the total utilization of all tasks, $U_{\text{sum}}$, is at most $M - (M - 1)u_{\text{max}}$, where $u_{\text{max}}$ is the maximum utilization of any task. Later, Baruah proposed a variant of
EDF that prioritizes tasks with utilization exceeding 1/2 over the rest, and showed that the modified algorithm can correctly schedule any task system with total utilization not exceeding \((M + 1)/2\). Schedulability tests that can be applied to task systems in which relative deadlines of tasks can be less than their periods (i.e., constrained-deadline systems) have been developed by Baker [20] and by Bertogna et al. [33].

The proposed schedulability tests for implicit-deadline systems that depend on \(u_{\max}\) have the property that, the total utilization of a task system that is schedulable increases as \(u_{\max}\) is decreased. Nevertheless, even with \(u_{\max} = 0.5\), half the total available processing capacity will have to be wasted, if every deadline must be met. This may be overkill for soft real-time systems that can tolerate bounded deadline misses.

The research discussed above is for preemptive global EDF, or g-EDF. To our knowledge, non-preemptive global EDF (g-NP-EDF) has been considered only in [23], where a sufficient schedulability condition is derived for task systems in which the maximum execution cost of any task is less than the minimum period of any task.

Non-trivial schedulability tests have been developed for global RM scheduling also [16, 20, 34]. However, the schedulable utilizations that these tests allow are less than that allowed by g-EDF. Furthermore, like partitioning algorithms, global RM (or any global static-priority algorithm) may not be suitable for soft real-time systems. This is because, task systems exist in which tardiness for low-priority tasks increases with time when scheduled under RM. Refer to Figure 4.1(b) for an example. In this example, the \(i^{th}\) job of \(\tau_3\) does not complete until time \(12i\), for all \(i\), for a tardiness of \(6i\) time units.

With the above overview of the state-of-the-art in global scheduling, we turn to deriving tardiness bounds for global EDF. We begin by presenting the additional elements of the task model used in this chapter.

### 4.2 Task Model and Notation

The basic task model is the sporadic task model described in Section 1.3.1 augmented for soft real-time systems as described in Section 1.5. In this section, we describe two generalizations of the basic task model that we consider in this chapter and also present some additional notation.

We would like to remind the reader that \(N\) denotes the number of tasks in the task system.
τ under consideration, and M, the number of processors. The total utilization of all the tasks in τ, $U_{\text{sum}}(\tau)$, is assumed to not exceed M.

**Non-preemptive sections.** To provide a common analytic framework for g-EDF and g-NP-EDF, we consider a more general model than the sporadic task model wherein each job of each task $\tau_i$ may consist of one or more preemptive and non-preemptive code segments. The maximum execution cost of any non-preemptive segment of $\tau_i$ is denoted $b_i$ and the maximum value taken over all tasks in $\tau$ is denoted $b_{\text{max}}(\tau)$. In this extended model, task $\tau_i$ is denoted using a triple $(e_i, p_i, b_i)$.

**Mixed preemptive/non-preemptive scheduling.** We will refer to the EDF algorithm that is cognizant of the non-preemptive segments of a task and executes them non-preemptively as EDF-P-NP. (In a real implementation, special system calls would be used to inform the scheduler when a non-preemptive segment is entered and exited.) At any time, higher priority is accorded to jobs with earlier absolute deadlines, subject to not preempting a job that is executing in a non-preemptive segment. Ties are resolved arbitrarily but consistently in that ties between two jobs are resolved identically at all times. A job executing in a preemptive segment may be preempted by an arriving higher-priority job and may later resume execution on the same or a different processor. EDF-P-NP reduces to g-EDF when $b_{\text{max}} = 0$ and to g-NP-EDF when $b_i = e_i$, for all $i$.

**Early releasing.** In the model considered in this chapter, jobs of sporadic tasks may be executed “early,” i.e., before their release times (as stipulated by the sporadic task model), provided that prior jobs of the same task have completed execution. This is just an application of the concept described in the context of Pfair scheduling of subtasks in Chapter 3 to task systems in which jobs are first-class objects. As mentioned in Chapter 3, the flexibility offered by early releasing can be used for scheduling rate-based tasks [70].

A job that may be executed before its release time is said to be early released. Each job $\tau_{i,j}$ is associated with an eligibility time, denoted $\ell_{i,j}$, where $\ell_{i,j} \leq r_{i,j}$ and $\ell_{i,j+1} \geq \ell_{i,j}$ for all $i$ and $j$. $\ell_{i,j}$ is the earliest time that $\tau_{i,j}$ can commence execution. Early releasing does not alter job deadlines, and hence, how job priorities are determined, but only the set of jobs that can contend at a given time. When early releasing is enabled, for a concrete task system, apart from the release time and actual execution cost, the eligibility time of each job is also specified.
Figure 4.2: Illustration of deadline misses due to early releasing. EDF schedules are shown for some initial jobs of a task system with four tasks (as indicated) and $U_{\text{sum}} = 1.8$ on two processors. (a) No job is released early. (b) Job $\tau_{1,2}$ is early released at time 0. Scheduling $\tau_{1,2}$ before its release time (at time 1) leads to a deadline miss.

On uniprocessors, a swapping argument (that can be used to establish the optimality of EDF) can be used to show that allowing early releases cannot lead to deadline misses for a task system (or a set of jobs) that is otherwise schedulable by EDF. However, the same does not hold for EDF on multiprocessors. An example of a task system in which deadlines are missed due to early releasing is shown in Figure 4.2. Nevertheless, we show that the tardiness bounds that we derive in this chapter hold even if jobs are early released.

Additional notation. The maximum utilization and the maximum and minimum execution cost of any task are denoted $u_{\text{max}}(\tau), e_{\text{max}}(\tau), \text{ and } e_{\text{min}}(\tau)$, respectively. The task system $\tau$ may be omitted from this notation when unambiguous.

The tardiness bound we derive is expressed in terms of the highest task execution costs, utilizations, and non-preemptive segment costs, and the total system utilization. To facilitate expressing the bound, we define the following: $\epsilon_i$ (resp., $\mu_i$) denotes the $i^{th}$ execution cost (resp., task utilization) in non-increasing order of the execution costs (resp., utilizations) of all the tasks. (Note that $\epsilon_i$ and $\mu_i$ need not be parameters of the same task for any $i$.) Similarly, $\beta_i$

---

2The task system in this figure is not guaranteed to be schedulable under g-EDF by any of the known g-EDF sufficient schedulability tests [31, 30, 33]. We believe that deadlines will not be missed even with early releasing if a task system satisfies at least one of these tests, and in Appendix [B] show that this property holds for a task system satisfying the test in [61].
denotes the $i^{th}$ largest non-preemptive segment cost. For simplicity, we assume the following.

$$(\forall i, j \leq N :: e_i \leq e_j \iff b_i \leq b_j)$$ \hspace{1cm} (4.1)

The above assumption can easily be seen to hold for both $g$-EDF and $g$-NP-EDF. It can be eliminated for mixed-mode tasks at the expense of either a slightly higher tardiness bound or a more complicated algorithm (as opposed to a closed-form expression) for choosing tasks whose execution costs are to be used in computing a less-pessimistic bound. One such algorithm is described in Section A.3 of Appendix A.

We define the following subsets of tasks in order to lower the pessimism in the bounds specified. In these definitions, $k \leq N$ and $k_2 \leq k_1 \leq N$ hold. (These definitions may be skipped on first reading without loss of continuity and referred back to when needed.) The purpose of defining these sets is follows. The tardiness bounds derived are dependent upon the sum of the execution costs of tasks in some subset of all the tasks and that of the non-preemptive segment costs of tasks in another disjoint subset. While it is simpler to use the maximum execution costs and maximum non-preemptive segment costs as upper bounds, that approach overlooks the fact that the subsets are disjoint, and hence, that at most one of the execution cost and non-preemptive segment cost of a task may be used. The challenge is to identify tasks for the two subsets that can be used as an upper bound for the needed quantity. If (4.1) holds, then $\Gamma^{(k_1, k_2)}$ and $\Pi^{(k_1, k_2)}$, as defined below, serve the purpose. The issue of choosing tasks for these subsets when (4.1) does not hold is discussed in Section A.3.

$$\Gamma^{(k)} \defeq \text{Subset of } k \text{ tasks of } \tau \text{ with the highest execution costs}$$ \hspace{1cm} (4.2)

$$\Gamma^{(k_1, k_2)} \defeq \text{Subset of } k_2 \text{ tasks } \tau_i \text{ of } \Gamma^{(k_1)} \text{ with the highest values for } e_i - b_i$$ \hspace{1cm} (4.3)

$$\Pi^{(k_1, k_2)} \defeq \Gamma^{(k_1)} \setminus \Gamma^{(k_1, k_2)}$$ \hspace{1cm} (4.4)

Ties in selecting tasks for $\Gamma^{(k)}$ are resolved using task indices. When choosing tasks for $\Gamma^{(k_1, k_2)}$ ties are first resolved in favor of tasks with higher execution costs; any remaining ties are

---

3If (4.1) does not hold, then these definitions are not applicable. In such a case, $\Gamma^{(k_1, k_2)}$ and $\Pi^{(k_1, k_2)}$ will have to be determined iteratively. In either case, defining $\Gamma^{(k_1, k_2)}$ (resp., $\Pi^{(k_1, k_2)}$) as a subset of $k_1$ (resp., $k_2 - k_1$) tasks of $\tau$ with the highest execution costs (resp., non-preemptive segment costs) will serve as a looser upper bound.
resolved using task indices. The definitions above imply the following.

\[
\Gamma^{(k_1, k_2)} \cup \Pi^{(k_1, k_2)} = \Gamma^{(k_1)} \quad (4.5)
\]

\[
\Gamma^{(k_1, k_2)} \cap \Pi^{(k_1, k_2)} = \emptyset
\]

Finally, \( \Lambda \) is defined as follows.

\[
\Lambda = \begin{cases} 
U_{\text{sum}}(\tau) - 1, & U_{\text{sum}}(\tau) \text{ is integral} \\
\lfloor U_{\text{sum}}(\tau) \rfloor, & \text{otherwise}
\end{cases} \quad (4.6)
\]

**Example 4.1.** Let \( \tau \) be a task system with nine tasks \( \tau_1 \) through \( \tau_9 \) as follows:

\[
\tau = \{ \tau_1(20, 60, 7), \tau_2(10, 15, 2), \tau_3(16, 20, 6), \tau_4(2, 10, 0), \tau_5(15, 20, 3), \tau_6(4, 16, 0.5), \tau_7(12, 20, 1), \tau_8(4, 10, 0), \tau_9(20, 40, 7) \}.
\]

In this example, \( U_{\text{sum}} = 4.5, u_{\text{max}} = u_3 = 0.8, e_{\text{max}} = e_1 = e_9 = 20, e_{\text{min}} = e_4 = 2.0, \) and \( b_{\text{max}} = b_1 = b_9 = 7. \) \( \epsilon \) and \( \mu \) values for this task set are enumerated in Table 4.1. For this task set, \( \Gamma^{(5)} = \{ \tau_1, \tau_9, \tau_3, \tau_5, \tau_7 \} \). Since \( e_1 - b_1 = e_9 - b_9 > e_5 - b_5 > e_7 - b_7 > e_3 - b_3 \), we have \( \Gamma^{(5,3)} = \{ \tau_1, \tau_9, \tau_5 \} \) and \( \Pi^{(5,3)} = \{ \tau_7, \tau_3 \} \).

### 4.3 A Tardiness Bound under EDF-P-NP

In this section, we derive a tardiness bound under EDF-P-NP. Our approach involves comparing the allocations to a concrete task system \( \tau \) in a processor sharing (PS) schedule for \( \tau \), which is used as a reference system, and an actual EDF-P-NP schedule of interest for \( \tau \), both on \( M \) processors, and quantifying the difference between the two. As described in Chapter 3, a PS schedule is an ideal fluid schedule in which each task executes at a precisely uniform rate.
given by its utilization. Similar proof techniques that use a fluid schedule for reference have previously been considered in research on fair bandwidth allocation in computer networks [94] and fair uniprocessor [114] and multiprocessor [25, 105] scheduling algorithms. In particular, our derivation borrows techniques developed by Srinivasan and Anderson for reasoning about Pfair algorithms on multiprocessors [105, 108, 107, 106]. Pfair scheduling is described in greater detail in Chapter 3 and considered in later chapters. The applicability to EDF of techniques used with fair scheduling algorithms is not surprising since fair schedulers also use some variant of deadline-based scheduling, and EDF also approximates an ideal fluid scheduler, although more coarsely than fair schedulers. Valente and Lipari also use a similar approach in deriving a tardiness bound under g-EDF [116].

In Appendix B, we show that one of the known schedulability tests for EDF, namely, \( U_{\text{sum}} \leq M - (M - 1) \cdot u_{\text{max}} \) can also be derived using similar techniques, even when jobs may be early released.

Because \( D_i = p_i \), for all \( i \), and \( U_{\text{sum}} \leq M \) holds, the total demand at any instant will not exceed \( M \) in a PS schedule, and hence no deadlines will be missed; in fact, every job will complete executing exactly at its deadline. We begin by setting the required machinery in place.

### 4.3.1 Definitions and Notation

All times referred to in this chapter are real. The system start time is assumed to be zero. The time interval \( [t_1, t_2) \), where \( t_2 \geq t_1 \), consists of all times \( t \), where \( t_1 \leq t < t_2 \), and is of length \( t_2 - t_1 \). The interval \( (t_1, t_2) \) excludes \( t_1 \). For any time \( t > 0 \), the notation \( t^- \) is used to denote the time \( t - \epsilon \) in the limit \( \epsilon \to 0^+ \).

**Definition 4.1 (active tasks, active jobs, and windows):** A task \( \tau_i \) is said to be active at time \( t \) if there exists a job \( \tau_{i,j} \) (called \( \tau_i \)'s active job at \( t \)) such that \( r_{i,j} \leq t < d_{i,j} \) (i.e., \( \tau_{i,j} \)'s release time has elapsed, but its deadline has not). The interval \( [r_{i,j}, d_{i,j}) \) is referred to as the window of \( \tau_{i,j} \). By our task model, \( D_i = p_i \) holds, hence every task can have at most one active job at any time. \( \tau_{i,j} \) is not considered to be active before its release time even if its eligibility time, \( \ell_{i,j} \), is earlier.

---

4 As publicly reported by the first author of [116] at RTSS ’05, the proof published in [116] for the tardiness bound claimed is in error. To our knowledge, an updated result has not yet been published at a refereed venue.
Definition 4.2 (pending jobs): \( \tau_{i,j} \) is said to be pending at \( t \) in a schedule \( S \) if \( r_{i,j} \leq t \) and \( \tau_{i,j} \) has not completed execution by \( t \) in \( S \). Note that a job with a deadline at or before \( t \) is not considered to be active at \( t \) even if it is pending at \( t \). Also, \( \tau_{i,j} \) is not considered pending before its release time even if its eligibility time is earlier.

Definition 4.3 (ready jobs): \( \tau_{i,j} \) is said to be ready at time \( t \) in a schedule \( S \) if \( t \geq \ell_{i,j} \), and all prior jobs of \( \tau_i \) have completed execution by \( t \) in \( S \), but \( \tau_{i,j} \) has not.

Because we compare allocations in a PS schedule and an actual schedule in our analysis, we use the notion of lag described in Chapter 3. However, since time is discrete under Pfair scheduling, whereas it is continuous here, we provide formulas for lag and LAG for the continuous case. Though some are identical to the formulas for the discrete case, we state them, nevertheless, for ease of reference.

As in Chapter 3, let \( A(S, \tau_i, t_1, t_2) \) denote the total time allocated to \( \tau_i \) in an arbitrary schedule \( S \) for \( \tau \) in \([t_1, t_2]\). In PS\( \tau \), \( \tau_i \) is allocated a fraction \( u_i \) of each instant at which it is active in \([t_1, t_2]\), regardless of whether its active job is executing in a preemptive or a non-preemptive section. Also, non-preemptivity constraints are ignored within PS schedules.

Hence,

\[
A(PS_\tau, \tau_i, t_1, t_2) \leq (t_2 - t_1) \cdot u_i. \tag{4.7}
\]

The total allocation to \( \tau \) in the same interval in PS\( \tau \) is then given by

\[
A(PS_\tau, \tau, t_1, t_2) \leq \sum_{\tau_i \in \tau} (t_2 - t_1)u_i = U_{sum} \cdot (t_2 - t_1) \leq M \cdot (t_2 - t_1). \tag{4.8}
\]

Hence,

\[
lag(\tau_i, t, S) = A(PS_\tau, \tau_i, 0, t) - A(S, \tau_i, 0, t). \tag{4.9}
\]

Schedule \( S \) has performed less work on the jobs of \( \tau_i \) until \( t \) than PS\( \tau \) if \( lag(\tau_i, t, S) \) is positive (or \( \tau_i \) is under-allocated in \( S \)), and more work if \( lag(\tau_i, t, S) \) is negative (or \( \tau_i \) is over-allocated in \( S \)). The total lag of a task system \( \tau \) at \( t \), denoted LAG(\( \tau, t, S \)), is given by the following.

\[
LAG(\tau, t, S) = A(PS_\tau, \tau, 0, t) - A(S, \tau, 0, t) \]

\[
= \sum_{\tau_i \in \tau} A(PS_\tau, \tau_i, 0, t) - \sum_{\tau_i \in \tau} A(S, \tau_i, 0, t)
\]
\[
\sum_{\tau_i \in \tau} \text{lag}(\tau_i, t, S) = \sum_{\tau_i \in \tau} \text{lag}(\tau_i, t_2, S)
\] (4.10)

\(\text{LAG}(\tau, 0, S)\) and \(\text{lag}(\tau_i, 0, S)\) are both zero, and by (4.9) and (4.10), we have the following for \(t_2 > t_1\).

\[
\begin{align*}
\text{lag}(\tau_i, t_2, S) &= \text{lag}(\tau_i, t_1, S) + A(\text{PS}_\tau, \tau_i, t_1, t_2) - A(S, \tau_i, t_1, t_2) \tag{4.11} \\
\text{LAG}(\tau, t_2, S) &= \text{LAG}(\tau, t_1, S) + A(\text{PS}_\tau, \tau, t_1, t_2) - A(S, \tau, t_1, t_2) \tag{4.12}
\end{align*}
\]

**Lag for jobs.** The notion of lag defined above for tasks and task sets can be applied to jobs and job sets in an obvious manner. Let \(\tau\) denote a concrete task system, and \(\Psi\) a subset of all jobs in \(\tau\) with deadlines not later than a specified time. Let \(A(\text{PS}_\tau, \tau_{i,j}, t_1, t_2)\) and \(A(S, \tau_{i,j}, t_1, t_2)\) denote the allocations to \(\tau_{i,j}\) in \([t_1, t_2]\) in \(\text{PS}_\tau\) and \(S\), respectively. Then, \(\text{lag}(\tau_{i,j}, t, S) = A(\text{PS}_\tau, \tau_{i,j}, t_{i,j}, t) - A(S, \tau_{i,j}, \ell_{i,j}, t)\). (This is because a job cannot receive any allocation outside its window in a \(\text{PS}\) schedule, and before its eligibility time in an actual schedule.) The total allocation in \(S\) in \([0, t]\), where \(t > 0\), to a job that is not pending at \(t^-\) in \(S\) is at least its allocation in the same interval in \(\text{PS}_\tau\). Hence, \(\text{lag}\) for such a job at \(t\) is at most zero. Also, the total lag of \(\Psi\) is given by the sum of the lags of its jobs. Therefore, for \(t > 0\), we have

\[
\begin{align*}
\text{LAG}(\Psi, t, S) &\leq \sum_{\{\tau_i \in \tau \mid \text{some job of } \tau_i \text{ is in } \Psi \text{ and is pending at } t^-\}} \left( \sum_{\{\tau_{i,j} \text{ is in } \Psi, \text{ and is pending at } t^-\}} \text{lag}(\tau_{i,j}, t, S) + \sum_{\{\tau_{i,j} \text{ is in } \Psi, \text{ and is not pending at } t^-\}} \text{lag}(\tau_{i,j}, t, S) \right) \\
&\quad + \sum_{\{\tau_{i,j} \text{ is not in } \Psi\}} \text{lag}(\tau_{i,j}, t, S).
\end{align*}
\]
The last inequality holds because every job of \( \tau_i \) that is not in \( \Psi \) is released after every job of the same task that is in \( \Psi \). Hence, if some job of \( \tau_i \) that is in \( \Psi \) is pending at \( t^- \), then no later job can receive any allocation by \( t \), and hence, the lag for every such job is at least zero. Because the lag of every task \( \tau_i \) is given by the sum of the lags of its jobs, (4.13) implies the following.

\[
\text{LAG}(\Psi, t, S) \leq \sum_{\{\tau_i \in \tau : \text{some } \tau_{i,j} \text{ is in } \Psi, \text{ and is pending at } t^-\}} \text{lag}(\tau_i, t, S)
\]  

(4.14)

Let the total instantaneous utilization of \( \Psi \) at time \( t \) be defined as the sum of the utilizations of all the tasks with an active job at \( t \) in \( \Psi \):

\[
U_{\text{sum}}(\Psi, t) = \sum_{\{\tau_i \in \tau : \tau_{i,j} \text{ is in } \Psi \text{ and is active at } t\}} u_i
\]  

(4.15)

\[\Rightarrow U_{\text{sum}}(\Psi, t) \leq U_{\text{sum}}(\tau)\]  

(4.16)

The counterparts of (4.8) and (4.12) for job sets can then be expressed as follows. (As with (4.8) and (4.12), \( t_1 < t_2 \)).

\[
A(PS_\tau, \Psi, t_1, t_2) = \int_{t_1}^{t_2} U_{\text{sum}}(\Psi, t)dt
\]  

\[\leq (t_2 - t_1) \cdot U_{\text{sum}}(\tau)\]  

(4.17)

\[
\text{LAG}(\Psi, t_2, S) = \text{LAG}(\Psi, t_1, S) + A(PS_\tau, \Psi, t_1, t_2) - A(S, \Psi, t_1, t_2)
\]  

(4.19)

**Definition 4.4 (busy and non-busy intervals):** A time interval \([t, t + \delta)\), where \( \delta > 0 \), is said to be busy for \( \Psi \) if all \( M \) processors are executing some job in \( \Psi \) at each instant in the interval, i.e., no processor is ever idle in the interval or executes a job not in \( \Psi \). An interval \([t, t + \delta)\) that is not busy for \( \Psi \) is said to be non-busy for \( \Psi \). \([t, t + \delta)\) is continually non-busy if every time instant in \([t, t + \delta)\) is non-busy, and is maximally non-busy if \([t, t + \delta)\) is continually non-busy and either \( t = 0 \) or \( t^- \) is busy.

If at least \( U_{\text{sum}}(\Psi, t) \) jobs from \( \Psi \) are executing at every instant \( t \) in \([t_1, t_2)\) in a schedule \( S \), then, by (4.17), the total allocation in \( S \) to jobs in \( \Psi \) is at least the allocation that \( \Psi \) receives
in a PS schedule. Therefore, by (4.19), the LAG of \( \Psi \) at \( t_2 \) cannot exceed that at \( t_1 \), and we have the following lemma.

**Lemma 4.1** If \( \text{LAG}(\Psi, t + \delta, S) > \text{LAG}(\Psi, t, S) \), where \( \delta > 0 \) and \( S \) is a schedule for \( \tau \), then \( [t, t + \delta) \) is a non-busy interval for \( \Psi \). Furthermore, there exists at least one instant \( t' \) in \( [t, t + \delta) \) at which fewer than \( U_{\text{sum}}(\Psi, t') \) tasks are executing jobs from \( \Psi \).

**Definition 4.5 (continually-increasing LAG):** If \( \text{LAG}(\Psi, t', S) > \text{LAG}(\Psi, t', S) \) for all \( t' \) in \( (t, t + \delta) \), then \( [t, t + \delta) \) is said to be an interval with continually-increasing LAG for \( \Psi \) in \( S \).

If at least \( U_{\text{sum}}(\Psi, t) \) jobs from \( \Psi \) are executing at \( t \) in \( S \), then by (4.17) and (4.19) again, \( \text{LAG}(\Psi, t, S) \leq \text{LAG}(\Psi, t', S) \), and the lemma below follows.

**Lemma 4.2** If \( [t, t + \delta) \), where \( \delta > 0 \), is an interval across which LAG for \( \Psi \) is continually increasing, then fewer than \( U_{\text{sum}}(\Psi, t') \) tasks execute jobs from \( \Psi \) at every instant \( t' \), where \( t \leq t' < t + \delta \).

### 4.3.2 Deriving a Tardiness Bound

In this section, we show that on \( M \) processors, EDF-P-NP ensures a tardiness not exceeding \( x + e_k \) for every task \( \tau_k \) of every task system with total utilization at most \( M \), where

\[
x = \frac{\sum_{\tau_i \in \Gamma(\Lambda+1,\Lambda)} e_i + \sum_{\tau_i \in \Pi(\Lambda+1,\Lambda)} b_i + \sum_{i=1}^{M-\Lambda-1} \beta_i - e_{\text{min}}}{M - \sum_{i=1}^{\Lambda-\rho} \mu_i},
\]

and \( \rho \) is as defined in (4.21). Our proof is by contradiction. So, assume to the contrary that there exists some concrete task system with a job whose tardiness under EDF-P-NP exceeds \( x \) plus its worst-case execution cost. Let \( \tau \) be one such concrete task system defined as follows.

**Definition 4.6 (\( \tau \)):** \( \tau \) is a concrete instantiation of a non-concrete task system \( \tau^N \), \( \tau_{\ell,j} \) is a job of a task \( \tau_\ell \) in \( \tau \), \( t_d = d_{\ell,j} \) (\( \tau_{\ell,j} \)'s deadline), and \( S \) is an EDF-P-NP schedule for \( \tau \) such that (P1)–(P4) defined below hold.

1. **(P1)** The tardiness of \( \tau_{\ell,j} \) in \( S \) is greater than \( x + e_\ell \).
2. **(P2)** No concrete instantiation of \( \tau^N \) satisfying (P1) releases fewer jobs than \( \tau \).
3. **(P3)** No concrete instantiation of \( \tau^N \) satisfying (P1) and (P2) has a smaller cumulative actual execution time for its jobs than \( \tau \).
The tardiness of every job of every task $\tau_k$ in $\tau$ with deadline less than $t_d$ is at most $x + e_k$ in $S$, where $x \geq 0$.

(P2) and (P3) can be thought of as identifying a minimal task system in the sense of releasing the minimum number of jobs and having the smallest value for the sum of the actual execution times for its jobs for which the claimed tardiness bound does not hold. It is easy to see that if the claimed bound does not hold for all task systems, then some task system satisfying (P2) and (P3) necessarily exists. (P4) identifies a job with the earliest deadline in $\tau$ for which the bound does not hold. In what follows, we show that if $\tau$ as defined above exists, then (4.20) is contradicted, thereby proving Theorem 4.1.

The completion time of $\tau_{\ell,j}$, and hence its tardiness, depends on the amount of work pending for $\tau_{\ell,j}$ at $t_d$, and the amount of work that can compete with $\tau_{\ell,j}$ after $t_d$. Hence, to meet our objective, we follow the steps below.

(S1) Determine an upper bound (UB) on the sum of the work pending for $\tau_{\ell,j}$ at $t_d$ and the pending work due to other jobs that can compete with $\tau_{\ell,j}$ after $t_d$.

(S2) Determine a lower bound (LB) on the amount of such work required for the tardiness of $\tau_{\ell,j}$ to exceed $x + e_\ell$.

(S3) Show that unless (4.20) is contradicted, $\text{UB} \leq \text{LB}$, in turn showing that $\text{tardiness}(\tau_{\ell,j})$ is at most $x + e_\ell$, which is a contradiction to (P1).

To facilitate computing LB and UB, we define $\Psi$ and $\overline{\Psi}$ as follows.

$$\Psi \overset{\text{def}}{=} \text{set of all jobs with deadlines at most } t_d \text{ of tasks in } \tau$$
$$\overline{\Psi} \overset{\text{def}}{=} \text{set of all jobs of } \tau \text{ that are not in } \Psi \text{ (i.e., jobs with deadlines later than } t_d)$$

Under EDF-P-NP, the sum of the work pending for $\tau_{\ell,j}$ and competing work for $\tau_{\ell,j}$ at $t_d$ is given by (i) the amount of work pending at $t_d$ for jobs in $\Psi$ plus (ii) the amount of work demanded after $t_d$ by the non-preemptive sections of jobs that are not in $\Psi$ but whose execution commenced before $t_d$. Because the deadline of every job in $\Psi$ is at most $t_d$, all jobs in $\Psi$ complete execution by $t_d$ in $P5\tau$. Hence, component (i) is given by $\text{LAG}(\Psi, t_d, S)$. To facilitate computing component (ii), which will be denoted $\mathcal{B}(\tau, \Psi, t_d, S)$, we define the following.
Definition 4.7 (priority inversions, blocking jobs, and blocked jobs): Under EDF-P-NP, a priority inversion occurs when a ready, higher-priority job waits while one or more lower-priority jobs execute in non-preemptive sections. Under such scenarios, the waiting higher-priority jobs are said to be blocked jobs, while the executing lower-priority jobs, blocking jobs. Note that a pending, higher-priority job is not considered blocked unless it is ready (i.e., no prior job of the same task is pending).

Definition 4.8 (blocking and non-blocking, non-busy intervals): Recall that in a non-busy interval for $\Psi$, fewer than $M$ jobs from $\Psi$ execute. In an EDF-P-NP schedule, such a non-busy interval for $\Psi$ can be classified into two types depending on whether a job in $\Psi$ is executing while a ready job from $\Psi$ is waiting. We will refer to the two types as blocking and non-blocking non-busy intervals. A blocking, non-busy interval is one in which a job in $\Psi$ is executing while a ready job from $\Psi$ is waiting, whereas a non-blocking, non-busy interval is one in which fewer than $M$ jobs from $\Psi$ are executing, but there does not exist a ready job in $\Psi$ that is waiting. Definitions of maximal versions of these intervals are analogous to that of a maximally non-busy interval given in Definition 4.4.

Definition 4.9 (pending blocking jobs ($B$) and work ($B$)): The set of all jobs in $\Psi$ that commence executing a non-preemptive section before $t$ and may continue to execute the same non-preemptive section at $t$ in $\mathcal{S}$ is denoted $B(\tau, \Psi, t, \mathcal{S})$ and the total amount of work pending at $t$ for such non-preemptive sections is denoted $B(\tau, \Psi, t, \mathcal{S})$.

Lastly, we define $\rho$ as follows. Recall that apart from task system parameters, $x$ in (4.20) also depends on $\rho$. The higher the value for $\rho$, the lower the tardiness. $\rho$ is at least zero, and the current best-known value for $\rho$ is given by Lemma 4.4.

Definition 4.10 ($\rho$):

\[
\rho = \begin{cases} 
\text{Minimum number of jobs with deadlines at or after } \\
\text{t'} \text{ guaranteed to execute at } t^{-}, \text{ where } t < t' \leq t_d, \\
\text{and } [t, t') \text{ is a non-blocking, non-busy interval with } \\
\text{continually-increasing LAG} \\
0 \end{cases}, \text{ if } b_{\text{max}} = 0
\]

(4.21)

\[
\rho = \begin{cases} 
\text{Minimum number of jobs with deadlines at or after } \\
\text{t'} \text{ guaranteed to execute at } t^{-}, \text{ where } t < t' \leq t_d, \\
\text{and } [t, t') \text{ is a non-blocking, non-busy interval with } \\
\text{continually-increasing LAG} \\
0 \end{cases}, \text{ if } b_{\text{max}} > 0
\]

With needed definitions in place, we now turn to deriving a tardiness bound following steps
We first consider (S2), that of determining a lower bound on the sum of pending work and competing work required at \( t_d \) for tardiness of \( \tau_{\ell,j} \) to exceed \( x + e_\ell \). (We sometimes omit specifying the schedule \( S \) in functions \( \text{lag} \), \( \text{LAG} \), and \( B \) when unambiguous.)

4.3.2.1 Lower Bound on \( \text{LAG}(\Psi, t_d, S) + B(\tau, \Psi, t_d, S) \) (Step (S2))

The required lower bound is established in the following lemma.

Lemma 4.3  If \( \text{LAG}(\Psi, t_d, S) + B(\tau, \Psi, t_d, S) \leq M \cdot x + e_\ell \), then tardiness \( (\tau_{\ell,j}, S) \) is at most \( x + e_\ell \).

Proof: Before proving the lemma, we establish the following claim.

Claim 4.1  If \( \tau_{\ell,j} \) executes at or after \( t_d \), then it cannot be subsequently preempted.

Proof: Suppose the claim does not hold and let \( t' > t_d \) denote the earliest time at which \( \tau_{\ell,j} \) is preempted after executing at or after \( t_d \). Note that only jobs with deadlines at or before \( t_d \) can preempt \( \tau_{\ell,j} \). Since no job with eligibility time at \( t' \) can have its deadline at or before \( t_d \), \( \tau_{\ell,j} \) cannot be preempted at \( t' \) by a newly-arriving job. Our assumption that ties are resolved consistently implies that if \( \tau_{\ell,j} \) is scheduled in preference to another job with an equal priority before \( t' \), then that job cannot preempt \( \tau_{\ell,j} \) afterward. Hence, \( \tau_{\ell,j} \) is preempted by a job with deadline at or before \( t_d \) that is not ready until \( t' \) because its predecessor executed until \( t' \). (Otherwise, such a job can preempt \( \tau_{\ell,j} \) before \( t' \).) However, for every such job, the processor on which its predecessor executed is available for it at \( t' \). Hence, no such job needs to preempt \( \tau_{\ell,j} \). □

With the above claim in place, to prove the lemma, we show that \( \tau_{\ell,j} \) completes executing by \( t_d + x + e_\ell \). If \( j > 1 \), then \( d_{\ell,j-1} \leq t_d - p_\ell \) holds, and hence by (P4), we have the following.

(R) \( \tau_{\ell,j-1} \) completes executing by \( t_d - p_\ell + x + e_\ell \), for \( j > 1 \).

Let \( \delta_\ell < e_\ell \) denote the amount of time that \( \tau_{\ell,j} \) has executed for before time \( t_d \). Then, the amount of work pending for \( \tau_{\ell,j} \) at \( t_d \) is \( e_\ell - \delta_\ell \). Recall that the total amount of work pending at \( t_d \) for jobs in \( \Psi \) and the non-preemptive sections of jobs in \( \overline{\Psi} \) that commenced execution before \( t_d \) (i.e., of jobs in \( B(\tau, \Psi, t_d, S) \)) is given by \( \text{LAG}(\Psi, t_d, S) + B(\tau, \Psi, t_d, S) \), which, by the statement of the lemma, is at most \( M \cdot x + e_\ell \). Let \( y \overset{\text{def}}{=} x + \delta_\ell/M \). Let \( B_J \) denote the set of all non-preemptive sections of jobs in \( B(\tau, \Psi, t_d, S) \) that commenced execution before \( t_d \) in \( S \).
and are still pending at $t_d$. At the risk of abusing terms, let a time interval after $t_d$ in which each processor is busy executing a job of $\Psi$ or a non-preemptive section in $B_J$ be referred to as a busy interval for $\Psi$ and $B_J$. We consider the following two cases.

**Case 1:** $[t_d, t_d + y)$ is a busy interval for $\Psi$ and $B_J$. In this case, the amount of work completed in $[t_d, t_d + y)$ for jobs in $\Psi$ and non-preemptive sections in $B_J$ is exactly $M \cdot y = M \cdot x + \delta_\ell$, and so, the amount of work pending at $t_d + y$ for jobs in $\Psi$ and non-preemptive sections in $B_J$ is at most $M \cdot x + e_\ell - (M \cdot x + \delta_\ell) = e_\ell - \delta_\ell$. Hence, if $\tau_{\ell,j}$ does not execute in $[t_d, t_d + y)$, then this pending work corresponds to that of $\tau_{\ell,j}$. That is, no job that can compete with $\tau_{i,j}$ is pending at $t_d + y$. Thus, the latest time that $\tau_{\ell,j}$ resumes (or begins, if $\delta_\ell = 0$) execution after $t_d$ is at time $t_d + y$. By the claim above, $\tau_{\ell,j}$ cannot be preempted once it commences execution after $t_d$. Hence, $\tau_{\ell,j}$ completes execution at or before $t_d + y + e_\ell - \delta_\ell \leq t_d + x + e_\ell$.

**Case 2:** $[t_d, t_d + y)$ is not a busy interval for $\Psi$ and $B_J$. Let $t'_d$ denote the first non-busy instant in $[t_d, t_d + y)$. This implies the following.

**(J)** No job in $\overline{\Psi}$ begins executing a non-preemptive section or executes in a preemptive section in $[t_d, t'_d$); at most $M - 1$ tasks have non-preemptive sections that commenced before $t_d$ or jobs in $\Psi$ pending at or after $t'_d$.

Hence, no job of $\Psi$ can be blocked by a job in $\overline{\Psi}$ at or after $t'_d$. Therefore, if $\tau_{\ell,j}$ has not completed executing before $t_d + y$, then either $\tau_{\ell,j}$ or a prior job of $\tau_\ell$ should be executing at $t'_d$. If $\tau_{\ell,j}$ is executing at $t'_d$, then because $t'_d < t_d + y$ holds, $\tau_{\ell,j}$ will complete executing before $t_d + y + e_\ell - \delta_\ell \leq t_d + x + e_\ell$. The remaining possibility is that $j > 1$ holds, and that a job of $\tau_\ell$ that is prior to $\tau_{\ell,j}$ is executing at $t'_d$. In this case, $\tau_{\ell,j}$ could not have executed before $t_d$, and hence $\delta_\ell = 0$ and $y = x$ holds. Thus, $t'_d < t_d + y = t_d + x$ holds. Let $t_c$ denote the time at which $\tau_{\ell,j-1}$ completes executing. Then, by (R), $t_c \leq t_d - p_\ell + x + e_\ell \leq t_d + x$ holds. Because some prior job of $\tau_\ell$ is executing at $t'_d$, $t_c \geq t'_d$ holds. Hence, by (J), $\tau_{\ell,j}$ can commence execution at $t_c \leq t_d + x$ (on the same processor as that on which $\tau_{\ell,j-1}$ executed), and hence, can complete executing by $t_d + x + e_\ell$. ■

We next determine an upper bound on the sum of the pending work and the competing work described above, i.e., $\text{LAG}(\Psi, t_d, S) + B(\tau, \Psi, t_d, S)$ (step (S1)).
4.3.2.2 Upper Bound on $\text{LAG}(\Psi, t_d, S) + B(\tau, \Psi, t_d, S)$

By Lemma 4.1, the LAG of $\Psi$ can increase only across a non-busy interval for $\Psi$. Similarly, note that if $B(\tau, \Psi, t_d, S)$ is non-zero, then one or more jobs in $\Psi$ should be executing in non-preemptive sections at $t_d$, that is, $t_d$ should be a non-busy instant for $\Psi$. Hence, to determine an upper bound on the value that we are seeking, it suffices to consider only non-busy intervals for $\Psi$ in $[0, t_d)$. As will be seen, an upper bound can be arrived at by reasoning about the number of tasks that can execute in and just before a non-busy interval and their lags. Towards this end, we prove a few lemmas below.

The lemma that follows identifies the existence of a class of jobs executing in a non-busy interval when no task has a non-preemptive segment. This lemma is somewhat technical in nature and is proved in an appendix. As noted earlier, this lemma provides a value to use for $\rho$, defined in (4.21), when $b_{\text{max}} = 0$. In its absence, a weaker value of zero may be used.

**Lemma 4.4** Let $[t, t')$, where $t' > t$ and $t' \leq t_d$, be a non-blocking, non-busy interval across which $\text{LAG}$ is continually increasing. If $b_{\text{max}} = 0$, then there exists at least one job $J$ such that $J$’s deadline is at or after $t'$ and $J$ executes throughout $[\hat{t}, t')$, where $t \leq \hat{t} < t'$.

Because the total system lag, $\text{LAG}$, for $\tau$ is given by the sum of the lags of its constituent tasks, towards determining an upper bound on $\text{LAG}$, we determine upper bounds on the lags of individual tasks. The lemma that follows shows that the lag of any task not executing continuously in a non-blocking, non-busy interval cannot exceed zero at the end of the interval.

**Lemma 4.5** Let $[t, t')$ be a continually non-blocking, non-busy interval in $[0, t_d)$ in $S$ and let $\tau_k$ be a task in $\tau$ with a job in $\Psi$ that is active or pending at $t'^-$. If $\tau_k$ does not execute continuously in $[t, t')$ (i.e., throughout $[t, t')$), then $\text{lag}(\tau_k, t') \leq 0$.

**Proof:** Because $[t, t')$ is continually non-busy and is non-blocking, at every instant in this interval, at least one processor is idle or a job in $\Psi$ is executing while no job in $\Psi$ is waiting. The absolute deadline of a job in $\Psi$ is after $t_d$. Hence, if $\tau_k$ is not executing at $t'-$, then it has no pending work at $t'-$, and hence, its lag at $t'$ is at most zero. On the other hand, suppose $\tau_k$ is executing at $t'-$, but was not executing some time earlier. In this case, let $t''$, where $t < t'' < t'$, denote the latest time in $(t, t')$ that $\tau_k$ transitions from a non-executing to an executing state. Because $[t, t')$ is continually non-busy and non-blocking, and $\tau_k$ is not executing at $t''-$, jobs of $\tau_k$ with eligibility times, and hence, release times, before $t''$ complete
execution in \( S \) before \( t'' \), and a job of \( \tau_k \) is released (or becomes eligible before its release time) at \( t'' \). Hence, the total allocation to \( \tau_k \) in \([0,t'')\) in \( S \) is at least that in \( \text{PS}_\tau \), and so, 
\[
\text{lag}(\tau_k,t'',S) \leq 0. 
\]
Since \( \tau_k \) executes continuously in \([t'',t')\), we have \( \text{A}(S,\tau_k,t'',t') = t' - t'' \).

Hence, 
\[
\text{lag}(\tau_i,t',S) = \text{lag}(\tau_i,t'',S) + \text{A}(\text{PS}_\tau,\tau_k,t'',t') - \text{A}(S,\tau_k,t'',t') \leq (t' - t'') \cdot u_k - (t' - t'') \leq 0.
\]

The next lemma bounds the \text{lag} of an arbitrary task at any arbitrary time at or before \( t_d \).

**Lemma 4.6** Let \( t \) be an arbitrary time instant at or before \( t_d \). Let \( \tau_k \) be a task in \( \tau \) and \( \tau_{k,q} \) its earliest pending job at \( t \). If \( d_{k,q} \geq t \) holds, then \( \text{lag}(\tau_k,t,S) \leq e_k \), else \( \text{lag}(\tau_k,t,S) \leq x \cdot u_k + e_k \).

**Proof:** Let \( \delta_{k,q} < e_k \) denote the amount of time that \( \tau_{k,q} \) executed for before \( t \). We determine the \text{lag} of \( \tau_k \) at \( t \) by considering two cases depending on \( d_{k,q} \).

**Case 1:** \( d_{k,q} < t \). In \( \text{PS}_\tau \), \( \tau_{k,q} \) completes execution at \( d_{k,q} \), and the jobs of \( \tau_k \) succeeding \( \tau_{k,q} \) are allocated a share of \( u_k \) in every instant in their windows. Because different windows of the same task do not overlap, \( \tau_k \) is allocated a share of \( u_k \) in every instant in \([d_{k,q},t)\) in which it is active. Thus, the under-allocation to \( \tau_k \) in \( S \) in \([0,t)\) is equal to the sum of the under-allocation to \( \tau_{k,q} \) in \( S \), which is \( e_k - \delta_{k,q} \), and the allocation, if any, to later jobs of \( \tau_k \) in \([d_{k,q},t)\) in \( \text{PS}_\tau \). Hence, we have
\[
\text{lag}(\tau_k,t,S) \leq e_k - \delta_{k,q} + (t - d_{k,q}) \cdot u_k. \tag{4.22}
\]
If \( \tau_{k,q} \) executes for a full \( e_k \) time units, then the earliest time that it can complete execution is \( t + e_k - \delta_{k,q} \). Because \( t \leq t_d \), the deadline of \( \tau_{k,q} \) is before \( t_d \). Hence, by (P1), the tardiness of \( \tau_{k,q} \) is at most \( x + e_k \). Therefore, \( t + e_k - \delta_{k,q} - d_{k,q} \leq x + e_k \), i.e., \( t - d_{k,q} \leq x + \delta_{k,q} \) holds. Substituting this value in (4.22), we have \( \text{lag}(\tau_k,t,S) \leq x \cdot u_k + e_k + \delta_{k,q}(u_k - 1) \). The lemma follows because \( u_k \leq 1 \).

**Case 2:** \( d_{k,q} \geq t \). In this case, the amount of work done by \( \text{PS}_\tau \) on \( \tau_{k,q} \) up to time \( t \) is given by \( e_k - (d_{k,q} - t) \cdot u_k \). Because all prior jobs of \( \tau_k \) complete execution by \( t \) in both \( S \) and \( \text{PS}_\tau \), and \( \tau_{k,q} \) has executed for \( \delta_{k,q} \) time units before \( t \), 
\[
\text{lag}(\tau_k,t,S) = e_k - (d_{k,q} - t) \cdot u_k - \delta_{k,q} \leq e_k - \delta_{k,q} \leq e_k.
\]

We next prove two claims, which will be used in proving later lemmas.

**Claim 4.2** Let \([t,t')\) be a maximally blocking, non-busy interval in \([0,t_d)\) in \( S \). Then, the following hold. (i) \( t > 0 \); (ii) any job that is in \( \text{白白} \) and is executing at \( \hat{t} \) in \([t,t')\) executes a single non-preemptive section continuously in \([t^- , \hat{t}]\).
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Proof: Since every job of $\Psi$ has an earlier deadline than a job in $\overline{\Psi}$, a job in $\Psi$ cannot be blocked at time 0 by a job in $\overline{\Psi}$. Therefore $t > 0$ holds. By the nature of $[t, t')$, no job of $\Psi$ (including jobs that are blocked at $t$) is blocked by a job in $\overline{\Psi}$ at $t^-$. Hence, it cannot be the case that a job in $\Psi$ is blocked at $t$ due to a job in $\overline{\Psi}$ commencing execution of a non-preemptive section at $t$. Rather, the blocking non-preemptive section should have commenced execution before $t$ and some blocked job becomes ready at $t$. Similarly, since every instant in $[t, t')$ is a blocking instant at which one or more ready jobs of $\Psi$ are waiting, no job in $\overline{\Psi}$ can be executing in a preemptive section and no non-preemptive section of a job in $\overline{\Psi}$ can commence execution in $(t, t')$. The claim follows from these facts.

Claim 4.3 Let $[t, t')$ be a maximally blocking, non-busy interval in $[0, t_d)$ in $S$ such that $\text{LAG}(\Psi, t') > \text{LAG}(\Psi, t)$. Then, at $t$ and $t^-$, at most $\Lambda$ tasks have jobs in $\Psi$ that are executing. (Note that the tasks executing at $t$ and $t^-$ need not be the same.)

Proof: Because $\text{LAG}(\Psi, t') > \text{LAG}(\Psi, t)$ holds, by Lemma 4.1, (4.16), and (4.6), there exists at least one time instant $\hat{t}$ in $[t, t')$ such that at most $\Lambda$ tasks have executing jobs in $\Psi$ at $\hat{t}$. Let $k \leq \Lambda$ denote the number of such tasks. Then, since $[t, t')$ is a blocking, non-busy interval, no processor is idle in the interval. Hence, exactly $M - k$ jobs from $\overline{\Psi}$ are executing at $\hat{t}$. By Claim 4.2, $t > 0$ and each of the $M - k$ jobs is executing continuously in $[t^-, \hat{t}]$. Hence, at $t^-$ and $t$, at most $k \leq \Lambda$ tasks may have executing jobs in $\Psi$.

In completing the derivation, we make use of the following two lemmas, which are proved in Appendix A. These lemmas are purely mathematical and involve manipulations of task execution and non-preemptive segment costs and are independent of scheduling rules.

Lemma 4.7 The following properties hold for sets $\Gamma(k + c, \ell)$ and $\Pi(k + c, \ell)$ with $0 \leq \ell \leq k \leq N$ and $0 \leq c \leq N - k$, where $\Gamma$ and $\Pi$ are as defined in (4.3) and (4.4), respectively.

(i) $\sum_{\tau_i \in \Gamma(k+c,\ell)} e_i + \sum_{\tau_i \in \Pi(k+c,\ell)} b_i \leq \sum_{\tau_i \in \Gamma(k,\ell)} e_i + \sum_{\tau_i \in \Pi(k,\ell)} b_i + \sum_{i=1}^{\ell} \beta_i$.

(ii) $\sum_{\tau_i \in \Gamma(k+c,\ell)} e_i + \sum_{\tau_i \in \Pi(k+c,\ell)} b_i \geq \sum_{\tau_i \in \Gamma(k,\ell)} e_i + \sum_{\tau_i \in \Pi(k,\ell)} b_i$.

Lemma 4.8 Let $\alpha$ and $\beta$ be any two disjoint subsets of tasks in $\tau$ such that $|\alpha| \leq \ell$ and $|\alpha| + |\beta| \leq k$, where $0 \leq \ell \leq k \leq N$. Then, $\sum_{\tau_i \in \alpha} e_i + \sum_{\tau_i \in \beta} b_i \leq \sum_{\tau_i \in \Gamma(k,\ell)} e_i + \sum_{\tau_i \in \Pi(k,\ell)} b_i$.

The next two lemmas show how to bound $\text{LAG}$ at the end of a non-blocking, non-busy interval, and $\text{LAG} + B$ at the end of a blocking, non-busy interval.
Lemma 4.9 Let \([t, t']\) be a non-blocking, non-busy interval in \([0, t_d)\) across which \(\text{LAG}\) is continually increasing. Let \(k\) denote the number of tasks that are executing jobs in \(\Psi\) at \(t'\). Then, we have the following: (i) \(k \leq \Lambda\); and (ii) \(\text{LAG}(\Psi, t', \mathcal{S}) \leq \sum_{i=1}^{\Lambda-\rho} x \cdot \mu_i + \sum_{\tau_i \in \Gamma(\Lambda)} e_i \leq \sum_{i=1}^{\Lambda-\rho} x \cdot \mu_i + \sum_{\tau_i \in \Gamma(\Lambda+1, \Lambda)} e_i + \sum_{\tau_i \in \Pi(\Lambda+1, \Lambda)} b_i\).

Proof: Let \(\alpha\) denote the subset of all tasks in \(\tau\) that are executing jobs in \(\Psi\) continuously in \([t, t']\). Let \(\gamma\) be the subset of all tasks not in \(\alpha\), but which have jobs executing at \(t'\). Then, by the statement of the lemma, \(|\alpha| + |\gamma| = k\) holds. Because \(\text{LAG}\) is continually increasing across the interval \([t, t']\), by Lemma 4.2 and (4.16), we have

\[
|\alpha| + |\gamma| = k < U_{\text{sum}}(\Psi, t') \leq U_{\text{sum}}(\tau). \tag{4.23}
\]

Because \(k\) is an integer, by (4.23) and (4.16), we have \(k \leq \Lambda\), which establishes Part (i).

Let \(\Upsilon\) denote the set of all tasks that have a job with a deadline at or after \(t'\) that is executing at \(t'\). Because \([t, t']\) is a non-blocking, non-busy interval across which \(\text{LAG}\) is continually increasing, by Definition 4.10,

\[
|\Upsilon| \geq \rho. \tag{4.24}
\]

Let \(\Upsilon_\alpha\) denote the set of all tasks in \(\Upsilon\) that are in \(\alpha\). Then, tasks in \(\Upsilon \setminus \Upsilon_\alpha\) (referred to as \(\Upsilon_\gamma\)) are in \(\gamma\) (because they are executing at \(t'\)). That is, we have

\[
\Upsilon_\alpha \subseteq \alpha, \tag{4.25}
\]

\[
\Upsilon \setminus \Upsilon_\alpha \subseteq \gamma. \tag{4.26}
\]

Let

\[
|\Upsilon_\alpha| = \rho_\alpha. \tag{4.27}
\]

Then, we have the following.

\[
|\Upsilon \setminus \Upsilon_\alpha| \geq \rho - \rho_\alpha \quad \text{(by (4.24) and (4.27))} \tag{4.28}
\]

\[
|\gamma| \geq \rho - \rho_\alpha \quad \text{(by (4.26) and (4.28))} \tag{4.29}
\]

By (4.14), the \(\text{LAG}\) of \(\Psi\) at \(t'\) is at most the sum of the lags at \(t'\) of all tasks in \(\tau\) with at
least one job in Ψ that is pending at \( t' \). By Lemma 4.5, the lag of such a task that does not execute continuously in \([t, t')\) is at most zero. Hence, to determine an upper bound on \( \text{LAG} \) of Ψ at \( t' \), it is sufficient to determine an upper bound on the sum of the lags of such tasks that are executing continuously in \([t, t')\), i.e., tasks in \( \alpha \). Thus,

\[
\text{LAG}(\Psi, t') \leq \sum_{\tau_i \in \alpha} \text{lag}(\tau_i, t', S) = \sum_{\tau_i \in \alpha \setminus \Upsilon} \text{lag}(\tau_i, t', S) + \sum_{\tau_i \in \alpha \cap \Upsilon} \text{lag}(\tau_i, t', S) \quad \text{(by (4.25))}
\]

The definition of \( \Upsilon \) implies that the deadline of the earliest pending job at \( t' \) of every task in that set is at or after \( t' \). Therefore, by Lemma 4.6, the lag of every task in \( \Upsilon \) is at most its execution cost. Hence,

\[
\text{LAG}(\Psi, t') \leq \sum_{\tau_i \in \Upsilon} e_i + \sum_{\tau_i \in \alpha \setminus \Upsilon} (x \cdot u_i + e_i) \quad \text{(by the definition of \( \Upsilon \) and Lemma 4.6)}
\]

\[
\leq \sum_{i=1}^{\Lambda-\rho} x \cdot u_i + \sum_{\tau_i \in \alpha \setminus \Upsilon} e_i \quad \text{(by (4.23), (4.29), (4.27), and the definition of \( \mu_i \))}
\]

\[
\leq \sum_{i=1}^{\Lambda-\rho} x \cdot u_i + \sum_{\tau_i \in \alpha} e_i \quad \text{(by the definition of \( \Gamma \) in (4.2))}
\]

\[
\leq \sum_{i=1}^{\Lambda-\rho} x \cdot u_i + \sum_{\tau_i \in \Gamma^{(\Lambda)}} e_i \quad \text{(by (4.2) and (4.3))}
\]

\[
\leq \sum_{i=1}^{\Lambda-\rho} x \cdot u_i + \sum_{\tau_i \in \Gamma^{(\Lambda + 1)}} e_i + \sum_{\tau_i \in \Gamma^{(\Lambda + 1, \Lambda)}} b_i \quad \text{(by Lemma 4.7(ii)). (4.31)}
\]

Part (ii) follows from (4.30) and (4.31).

**Lemma 4.10** Let \([t, t')\) be a maximally blocking, non-busy interval in \([0, t_d]\) in \( S \) such that \( k \leq \Lambda \) tasks have jobs in Ψ executing at \( t \). Then, we have the following: (i) \( \text{LAG}(\Psi, t') \leq \)
\[ \sum_{i=1}^{\Lambda} x \cdot \mu_i + \sum_{\tau_i \in \Gamma(\Lambda+1, \Lambda)} e_i + \sum_{\tau_i \in \Pi(\Lambda+1, \Lambda)} b_i, \text{ and (ii) } \text{LAG}(\Psi, t') + B(\tau, \Psi, t') < \sum_{i=1}^{\Lambda} x \cdot \mu_i + \sum_{\tau_i \in \Gamma(M, \Lambda)} e_i + \sum_{\tau_i \in \Pi(M, \Lambda)} b_i, \text{ where } \rho \text{ is as defined in (4.21).} \]

**Proof:** Let \( \mathcal{J} \) denote the set of all jobs of \( \Psi \) that are executing in some non-preemptive section at \( t \), and, hence, are blocking one or more jobs of \( \Psi \). Let \( \beta \) denote the subset of all tasks in \( \tau \) with jobs in \( \mathcal{J} \). Since \( k \) jobs from \( \Psi \) are executing at \( t \) (by the statement of the lemma) and \([t, t')\) is a blocking, non-busy interval (hence, no processor is idle), we have

\[ |\mathcal{J}| = |\beta| = M - k \quad \text{(4.32)} \]

\[ \geq \Lambda + 1 - k \quad \text{(by } U_{\text{sum}} \leq M \text{ and (4.6)).} \quad \text{(4.33)} \]

By the definition of \([t, t')\) in the statement of the lemma and Claim 4.2, it follows that \( t^- \) is a non-blocking, non-busy instant. By (4.32) and Claim 4.2 again, it follows that at least \( M - k \) jobs of \( \Psi \), including all the jobs in \( \mathcal{J} \), are executing at \( t^- \). Therefore, at most \( k \) jobs from \( \Psi \) can be executing at \( t^- \). Let \( \alpha \) denote the set of all tasks with jobs in \( \Psi \) that are executing at \( t^- \). Hence,

\[ |\alpha| \leq k. \quad \text{(4.34)} \]

Note that by their definitions, sets \( \alpha \) and \( \beta \) are disjoint and the following hold.

\[ \alpha \cap \beta = \emptyset \quad \text{(4.35)} \]

\[ |\alpha| + |\beta| \leq M \quad \text{(4.36)} \]

Since no job of \( \Psi \) that is not executing at a non-blocking, non-busy instant can be pending (and hence no such job that is not executing at \( t^- \) or a task with no job executing at \( t^- \) may have a positive lag at \( t \)), by (4.14), we have the following.

\[ \text{LAG}(\Psi, t) \leq \sum_{\{\tau_i \in \tau | \tau_{i,j} \text{ is in } \Psi, \text{ and is executing at } t^-\}} \text{lag}(\tau_i, t, S) \]

\[ \leq \sum_{\{\tau_i \in \tau | \tau_{i,j} \text{ is in } \Psi, \text{ and is executing at } t^-\}} (x \cdot u_i + e_i) \quad \text{(by Lemma 4.6)} \]

\[ \leq \sum_{\tau_i \in \alpha} (x \cdot u_i + e_i) \quad \text{(by the definition of } \alpha) \quad \text{(4.37)} \]

By Claim 4.2, every job of \( \Psi \) that is executing anywhere in \([t, t')\) is in \( \mathcal{J} \). Furthermore,
every such job executes a single non-preemptive section in \([t^-, t']\). Hence, for any time \(u\) in \([t, t']\), \(B(\tau, \Psi, u)\) is given by the amount of work pending at \(u\) for the non-preemptive sections executing at \(t\) of jobs in \(J\). Let \(\tau_i\) be a task with a job \(J\) in \(J\). Then, the amount of work that can be pending for the non-preemptive section of \(J\) executing at \(t\) is less than \(b_i\). Therefore, by the definition of set \(\beta\), we have the following.

\[
B(\tau, \Psi, t) < \sum_{\tau_i \in \beta} b_i \tag{4.38}
\]

Hence, by (4.37) and (4.38), we have

\[
\text{LAG}(\Psi, t) + B(\tau, \Psi, t) < \sum_{\tau_i \in \alpha} x \cdot u_i + \sum_{\tau_i \in \beta} e_i + \sum_{\tau_i \in \gamma} \sum_{\tau_i \in \Pi(M, \Lambda)} b_i \tag{4.39}
\]

Finally, we are left with determining an upper bound on LAG and the sum of LAG and \(B\) at \(t\). We will determine an upper bound on LAG first. Let \(\hat{t}\) denote the earliest time, if any, in \([t, t']\) at which at least \(\Lambda + 1\) jobs from \(\Psi\) are executing. If no such time exists, then let \(\hat{t} = t\).

By the nature of \([t, t']\) and Claim 4.2, no job in \(\Psi\) can begin executing (either a preemptive or non-preemptive section) anywhere in \([t, t']\), and hence, at least \(\Lambda + 1\) jobs from \(\Psi\) are executing at each instant in \([\hat{t}, t']\). By (4.6) and (4.16), \(\Lambda + 1 \geq U_{\text{sum}}(\tau) \geq U_{\text{sum}}(\Psi, u)\), for all \(u\). Hence, by Lemma 4.1, LAG for \(\Psi\) does not increase across \([\hat{t}, t']\). That is,

\[
\text{LAG}(\Psi, t', S) \leq \text{LAG}(\Psi, \hat{t}, S). \tag{4.40}
\]

Thus, to determine an upper bound on LAG at \(t\), it suffices to determine an upper bound on LAG at \(\hat{t}\).

Let \(X\) denote the total execution within \([t, t']\) of the first \(\Lambda + 1 - k\) jobs in \(J\) to complete executing their non-preemptive sections (the actual completion time of these non-preemptive
sections is immaterial). Note that $X$ is well defined because by (4.33), $|\mathcal{J}| \geq \Lambda + 1 - k$ holds. Because $[t, t')$ is maximally blocking, no processor is idle in $[t, \hat{t})$, and because $k$ jobs in $\Psi$ are executing at $t$, at least $k$ jobs execute at every instant in $[t, t')$. Also, when a job in $\mathcal{J}$ completes executing its non-preemptive section in $[t, t')$, the processor it executed on is allocated to a waiting job in $\Psi$. Hence, the total time allocated to jobs in $\Psi$ in $[t, \hat{t})$, $A(S, \Psi, t, \hat{t})$, is equal to $k \cdot (\hat{t} - t) + (\Lambda + 1 - k) \cdot (\hat{t} - t) - X = (\Lambda + 1) \cdot (\hat{t} - t) - X$. In $PS_\tau$, jobs in $\Psi$ could execute for at most $U_{sum}(\tau) \cdot (\hat{t} - t)$ time, i.e., $A(PS_\tau, \Psi, t, \hat{t}) \leq U_{sum}(\tau) \cdot (\hat{t} - t) \leq (\Lambda + 1) \cdot (\hat{t} - t)$. (The second inequality is by (4.6).) Therefore, by (4.12),

\begin{equation}
\text{LAG}(\Psi, \hat{t}) = \text{LAG}(\Psi, t) + A(PS_\tau, \Psi, t, \hat{t}) - A(S, \Psi, t, \hat{t}) \\
\leq \text{LAG}(\Psi, t) + (\Lambda + 1) \cdot (\hat{t} - t) - (\Lambda + 1) \cdot (\hat{t} - t) + X \\
= \text{LAG}(\Psi, t) + X.
\end{equation}

Let $\beta^{(\Lambda+1-k)}$ denote the subset of $\Lambda + 1 - k$ tasks whose jobs in $\mathcal{J}$ complete executing their non-preemptive sections the earliest. (Again, by (4.33), $|\mathcal{J}| \geq \Lambda + 1 - k$.) Then, by the discussion thus far,

\begin{align*}
\text{LAG}(\Psi, t', S) &
\leq \text{LAG}(\Psi, \hat{t}, S) & \text{(by (4.40))} \\
&\leq \text{LAG}(\Psi, t) + X & \text{(by (4.41))} \\
&\leq \sum_{\tau_i \in \alpha} (x \cdot u_i + e_i) + \sum_{\tau_i \in \beta^{(\Lambda+1-k)}} b_i & \text{(by (4.37) and the definition of $X$)} \\
&\leq \sum_{i=1}^{k} x \cdot \mu_i + \sum_{\tau_i \in \alpha} e_i + \sum_{\tau_i \in \beta^{(\Lambda+1-k)}} b_i & \text{(by (4.34) and the definition of $\mu_i$)} \\
&\leq \sum_{i=1}^{\Lambda} x \cdot \mu_i + \sum_{\tau_i \in \Gamma^{(\Lambda+1, \Lambda)}} e_i + \sum_{\tau_i \in \Pi^{(\Lambda+1, \Lambda)}} b_i & \text{(by Lemma 4.8; note that $\alpha$ and $\beta^{(\Lambda+1-k)}$ are disjoint, $|\alpha| \leq k \leq \Lambda$ holds by (4.34), and because $|\beta^{(\Lambda+1-k)}| = \Lambda + 1 - k$, $|\alpha| + |\beta^{(\Lambda+1-k)}| \leq \Lambda + 1$ holds as well)} \\
&\leq \sum_{i=1}^{\Lambda-\rho} x \cdot \mu_i + \sum_{\tau_i \in \Gamma^{(\Lambda+1, \Lambda)}} e_i + \sum_{\tau_i \in \Pi^{(\Lambda+1, \Lambda)}} b_i & \text{(by (4.21), $\rho = 0$ since $b_{\text{max}} > 0$).}
\end{align*}

The above establishes Part (i) of the lemma.

To determine an upper bound on $\text{LAG}$ plus $B$ at $t'$, let $X' \leq B(\tau, \Psi, t)$ denote the total amount of time that jobs in $\mathcal{J}$ execute on all $M$ processors in $[t, t')$. Then, the total time
Lemma 4.11
If \( t' \) is a non-blocking, non-busy instant, then

\[
\text{LAG}(\Psi, t') + \text{B}(\tau, \Psi, t') \leq \sum_{i=1}^{\Lambda - \rho} x \cdot \mu_i + \sum_{\tau_i \in \Gamma^{(\Lambda + 1, \Lambda)}} e_i + \sum_{\tau_i \in \Pi^{(\Lambda + 1, \Lambda)}} b_i + \sum_{i=1}^{M - \Lambda - 1} \beta_i,
\]

where \( \rho \) is as defined in (4.39).

Proof: We consider the following two cases based on the nature of \( t_d^- \).

Case 1: \( t_d^- \) is a busy instant. In this case, because \( t_d^- \) is busy, by definition, \( \text{B}(\tau, \Psi, t_d) = 0 \).

By Lemma 4.10 the LAG of \( \Psi \) can increase only across a non-busy interval. Therefore, LAG at \( t_d \) is at most that at the end of the latest non-busy instant before \( t_d \). If no non-busy interval exists in \([0, \rho_d]\), then \( \text{LAG}(\Psi, t_d) \leq \text{LAG}(\Psi, 0) = 0 \). Otherwise, if the latest non-busy interval before \( t_d \) is non-blocking, then by Part (ii) of Lemma 4.10 LAG at \( t_d \) is at most \( \sum_{i=1}^{\Lambda - \rho} x \cdot \mu_i + \sum_{\tau_i \in \Gamma^{(\Lambda + 1, \Lambda)}} e_i \), establishing the lemma in this case. The remaining case is that the latest non-busy interval before \( t_d \) is blocking, in which case by Part (i) of Lemma 4.10 LAG is at most \( \sum_{i=1}^{\Lambda - \rho} (x \cdot \mu_i) + \sum_{\tau_i \in \Gamma^{(\Lambda + 1, \Lambda)}} e_i + \sum_{\tau_i \in \Pi^{(\Lambda + 1, \Lambda)}} b_i \). The lemma thus holds in this case too.

Case 2: \( t_d^- \) is a blocking, non-busy instant. Let \( t < t_d \) be the earliest instant before \( t_d \) such that \([t, t_d]\) is a maximally blocking, non-busy interval. Let \( k_n \) denote the number of tasks whose jobs in \( \Psi \) are executing at \( t \). We consider the following two subcases.
Subcase 2(a): $\text{LAG}(\Psi, t_d) > \text{LAG}(\Psi, t)$ or $k \leq \Lambda$. If $\text{LAG}(\Psi, t_d) > \text{LAG}(\Psi, t)$ holds, then by Claim 4.3, $k \leq \Lambda$ holds. Hence, in either case, by Part (ii) of Lemma 4.10, we have

$$\text{LAG}(\Psi, t_d) + B(\tau, \Psi, t_d) < \sum_{i=1}^{\Lambda - \rho} x \cdot \mu_i + \sum_{\tau_i \in \Gamma^{(M, \Lambda)}} e_i + \sum_{\tau_i \in \Pi^{(M, \Lambda)}} b_i,$$

establishing the lemma for this subcase. The second inequality follows from Lemma 4.7(i) (because $M \geq \Lambda + 1$, by (4.6) and $M \leq U_{sum}$).

Subcase 2(b): $k > \Lambda$ and $\text{LAG}(\Psi, t_d) \leq \text{LAG}(\Psi, t)$. By the conditions of this subcase, it follows that $\text{LAG}$ at $t_d$ is bounded from above by the $\text{LAG}$ at the end of the latest non-blocking or blocking non-busy interval before $t$ across which $\text{LAG}$ increases. If no such interval exists, then by Lemma 4.1, $\text{LAG}(\tau, t_d) \leq \text{LAG}(\tau, 0) = 0$. Otherwise, (as with Case 1) by Part (ii) of Lemma 4.9 and Part (i) of Lemma 4.10 we have

$$\text{LAG}(\Psi, t_d) \leq \sum_{i=1}^{\Lambda - \rho} x \cdot \mu_i + \sum_{\tau_i \in \Gamma^{(\Lambda + 1, \Lambda)}} e_i + \sum_{\tau_i \in \Pi^{(\Lambda + 1, \Lambda)}} b_i. \quad (4.42)$$

Since $k > \Lambda$ holds, at most $M - \Lambda - 1$ jobs from $\Psi$ can be executing at $t$, and by Claim 4.2, at most $M - \Lambda - 1$ such jobs can be executing at $t_d$ as well. The amount of time for which such a job of task $\tau_i$ can execute past $t_d$ in its non-preemptive section is less than $b_i$. Thus, $B(\tau, \Psi, t_d) < \sum_{i=1}^{M - \Lambda - 1} \beta_i$ holds. Therefore, by (4.42), $\text{LAG}(\Psi, t_d) + B(\tau, \Psi, t_d) < \sum_{i=1}^{\Lambda - \rho} x \cdot \mu_i + \sum_{\tau_i \in \Gamma^{(\Lambda + 1, \Lambda)}} e_i + \sum_{\tau_i \in \Pi^{(\Lambda + 1, \Lambda)}} b_i + \sum_{i=1}^{M - \Lambda - 1} \beta_i$ holds.

Lemma 4.12 If $t_d^-$ is a non-blocking, non-busy instant, then tardiness($\tau_{\ell, j}$) $\leq x + e_{\ell}$. 

Proof: If $t_d^-$ is a non-blocking, non-busy instant, then at most $M - 1$ tasks have pending jobs at $t_d^-$ in $\Psi$ and each of these tasks is executing at $t_d^-$. Let $\alpha$ denote the set of all such tasks. Since no job with a deadline at or before $t_d$ can be released at or after $t_d$, a task in $\alpha$ cannot be preempted until all its jobs in $\Psi$ complete execution, i.e., each task in $\alpha$ executes continuously until all its jobs in $\Psi$ complete execution. If $\tau_{\ell, j}$ completes execution before $t_d$, then its tardiness is zero. Otherwise, $\tau_{\ell}$ is in $\alpha$, and by Lemma 4.6, its lag at $t_d$ is at most $x \cdot u_{\ell} + e_{\ell}$. Since the deadline of $\tau_{\ell, j}$ is at $t_d$, no job of $\tau_{\ell}$ with a deadline after $t_d$ is released
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before $t_d$. Jobs with release times after $t_d$ receive no allocation before $t_d$ in $PS\tau$, even if their eligibility times are earlier. Hence, $\text{lag}$ for such jobs of $\tau_\ell$ is zero at $t_d$. Thus, $\tau_\ell$’s $\text{lag}$ at $t_d$ (given by the sum of the $\text{lags}$ of all its jobs) is at most the amount of work pending for its jobs in $\Psi$. Because $\tau_\ell$ is in $\alpha$, it executes continuously until all its jobs in $\Psi$, which includes $\tau_\ell, j$, complete execution. The latest completion time is given by $t_d + \text{lag}(\tau_\ell, t_d, S) \leq t_d + x \cdot u_\ell + e_\ell \leq t_d + x + e_\ell$, and hence, the tardiness of $\tau_\ell, j$ is at most $x + e_\ell$.

4.3.2.3 Finishing Up (Step (S3))

If $t_d$ is a non-blocking, non-busy instant, then Lemma 4.12 contradicts (P1). Otherwise, by Lemma 4.3 and (P1), $\text{LAG}(\tau, t_d, S) + B(\Psi, \tau, t_d, S) > M \cdot x + e_\ell$. Therefore, by Lemma 4.11, $M \cdot x + e_\ell < \sum_{i=1}^{\Lambda-\rho} x \cdot \mu_i + \sum_{\tau_i \in \Gamma(\Lambda+1, \Lambda)} e_i + \sum_{\tau_i \in \Pi(\Lambda+1, \Lambda)} b_i + \sum_{i=1}^{M-\Lambda-1} \beta_i$, i.e.,

$$x < \frac{\sum_{\tau_i \in \Gamma(\Lambda+1, \Lambda)} e_i + \sum_{\tau_i \in \Pi(\Lambda+1, \Lambda)} b_i + \sum_{i=1}^{M-\Lambda-1} \beta_i - e_\ell}{M - \sum_{i=1}^{\Lambda-\rho} \mu_i}$$

$$\leq \frac{\sum_{\tau_i \in \Gamma(\Lambda+1, \Lambda)} e_i + \sum_{\tau_i \in \Pi(\Lambda+1, \Lambda)} b_i + \sum_{i=1}^{M-\Lambda-1} \beta_i - e_{\text{min}}}{M - \sum_{i=1}^{\Lambda-\rho} \mu_i},$$

which contradicts (4.20). Thus, Theorem 4.1 below follows.

**Theorem 4.1** Let $\tau$ be a sporadic task system with non-preemptable segments and $U_{\text{sum}} \leq M$. Then, on $M$ processors, EDF-P-NP ensures a tardiness of at most $x + e_\ell$ to every task $\tau_k$ in $\tau$, where $x$ is as defined by (4.20).

If no task has non-preemptable segments, then EDF-P-NP reduces to g-EDF (fully-preemptive global EDF). In such a case, $b_i = \beta_i = 0$, for all $i$. Hence, $b_{\text{max}} = 0$, and by Lemma 4.4 $\rho \geq 1$. Further, $e_i - b_i = e_i$, and hence, $\Gamma(\Lambda+1, \Lambda)$ is simply a subset of $\Lambda$ tasks of $\tau$ with the highest execution costs, i.e., $\Gamma(\Lambda+1, \Lambda) = \Gamma(\Lambda)$. Therefore, a tardiness bound under g-EDF is given by the following corollary to Theorem 4.1.

**Corollary 4.1** g-EDF ensures a tardiness bound of

$$\frac{\sum_{i=1}^{\Lambda} e_i - e_{\text{min}}}{M - \sum_{i=1}^{\Lambda-1} \mu_i} + e_\ell \quad (4.43)$$

to every task $\tau_k$ of a sporadic task system $\tau$ with $U_{\text{sum}} \leq M$. 109
A sufficient condition on the individual task utilizations for a given tardiness bound under g-EDF that places no restriction on the total utilization can be derived from the above corollary, as given below.

**Corollary 4.2** g-EDF ensures a tardiness of at most \(x_p + e_k\) for every task \(\tau_k\) of a sporadic task system \(\tau\) on \(M\) processors if the sum of the utilizations of the \(\Lambda - 1\) tasks with highest utilizations, \(\sum_{i=1}^{\Lambda-1} \mu_i\), is at most \(M - \frac{\sum_{i=1}^{\Lambda} \epsilon_i + e_{\min}}{x_p}\) and \(U_{\text{sum}}(\tau) \leq M\).

**Proof:** By Corollary 4.1, the tardiness for task \(\tau_k\) of \(\tau\) in a g-EDF schedule is at most \(\frac{\sum_{i=1}^{\Lambda} \epsilon_i - e_{\min}}{M - \sum_{i=1}^{\Lambda} \mu_i} + e_k\). Therefore, a tardiness not exceeding \(x_p + e_k\) can be guaranteed if \(\frac{\sum_{i=1}^{\Lambda} \epsilon_i - e_{\min}}{M - \sum_{i=1}^{\Lambda} \mu_i} + e_k \leq x_p + e_k\) holds. On rearranging the terms, we arrive at the condition in the corollary. ■

Similarly, EDF-P-NP reduces to g-NP-EDF (fully-non-preemptive EDF) if \(b_i = \epsilon_i\), for all \(i\). Therefore, \(\Gamma^{(\Lambda+1, \Lambda)} \cup \Pi^{(\Lambda+1, \Lambda)} = \Gamma^{(\Lambda+1)}\). Further, by (4.21), \(\rho = 0\) holds. In this case, the tardiness bound of Theorem 4.1 reduces to the following.

**Corollary 4.3** On \(M\) processors, g-NP-EDF ensures a tardiness bound of

\[
\frac{\sum_{i=1}^{\Lambda+1} \epsilon_i + \sum_{i=1}^{M-\Lambda-1} \beta_i - e_{\min}}{M - \sum_{i=1}^{\Lambda} \mu_i} + e_k
\]

to every task \(\tau_k\) of a sporadic task system \(\tau\) with \(U_{\text{sum}} \leq M\).

### 4.3.3 Tardiness Bound under g-EDF for Two-Processor Systems

If \(1 < U_{\text{sum}} \leq 2\), then the tardiness bound under g-EDF given by Corollary 4.1 for task \(\tau_k\) under two processors \((i.e., \text{when } M = 2)\) is \((e_{\max} - e_{\min})/2 + e_k\). However, an improved bound of \(e_{\max}/2 + e_k/2\) can be ensured if we note that LAG + B at \(t_d\), as given by Lemma 4.11 is at most \(e_{\max}\), which is independent of \(x\). This improved bound is derived in the following theorem.

**Theorem 4.2** On two processors, g-EDF ensures a tardiness of at most \(\frac{e_{\max} + e_k}{2}\) for every task \(\tau_k\) of every sporadic task system with \(U_{\text{sum}} \leq 2\).

**Proof:** Suppose that the theorem does not hold. Then, there exists a concrete instantiation \(\tau\) of a non-concrete task system with \(U_{\text{sum}} \leq 2\) such that \(\tau_{\ell,j}\) is a job of task \(\tau_\ell\) in \(\tau\), \(S\) is a g-EDF schedule for \(\tau\), \(t_d = d_{\ell,j}\), and (P1)–(P4) (defined in the beginning of Section 4.3.2) hold, where \(x = \frac{e_{\max} - \epsilon_\ell}{2}\). As with the general case, if \(t_{\ell,d}\) is a non-blocking, non-busy instant, then
Lemma 4.12 contradicts (P1). Otherwise, by Lemmas 4.11 and 4.3, and because $b_i = 0$, for all $i$, we have

$$\text{LAG}(\tau, t_d, S) + B(\Psi, \tau, t_d, S) \leq e_{\text{max}}. \quad (4.44)$$

By (P1), tardiness($\tau_{\ell,j}$) > $x + e_\ell$. Hence, by the contrapositive of Lemma 4.3, we have $\text{LAG}(\tau, t_d, S) + B(\Psi, \tau, t_d, S) > 2 \cdot x + e_\ell$, which, by (4.44), implies that $e_{\text{max}} > 2 \cdot x + e_\ell = e_{\text{max}}$, a contradiction. The theorem, therefore, follows.

### 4.3.4 Improving Accuracy and Speed

In this subsection, we discuss possible improvements to the accuracy of the tardiness bounds of g-EDF and g-NP-EDF given in Corollaries 4.1 and 4.3, respectively, and the time required to compute them. We will refer to the bounds given by Corollaries 4.1 and 4.3 as EDF-BASIC and NP-EDF-BASIC, respectively.

**Improving accuracy.** If the time taken to compute a tardiness bound, or sufficient task utilizations for a given tardiness bound, is not a concern, then some improvement to the values may be possible by relaxing a pessimistic assumption that we make in Lemmas 4.9 and 4.10. We not only assume that the tasks that are executing at the end of the non-blocking, non-busy interval in Lemma 4.9, or just before the beginning of the blocking, non-busy interval in Lemma 4.10, have the highest utilizations, but also that they have the highest execution costs.

For g-EDF, this can be relaxed by sorting tasks by non-increasing order of $x \cdot u_k + e_k$ (where, as defined in (P4), the tardiness of $\tau_k$ is at most $x + e_k$) and by using the utilizations and execution costs of the top $\Lambda - 1$ tasks in the expression in Corollary 4.1. (The $\Lambda$th execution cost should be taken as the maximum of the execution costs of the remaining tasks.) If $x$ is known (i.e., when determining utilization restrictions for a given tardiness), as in applying Corollary 4.2, then this procedure is straightforward. Nevertheless, even when seeking $x$ (i.e., when determining a tardiness bound), as in Corollary 4.1, an iterative procedure could be used. In this iterative procedure, the bound given by EDF-BASIC will be used as the initial value for $x$. This initial value will then be used to determine the set of tasks whose utilizations and execution costs should be used in improving $x$. The procedure should be continued until the task set converges. (It is easy to show that convergence is guaranteed.) We will refer to the bound computed using such an iterative procedure as EDF-ITER. This procedure is illustrated in the example below.
Example 4.2. Let $\tau$ be a task system consisting of the following eight tasks with $U_{sum} = 4.0$ scheduled under $g$-EDF on $M = 4$ processors: $\tau_1(15, 150)$, $\tau_4(15, 150)$, $\tau_5(9, 10)$, and $\tau_8(9, 10)$. For this task set, $\mu_1 = \mu_2 = 0.9$, $\epsilon_1 = \epsilon_2 = \epsilon_3 = 15$, and $\Lambda = 3$. Therefore, a tardiness bound for $\tau_k$ obtained using EDF-BASIC is $(45 - 9)/(4 - 18/10) + e_k$, which equals $360/22 + e_k$. Thus, $x \approx 16.36$. Computing $x \cdot u_k + e_k$ for each task $\tau_k$, we obtain values of $16.636$ for tasks $\tau_1, \ldots, \tau_4$, and $23.727$ for $\tau_5, \ldots, \tau_8$. Hence, the two tasks with the highest values for $x \cdot u_k + e_k$ are $\tau_5$ and $\tau_6$. Using the execution costs and utilizations of $\tau_5$ and $\tau_6$ and $15$ as the $\Lambda$th execution cost, we obtain an improved value of $10.9$ for $x$, which is more than $5$ units less than the initial value. The set of tasks with the highest value for $x \cdot u_k + e_k$ is not altered in the next iteration, and so, the procedure terminates.

A similar procedure can be used for computing an improved bound for $g$-NP-EDF also, except that $\Lambda$ tasks $\tau_k$ with the highest values for $x \cdot u_k + e_k$ have to be considered.

Improving computation time. Computing the tardiness bound or determining utilization restrictions on tasks for a given bound involves selecting $O(M)$ tasks with the highest utilizations, and $O(M)$ tasks with the highest execution costs (or the highest values for $e_i - b_i$), and summing these values. Because worst-case and expected linear-time selection algorithms are known, these are $O(N + M)$ computations. If speed is a concern, as in online admission tests, and if $u_{max}$ and $e_{max}$ are known, then $O(1)$ computations, which assume a utilization of $u_{max}$ and an execution cost of $e_{max}$ for each of the $M - 1$ tasks, can be used, at the expense of more pessimistic values. Under this assumption, tardiness bounds under $g$-EDF and $g$-NP-EDF are $((M - 1)e_{max} - e_{min})/(M - (M - 2)u_{max}) + e_i$ and $(M \cdot e_{max} - e_{min})/(M - (M - 1)u_{max}) + e_i$, respectively, for each task $\tau_i$. Similarly, for a tardiness bound of $x + e_i$ for every $\tau_i$ under $g$-EDF, it is sufficient that $u_{max}$ be at most $(M \cdot x - (M - 1)e_{max} + e_{min})/(M - 2)x$. We will refer to the bounds computed using $u_{max}$ and $e_{max}$ as $EDF$-FAST and $NP$-EDF-FAST, respectively.

Tightness of the bound. As discussed in the introduction, we do not believe that our results are tight for either $g$-EDF or $g$-NP-EDF. It can be verified that for both $g$-EDF and $g$-NP-EDF, the bounds derived are increasing functions of $M$. In addition, when $U_{sum} = M$, the $g$-EDF (resp., $g$-NP-EDF) bound is an increasing function of the average of the highest $M - 2$ (resp., $M - 1$) task utilizations, denoted $u_{avg}(M - 2)$ (resp., $u_{avg}(M - 1)$), and the average of the highest $M - 1$ (resp., $M$) task execution costs, denoted $e_{avg}(M - 1)$ (resp., $e_{avg}(M)$). Approximate plots of the tardiness bounds computed for $g$-EDF and $g$-NP-EDF for
Figure 4.3: Tardiness bounds for (a) g-EDF and (b) g-NP-EDF for varying number of processors ($M$) as functions of average task utilization ($u_{avg}$). Values of $M$ are higher for curves higher up.

Varying values of $M$ and $u_{avg}$ are shown in Figures 4.3 and 4.4. The plotted bounds are in multiples of $e_{avg}(M - 1)$ for g-EDF and $e_{avg}(M)$ for g-NP-EDF. As can be seen from the plots, the bounds are quite reasonable unless both $M$ and $u_{avg}$ are both high. For instance, for g-EDF, if $u_{avg}$ is at most 0.75 (resp., 0.5), then the bound guaranteed is approximately at most
Figure 4.4: Tardiness bounds for (a) g-EDF and (b) g-NP-EDF for varying average task utilizations ($u_{avg}$) as functions of the number of processors $M$. $u_{avg}$ is higher for curves higher up.

$5 \cdot e_{avg}$ (resp., $3 \cdot e_{avg}$) for all $M$, and if $M$ is at most 8, then the bound is approximately at most $4 \cdot e_{avg}$ even when $u_{avg}$ is close to 1.0. If $M = 8$, then the tardiness bound for g-EDF is at most $3 \cdot e_{avg}$ (resp., $2 \cdot e_{avg}$) when $u_{avg}$ is at most 0.75 (resp., 0.5). Of course, whether that much tardiness is tolerable is application dependent. However, if execution costs are low, say
of the order of a few milliseconds, as can be expected with modern processors, then in many cases, the tardiness bounds guaranteed can be expected to be within limits.

Though the bounds may not be tight, in general, we can show that our result for g-EDF is within approximately $e_{\max}$ of tardiness possible in the worst case for small values of $u_{\max}$. For this, consider a task system $\tau$ that consists of a primary task $\tau_1(e_1,p_1)$ and $(M-u_1)p_1/\delta$ auxiliary tasks. Let $\delta \ll e_1$ and $p_1$ be the execution cost and period, respectively, of each auxiliary task. Let $\delta$ divide $(M-u_1)$ evenly. The total utilization of this task system is $(\delta/p_1) \times ((M - u_1)p_1/\delta) + u_1 = M$. Suppose that the first job of each task is released at time 0 and suppose that the first job of every auxiliary task is scheduled before $\tau_{1,1}$ and executes for a full $\delta$ time units. In such a schedule, the auxiliary jobs will execute continuously until time $(\delta/p_1) \times ((M - u_1)p_1/\delta)/M = p_1 - e_1/M$ on each processor. Hence, $\tau_1$ will not begin executing until time $p_1 - e_1/M$, and hence would not complete until $p_1 + e_1 \cdot (1 - 1/M)$ for a tardiness of $e_1 \cdot (1 - 1/M) = e_1 \cdot ((M - 1)/M)$. By choosing $e_1 = M$, this tardiness can be made to equal $e_1 - 1$. In this example, $e_{\max} = e_1$, and hence tardiness is at least $e_{\max} - 1$. In the example schedule described above, tardiness is independent of $u_1 = e_1/p_1$, and hence, holds even when $u_1$ is arbitrarily small, which is possible by choosing $p_1 \gg e_1$. Note that when $u_{\max}$ is arbitrarily low, a tardiness bound under g-EDF computed using EDF-FAST is around $((M - 1) \cdot e_{\max} - e_{\min})/M + e_{\max}$, which is $((M - 1) \cdot M - \delta)/M + M$ for this example (because $e_{\max} = M$). This bound differs from the observed tardiness of $M - 1$ by $M - \delta/M$, which is at most $M = e_{\max}$. (The bound computed using EDF-BASIC is $(M + (M - 3) \cdot \delta)/(M - u_1 - (M - 3) \cdot u_1 \cdot \delta/M) + M$ and differs from the observed tardiness by $(M + (M - 3) \cdot \delta)/(M - u_1 - (M - 3) \cdot u_1 \cdot \delta/M) + 1$, which can be verified to be at most $(2 + \delta)M/(M - 1)$ for $u_1 \leq \frac{1}{1+\delta}$.)

**Tightness of the g-EDF bound on two processors.** By Theorem 4.2, tardiness is at most $(e_{\max} + e_\ell)/2$ for task $\tau_\ell$ on two-processor systems. The following is an example that shows that this result is reasonably tight. Let $\tau_1(1,2)$, $\tau_2(1,2)$, and $\tau_3(2k + 1, 2k + 1)$, where $k \geq 1$, be three periodic tasks all of whose first jobs are released at time zero. If deadline ties are resolved in favor of $\tau_1$ and $\tau_2$ over $\tau_3$, then on two processors, tardiness for jobs of $\tau_3$ can be as high as $2k$ time units. (If $\tau_3$ is favored, then its jobs can miss by $2k - 1$.) Such a schedule for a task system with $k = 7$ is shown in Figure 4.5. In this schedule, the sixth job of $\tau_3$, with deadline at time 90, completes executing at time 104, and hence, has a tardiness of 14 time units, which is $e_{\max} - 1$. The schedule pattern in [73,104] repeats after time
Tardiness for the sixth job of $\tau_3$ is 14 time units, which is $e_{\text{max}} - 1$. For this task set, estimated tardiness is $e_{\text{max}} = 2k + 1$, and for large $k$, the difference between the estimated and actual tardiness is negligible. The above example can be tweaked to generate other task sets in which the maximum utilization is much less than unity, but which can yet miss their deadlines by $e_{\text{max}} - 1$ time units under $g$-EDF. A task system with the following seven tasks is one example: $\tau_1(1, 4), \ldots, \tau_6(1, 4), \tau_7(2k + 1, 4k + 2)$, where $k \geq 1$. In this example, $\tau_7$ can miss deadlines by up to $2k$ time units, and the remaining tasks by up to $k$ time units. (Note that $2k = e_{\text{max}} - 1$ and $k = \frac{e_{\text{max}} + e_{\ell}}{2} - 1$, for $1 \leq \ell \leq 6$.)

An empirical evaluation of the accuracy of the bounds is provided in Section 4.5. Interestingly, we have found that tardiness under $g$-EDF can exceed $e_{\text{max}}$ even for task systems with $u_{\text{max}}$ near $1/2$. The following is one such task set: $\tau_1(1, 2), \ldots, \tau_4(1, 2), \tau_5(1, 5), \ldots, \tau_7(1, 5), \tau_8(1, 11), \tau_9(34, 110), \tau_{10}(23, 63), \tau_{11}(7, 18), \tau_{12}(7, 18), \tau_{13}(3, 7), \tau_{14}(3, 7)$. The total utilization of this task set is five. When scheduled on five processors with deadline ties resolved using task indices, a job of $\tau_9$ misses its deadline at time 7295 by $35 > 34 = e_{\text{max}}$ time units. (The EDF-BASIC and EDF-ITER bounds for this task set are 54 and 51.78, respectively.) Hence, the best bound possible for an arbitrary task set definitely exceeds $e_{\text{max}}$.

4.4 A Useful Task Model Extension

In this section, we consider a useful extension to the sporadic task model, and discuss how a tardiness bound can be derived under it. We argue that the derivation of such a bound involves only minimal changes to that used for the base model (i.e., the model described in Section 4.2).

As explained later, the extension that we consider can be used to model certain dynamic...
task behaviors. In this extended model, the number of tasks associated with the task system is allowed to exceed \( N \) and the total utilization of all tasks is allowed to exceed \( M \). (The number of tasks could potentially be infinite.) However, to prevent overload, at any given time, only a subset of tasks whose total utilization is at most \( M \) is allowed to be active\(^5\), i.e., is allowed to release jobs. Additionally, we allow the final job of a task to halt at some time \( t_h \) before its deadline, provided that the allocation that the job receives in the actual schedule is at most the allocation it receives up to \( t_h \) in a PS schedule and the job is not executing in a non-preemptive segment at \( t_h \). When a job halts, its execution cost is altered to equal the amount of time that the job actually executed for in the actual schedule up to \( t_h \). Hence, the halting job receives no allocation in the PS schedule after \( t_h \), even if its deadline is after \( t_h \). At any time \( t \), each task \( \tau_i \) can be in one of the following states.

- **Active**, if the first job of \( \tau_i \) is released at or before \( t \), the deadline of its final job is after \( t \), and its final job has not halted at or before \( t \). A task whose final job has its deadline at or before \( t \) is not considered active at \( t \) even if the final job is pending at \( t \).

- **Inactive**, if the release time of the first job of \( \tau_i \) is after \( t \).

- **Terminated**, if the deadline of \( \tau_i \)'s final job is before \( t \).

- **Halted**, if the final job has halted but its deadline has not elapsed.

As can be easily seen, a task that is either inactive or terminated at time \( t \) cannot have active jobs at \( t \). Also, though the deadline of a halted job may be after its halting time, the job receives no allocation in the PS schedule after it halts.

The set of all tasks associated with the task system is partitioned into \( N \) task classes such that the following hold: (i) active intervals are disjoint for every two tasks in each class and (ii) tasks within a class are governed by precedence constraints, i.e., the first job of a task cannot begin execution until all jobs of all tasks with earlier active intervals in its class have completed execution. The second requirement implies that tasks that are not bound by precedence constraints should belong to different classes even if their active intervals are disjoint.

---

\(^5\)The term active is overloaded in that it was defined previously for jobs (see Definition 4.1 in Section 4.3.1). The definition of this term is different for tasks, and active tasks are not to be confused with active jobs. Specifically, a task can be considered to be active at some time even if it has no active job at that time.
Examples of task systems that conform to the proposed extension are shown in Figure 4.6. In each example, tasks that belong to different classes are demarcated using solid lines; those within a class are separated using dashed lines. An initial few jobs are shown for each task. There are eight tasks and six task classes in the task system in inset (a). Each task becomes active at the release time of its first job. Tasks whose jobs are followed by ellipsis are still active at time 18 and may be active beyond that time. Termination times for the remaining tasks are given by the deadlines of their final jobs. For example, \( \tau_2 \) and \( \tau_3 \) terminate at time 6, and \( \tau_6 \) is active in the interval \([12, \infty)\). It can be verified that the total utilization of all the active tasks at any instant is 2. Note that since \( \tau_5 \) and \( \tau_6 \) are in the same class, \( \tau_{6,1} \) cannot...
Applications. The extended task model can readily be used to model tasks whose job execution costs vary but whose utilizations remain unchanged. An example is shown in Figure 4.7. The task system in this example has two tasks with fixed per-job execution costs and two with variable execution costs. The first variable execution-cost task has a utilization of $2/3$, an execution requirement of six for its first two jobs, and two, for later jobs. The second such task has a utilization of $3/4$, an execution requirement of three for its first three jobs, and six, for later jobs. Both the tasks can be represented using task classes of the extended task model. In Figure 4.7 tasks $\tau_1$ and $\tau_2$ belong to the first task class. $\tau_1$ is active in the interval $[0, 18)$ and $\tau_2$ becomes active at time 18. Similarly, tasks $\tau_3$ and $\tau_4$ together model the second variable execution-cost task.

The extended task model can also be used with dynamic tasks whose utilizations can vary with time. In particular, a single task with a varying utilization can be modeled as a class of potentially infinite tasks, each with a non-changing utilization. Such an approach has been considered for scheduling dynamic task systems under g-EDF and g-NP-EDF in [37].
**Tardiness bounds.** The approach used for the base model can be used to derive a tardiness bound for the extended model if each task class of the extended model is treated as a distinct task of the base model. For clarity, we will initially assume that no job halts. Letting $\tau^C_\ell$ denote task class $\ell$ (the superscript $C$ is used to distinguish a task from a task class), in Lemma 4.6, the lag for $\tau^C_\ell$ can easily be shown to be at most $x \cdot \max_{\tau_i \in \tau^C_\ell} u_i + e_{k,q}$, where $\tau_{k,q}$ is the earliest pending job of any of the tasks in $\tau^C_\ell$. Note that in a non-blocking, non-busy interval with continually increasing LAG, as considered in Lemma 4.9, at most $\Lambda$ task classes can have pending jobs. Letting $u^C_\ell \overset{\text{def}}{=} \max_{\tau_i \in \tau^C_\ell} u_i$ and $e^C_\ell \overset{\text{def}}{=} \max_{\tau_i \in \tau^C_\ell} e_\ell$, it can be verified that Lemmas 4.9 and 4.10 directly apply to the extended model (i.e., hold word for word) if each task class is considered as a task and a $C$ superscript is added to the various terms. ($\mu^C_\ell$ and $\epsilon^C_\ell$ for all $1 \leq \ell \leq N$ are defined for task classes in a straightforward manner). Hence, the tardiness bounds derived hold if the maximum utilization and execution cost of each task class are used instead of individual task utilizations and execution costs.

We now discuss why halting is not of issue. Recall that a job can halt only if the allocation to it in the PS schedule is no less than the allocation it receives in the actual schedule. Further, the actual execution cost of the halting job is altered to equal the allocation the job receives in the actual schedule. Hence, the allocation to the job in the PS schedule can also retroactively be altered to equal its actual execution cost. Further, since the job will receive no allocation in the PS schedule after it halts, it is safe to reclaim the utilization of the halting task and activate some other task. That is, there is no risk of overload (i.e., $U_{sum}$ will not exceed $M$), which can adversely impact other tasks, in the interval spanning the job halting time and job deadline. Finally, by definition, a job can halt only before its deadline and is not pending when it halts. Therefore, because allocations in the PS schedule are altered as described above, the tardiness and lag of a job are zero when the job halts. Hence, lag bounds derived for task classes are not worsened even if its jobs halt. Also, since a job cannot halt in a non-preemptive segment, bounds on blocking times are not altered.

### 4.5 Simulation-Based Evaluation

In this section, we describe the results of two sets of simulation experiments conducted using randomly-generated task sets to evaluate the accuracy of the tardiness bounds for g-EDF and g-NP-EDF derived in Section 4.3.

The first set of experiments compares the tardiness bounds given by EDF-BASIC and NP-
EDF-BASIC and their fast (EDF-FAST and NP-EDF-FAST) and iterative (EDF-ITER and NP-EDF-ITER) variants for 4 and 8 processors (M). For each M, 10^6 task sets were generated. For each task set, new tasks were added as long as U_{sum} was less than M and a final task was added so that U_{sum} equalled M. For each task τ_i, first its utilization u_i was generated as a uniform random number between (0, y], where y was fixed at 0.1 for the first 100,000 task sets, and was incremented in steps of 0.1 for every 100,000 task sets. τ_i’s execution cost was chosen as a uniform random number in the range (0, 20]. For each task set, the maximum tardiness of any task and the average of the maximum tardiness of all tasks as given by the six bounds (three each for g-EDF and g-NP-EDF) were computed. The mean maximum tardiness is plotted for M = 4 and M = 8 in Figures 4.8 and 4.9 as a function of e_{avg} and u_{avg}, respectively, where u_{avg} denotes the average of the M − 2 highest utilizations and e_{avg} that of the M − 1 highest execution costs. (Mean average tardiness is around e_{avg}/2 time units less.) The descriptions of the plots can be found in the caption of the figure. The rest of this section discusses the results in some detail.

Comparison of BASIC and FAST. Referring to Figures 4.8(a) and (c) and Figure 4.9(a), for M = 4, the difference between BASIC and FAST is negligible for g-EDF, but is quite considerable for g-NP-EDF at high values of u_{avg} and e_{avg}. This is due to an additional e_{max} term in the numerator and a negative u_{max} term in the denominator of NP-EDF-FAST. The difference widens with M for both g-EDF and g-NP-EDF for high u_{avg}. For M = 8, as can be seen in Figures 4.8(c) and 4.9(b), the NP-EDF-FAST bound can be up to twice as much as that of NP-EDF-BASIC. For g-EDF, the difference seems to be tolerable at M = 8, but can be expected to be quite significant for higher values of M. Overall, FAST appears to yield good results for small M and small u_{avg} or e_{avg}.

Comparison of BASIC and ITER. The difference between ITER and BASIC is almost the same as that between BASIC and FAST for g-EDF for M = 4 (refer to Figures 4.8(a), 4.8(b), and 4.9(a)), but is lower for g-NP-EDF. The difference increases with increasing M for both g-EDF and g-NP-EDF. This is because there is not much increase in ITER with increasing M.

Comparison of g-EDF and g-NP-EDF. While there is a large difference between the FAST versions of g-EDF and g-NP-EDF, which widens with increasing M, the difference between EDF-ITER and NP-EDF-ITER is much less and narrows with increasing M. The peak difference between the ITER versions, which is less than 20 time units, occurs for M = 4, 0.9 < u_{avg} ≤ 1.0,
Figure 4.8: Comparison of the three tardiness bounds derived for \( g \)-EDF and \( g \)-NP-EDF. Tardiness bounds are plotted as functions of \( e_{\text{avg}} \) for (a) \& (b) \( M = 4 \) and (c) \& (d) \( M = 8 \) processors. \( u_{\text{avg}} \) is in \((0.7, 0.8]\) in (a) \& (c) and is in \((0.2, 0.3]\) in (b) \& (d). The order of the legends and curves coincide in all the graphs.

and \( 19 < e_{\text{avg}} \leq 20 \) (see Figure 4.9(a)). At low utilizations, the difference is around five time units for \( M = 4 \) and three time units for \( M = 8 \). The difference between the BASIC versions is also not much and decreases with \( M \). However, it should be noted that while these observations hold for the task sets generated here, they cannot be taken to be conclusive. Another point worth mentioning is that, these results assume the same worst-case execution costs for both \( g \)-EDF and \( g \)-NP-EDF, whereas in practice the estimates for \( g \)-NP-EDF will be lower due to the absence of job preemptions and migrations. This should further close the gap between the two.
Figure 4.9: Tardiness bound as a function of $u_{avg}$ for $e_{avg}$ in (19,20] on (a) $M = 4$ and (b) $M = 8$ processors. (The order of the legends and curves coincide in both the graphs.)

Though not shown here, we also plotted the tardiness bounds by $u_{avg}$ for low and medium values of $e_{avg}$, and found that in comparison to the plots in Figure 4.9, all the bounds are proportionately reduced.

**Comparison of ITER to actual tardiness.** The experiments in the second set compare the bounds estimated by EDF-ITER and NP-EDF-ITER, the best bounds derived, to actual tardiness observed under g-EDF and g-NP-EDF, respectively. In this case, 100,000 task sets were generated for each $M$. For each task set, the tardiness bounds given by EDF-ITER and NP-EDF-ITER were computed. Also, a g-EDF and a g-NP-EDF schedule were generated for each task set for 20,000 and 50,000 time units, respectively, and the maximum tardiness observed in each schedule was noted. Plots of the average of the estimated and observed values for task sets grouped by $e_{avg}$ and $u_{avg}$ are shown in Figure 4.10. For medium values of $e_{avg}$, the estimates are twice as much as the observed values, with the difference increasing with increasing execution costs. It is somewhat surprising that actual tardiness does not increase much with increasing $e_{avg}$ and that it decreases in some cases. It should also be noted that the difference is higher when $M$ is higher. These plots are a clear indication that there is significant room for improvement. However, tightening the bounds any further does not seem to be easy.
Figure 4.10: Comparison of EDF-ITER and NP-EDF-ITER to tardiness observed in actual g-EDF and g-NP-EDF schedules for (a) & (b) $M = 4$, and for (c) $M = 8$.

4.6 Summary

We have derived tardiness bounds under preemptive and non-preemptive global EDF for sporadic real-time task systems on multiprocessors, when the total utilization of a task system is not restricted, but may equal the number of processors, $M$. Our tardiness bounds depend on the total system utilization, and per-task utilizations and execution costs — the lower these values, the lower the tardiness bounds. Though the bounds are not believed to be tight, they are reasonable and should be acceptable as long as the maximum task utilization is not very high, say above 0.8. These results should help in improving the effective system utilization when soft real-time tasks that can tolerate bounded deadline misses but require guarantees
on the long-run fraction of the processing time allocated are multiplexed on a multiprocessor. Improving the accuracy of the bounds remains a challenging open problem.

Our task model can alternatively be viewed as one in which the relative deadline of each task is greater than its period by an amount that is the same for all tasks and is dependent on the parameters of the task system. Our conditions that check if a tardiness bound can be guaranteed can then be used as schedulability tests for such task systems. While it is possible to extend the EDF schedulability tests derived in prior research discussed in Section 4.1 to task systems with relative deadlines greater than periods, it does not seem likely that such extensions would allow total utilization to equal $M$ even when per-task utilizations are low and relative deadlines are large.

Apart from not being tight, another limitation of our result is that the tardiness bound that can be guaranteed to each task is fixed and is dependent on task parameters. Guaranteeing arbitrary and different tardiness bounds to different tasks is another challenging problem towards which we have taken some steps in later work [52].
Chapter 5

EDF-fm: A Restricted-Migration Algorithm for Soft Real-Time Systems

In the previous chapter, we showed that on $M \geq 2$ processors, preemptive and non-preemptive global EDF can guarantee bounded tardiness to every sporadic task system $\tau$ with $U_{sum}(\tau) \leq M$. We also explained that since run-time overheads are lower under global EDF than under known optimal algorithms, effective system utilization can be improved by scheduling soft real-time systems under global EDF. However, task migrations under global EDF are still unrestricted, which may be unappealing for some systems, but if migrations are forbidden entirely, then bounded tardiness cannot be guaranteed. In this chapter, we address the issue of finding an acceptable middle ground.

Our contributions are twofold. First, we present an algorithm called EDF-fm, which treads a middle path between full-migration and no-migration algorithms, by restricting, but not eliminating, task migrations, and derive a tardiness bound that can be guaranteed under it. The tardiness bound derived can be computed in $O(N)$ time, where $N$ is the number of tasks. Though our algorithm adheres to the conditions of the middle entry of Table 1.1 (restricted migration, restricted dynamic priorities), the degree of migration that is needed is in fact lower than that suggested by that entry: under EDF-fm, only up to $M - 1$ tasks, where $M$ is the number of processors, ever migrate, and those that do, do so only between jobs and only between two processors. As noted in [12], migrations between jobs should not be much of a concern for tasks for which little state is carried over from one job to the next.

The maximum tardiness that any task may experience under EDF-fm is dependent on the per-task utilization cap assumed—the lower the cap, the lower the tardiness threshold. Even with a cap as high as 0.5 (half of the capacity of one processor), bounded tardiness can be guaranteed for all the task systems. (In contrast, if $\alpha = 0.5$ in the middle entry of Table 1.1 then approximately 50% of the system's overall capacity may be lost.) The percentage of task systems for which bounded tardiness can be guaranteed decreases with the per-task utilization cap and the number of processors. In our simulation experiments, we found that on sixteen (resp., four) processors, bounded tardiness could be guaranteed to roughly 50% (resp., 75%) and 75% (resp., 95%) of the task sets when $u_{\text{max}} = 1.0$ and $u_{\text{max}} = 0.8$, respectively. Hence, our algorithm should enable a wide range of soft real-time applications to be scheduled in practice with no constraints on total utilization. In addition, when a job misses its deadline, we do not require a commensurate delay in the release of the next job of the same task. As a result, each task’s required processor share is maintained over the long term.

As a second contribution, we propose several heuristics for assigning to processors those tasks that do not migrate under EDF-fm, and, through extensive simulations, evaluate the efficacy of these heuristics in lowering the tardiness bound that can be guaranteed. We also present a simulation-based evaluation of the accuracy of the tardiness bound under the heuristic identified to be the best. Finally, we provide a set of iterative formulas, which may potentially require exponential time, for computing a tardiness bound that is less pessimistic than the $O(N)$-time bound referred to earlier, and evaluate its accuracy through simulations.

The rest of this chapter is organized as follows. In Section 5.1 Algorithm EDF-fm is presented and a tardiness bound under it that can be computed in $O(N)$ time is derived. Techniques and heuristics that can be used to reduce tardiness observed in practice, and exponential-time iterative formulas for computing more accurate tardiness bounds, as described above, are presented in Section 5.2. Then, in Section 5.3, a simulation-based evaluation of our basic algorithm and proposed heuristics is presented, and the accuracy of the tardiness bound derived is assessed. Section 5.4 concludes.

5.1 Algorithm EDF-fm

In this section, we present Algorithm EDF-fm (fm denotes that each task is either fixed or migrating), an EDF-based multiprocessor scheduling algorithm for soft real-time sporadic task systems. EDF-fm requires no restrictions on total system utilization and guarantees bounded
tardiness for task systems in which each task is light. Because a light task can consume up to half the capacity of a single processor, we do not expect this limitation to be too restrictive in practice. Further, at most $M - 1$ tasks need to be able to migrate, and each such task migrates between two processors and at job boundaries only. This has the benefit of lowering the number of tasks whose states need to be stored on any given processor and the number of processors on which each task’s state needs to be stored. Also, the run-time context and working set of a job, which can be expected to be larger than that of a task, need not be transferred between processors.

EDF-fm consists of two phases: an assignment phase and an execution phase. The assignment phase executes offline and consists of sequentially assigning each task to one or two processors. In the execution phase, jobs are scheduled for execution at run-time such that over reasonable intervals (as explained later), each task executes at a rate that is commensurate with its utilization. The two phases are explained in detail below. The following notation shall be used.

\[
\begin{align*}
  s_{i,j} & \overset{\text{def}}{=} \text{Percentage of } P_j \text{'s processing capacity (expressed as a fraction) allocated to } \tau_i, 1 \leq i \leq N, 1 \leq j \leq M. \quad (5.1) \\
  f_{i,j} & \overset{\text{def}}{=} \frac{s_{i,j}}{u_i}, \text{ the fraction of } \tau_i \text{'s total workload that } P_j \text{ can handle, } 1 \leq i \leq N, 1 \leq j \leq M. \quad (5.2) \\
  \rho_i & \overset{\text{def}}{=} \text{Maximum percentage of } P_i \text{'s processing capacity (expressed as a fraction) that can be allocated to tasks in } \tau, 1 \leq i \leq N. \text{ (In other words, the sum of all shares assigned to tasks on } P_i \text{ may not exceed } \rho_i. \) 
\end{align*}
\]

### 5.1.1 Assignment Phase

The assignment phase assigns tasks to processors, with each task assigned to either one or two processors. Tasks assigned to two processors are called *migrating* tasks, while those assigned to only one processor are called *fixed* or *non-migrating* tasks. A fixed task $\tau_i$ is assigned a *share* $s_{i,j}$, equal to its utilization $u_i$ on the only processor $P_j$ to which it is assigned. A migrating task has shares on both processors to which it is assigned. The sum of its shares equals its utilization. The assignment phase of EDF-fm also ensures that at most two migrating tasks are assigned to each processor, and that on each $P_i$, the sum of allocations to all tasks does not exceed a fraction $\rho_i \leq 1$ of $P_i$’s processing capacity. (Since tardiness can be lowered by lowering $\rho_i$, a value less than one may sometimes be desirable.)
global var
u : array [1..N] of rational
assigned task utilizations;
ρ: array [1..M] of rational
assigned processor capacities;
s : array [1..N] of array [1..M]
of rational initially 0.0;
p : array [1..N] of array [1..2]
of 0..M initially 0;
m: array [1..M] of array [1..2]
of 0..N initially 0;
f: array [1..M] of array [1..N]
of 0..N initially 0

Algorithm Assign-Tasks()

local var
proc : 1..M initially 1;
task : 1..N;
AvailUtil : rational;
mt, ft : integer initially 0

▷ identifier for current processor
▷ identifier for current task
▷ unassigned utilization on proc
▷ indices of the migrating and fixed tasks
▷ on current processor: mt and ft
▷ are indices into m[proc] and f[proc]

AvailUtil := ρ[1];
for task := 1 to N do
    if AvailUtil ≥ u[task] then
        s[task][proc] := u[task];
        AvailUtil:= AvailUtil − u[task];
        ft := ft + 1;
        p[task][1] := proc;
        f[proc][ft] := task
    else
        if AvailUtil > 0 then
            s[task][proc] := AvailUtil;
            mt := mt + 1;
            m[proc][mt] := task;
            p[task][1] := proc;
            p[task][2] := proc + 1;
            mt, ft := 1, 0;
            m[proc + 1][mt] := task
        else
            mt, ft := 0, 1;
            p[task][1] := proc + 1;
            f[proc + 1][ft] := task
        fi
    fi
od

Figure 5.1: Algorithm Assign-Tasks.

In Figure 5.1 pseudo-code is given for a task-assignment algorithm, denoted ASSIGN-Tasks, that satisfies the following properties for every task system τ with \( u_{\text{max}}(\tau) \leq \min_{1 \leq i \leq N} \rho_i \) and \( U_{\text{sum}}(\tau) \leq \sum_{i=1}^{M} \rho_i \).

(P1) Each task is assigned shares on at most two processors. A task’s total share equals its utilization.

(P2) Each processor is assigned at most two migrating tasks and may be assigned any number of fixed tasks.

(P3) The sum of the shares allocated to all the tasks on Processor \( P_i \) is at most \( \rho_i \).

In this pseudo-code, the \( i^{th} \) element \( u[i] \) of the global array \( u \) represents the utilization \( u_i \) of task \( \tau_i \), \( s[i][j] \) denotes \( s_{i,j} \) (as defined in (5.1)), the \( i^{th} \) element of array \( p \), which is array \( p[i] \),
contains the processor(s) to which task $i$ is assigned; arrays $m[i]$ and $f[i]$ denote the migrating tasks and fixed tasks assigned to Processor $i$, respectively. Note that $p[i]$ and $m[i]$ are each vectors of size two.

**Assign-Tasks** assigns tasks in sequence to processors, starting from the first processor. Tasks and processors are both considered sequentially. Local variables $proc$ and $task$ denote the current processor and task, respectively. Tasks are assigned to $proc$ as long as the upper limit, $\rho_{proc}$, on the processing capacity of $proc$ is not exhausted. If the current task $task$ cannot receive its full share of $u_{task}$ from $proc$, then part of the processing capacity that it requires is allocated on the next processor, $proc + 1$, such that the sum of the shares allocated to $task$ on the two processors equals $u_{task}$. Note that if $u_{\text{max}} \leq \rho_i$, for all $i$, such an assignment is possible for any task. It is easy to see that if $U_{\text{sum}} \leq \sum_{i=1}^{M} \rho_i$ also holds, then assigning tasks to processors following this simple approach satisfies (P1)–(P3).

**Example 5.1.** Consider a task set $\tau$ with the following nine tasks: $\tau_1(5,20)$, $\tau_2(3,10)$, $\tau_3(1,2)$, $\tau_4(2,5)$, $\tau_5(2,5)$, $\tau_6(1,10)$, $\tau_7(2,5)$, $\tau_8(7,20)$, and $\tau_9(3,10)$. The total utilization of this task set is three. A share assignment produced by Assign-Tasks when $\rho_1 = \rho_2 = \rho_3 = 1.0$ is shown in Figure 5.2. In this assignment, $\tau_3$ and $\tau_7$ are migrating tasks; the remaining tasks are fixed. $\tau_3$ has a share of $\frac{9}{20}$ on processor $P_1$ and a share of $\frac{1}{20}$ on processor $P_2$, while $\tau_7$ has shares of $\frac{1}{20}$ and $\frac{7}{20}$ on processors $P_2$ and $P_3$, respectively.

**5.1.2 Execution Phase**

Having devised a way of assigning tasks to processors, the next step is to devise an online scheduling algorithm that is easy to analyze and can ensure bounded tardiness. For a fixed task, we merely need to decide when to schedule each of its jobs on its (only) assigned processor. For a migrating task, we must decide both when and where its jobs should execute. Before describing our scheduling algorithm, we discuss some considerations that led to its design.
In order to analyze a scheduling algorithm and for the algorithm to guarantee bounded tardiness, it should be possible to bound the total demand for execution time by all tasks on each processor over well-defined time intervals. We first argue that bounding total demand may not be possible if the jobs of migrating tasks are allowed to miss their deadlines.

Recall that a deadline miss of a job does not lead to a postponement of the release times of subsequent jobs of the same task. Furthermore, no two jobs of a task may execute in parallel. Hence, the tardiness of a job of a migrating task executing on one processor can postpone the execution of its successor job, which may otherwise execute in a timely manner on a second processor. In the worst case, the second processor may be forced to idle. The tardiness of the second job may also impact the timeliness of fixed tasks and other migrating tasks assigned to the same processor, which in turn may lead to deadline misses of both fixed and migrating tasks on other processors or unnecessary idling on other processors.

As a result, a set of dependencies is created among the jobs of migrating tasks, resulting in an intricate linkage among processors that complicates scheduling analysis. It is unclear how per-processor demand can be precisely bounded when activities on different processors become interlinked.

Let us look at a concrete example that reveals this linkage among processors. Consider the task set $\tau$, introduced earlier, with task assignments and processor shares shown in Figure 5.2. For simplicity, assume that the execution of the jobs of a migrating task alternate between the two processors to which the task is assigned. $\tau_3$ releases its first job on $P_1$, while $\tau_7$ releases its first job on $P_3$. (We are assuming such a naïve assignment pattern to illustrate the processor linkage using a short segment of a real schedule. Such a linkage occurs even with an intelligent job-assignment pattern if migrating tasks miss their deadlines.) A complete schedule up to time 27, with the jobs assigned to each processor scheduled using EDF, is shown in Figure 5.3.

In Figure 5.3, the sixth job of the migrating task $\tau_3$ misses its deadline (at time 12) on $P_2$ and completes executing at time 14. This prevents the next job of $\tau_3$ released on $P_1$ from being scheduled until time 14 and it misses its deadline. Because job releases are not postponed due to deadline misses, the seventh job of $\tau_3$ is released at time 12 and has a deadline at time 14.

The missed deadline of the migrating task $\tau_3$ impacts the execution of the fixed tasks also on $P_2$. (It may seem that $\tau_3$’s misses can be avoided by determining processor assignments for its jobs dynamically. However, a reasonable strategy that is not convoluted does not appear to be possible.) The deadline misses of the fixed tasks $\tau_4$, $\tau_5$, and $\tau_6$ cause the migrating task $\tau_7$ to miss a deadline on $P_2$. In particular, the fourth job of $\tau_7$ misses its deadline, which in
turn reduces the interval over which the fifth job of the same task can execute on $P_3$. Note that jobs $\tau_{9,3}$ and $\tau_{8,2}$ execute before $\tau_{7,5}$, as this job is forced to wait for its predecessor to complete executing on $P_2$. Thus, a nontrivial linkage is established among the processors that impacts system tardiness.

**Per-processor scheduling rules.** EDF-fm eliminates this linkage among processors by ensuring that *migrating tasks do not miss their deadlines*. Jobs of migrating tasks are assigned to processors using static rules that are independent of run-time dynamics. The jobs assigned
to a processor are scheduled independently of other processors, and on each processor, migrating tasks are statically prioritized over fixed tasks. Jobs within each task class are scheduled using EDF, which is optimal on uniprocessors. A schematic representation of EDF-fm in the execution phase is shown in Figure 5.4. This priority scheme, together with the restriction that migrating tasks have utilizations at most $1/2$, and the task assignment property (from (P2)) that there are at most two migrating tasks per processor, ensures that migrating tasks never miss their deadlines. Therefore, the jobs of migrating tasks executing on different processors do not impact one another, and each processor can be analyzed independently. Thus, the multiprocessor scheduling analysis problem at hand is transformed into a simpler uniprocessor one.

In the description of EDF-fm, we are left with defining rules that map the jobs of migrating tasks to processors. A naïve assignment of the jobs of a migrating task to its processors can cause an over-utilization on one of its assigned processors. EDF-fm follows a job assignment pattern that prevents over-utilization in the long run by ensuring that over well-defined time intervals (explained later), on each processor, the demand due to a migrating task is in accordance with its allocated share on that processor.

For example, consider the migrating task $\tau_7(2, 5)$ in the example above. $\tau_7$ has a share of $s_{7,2} = \frac{1}{20}$ on $P_2$ and $s_{7,3} = \frac{7}{20}$ on $P_3$. Also, $f_{7,2} = \frac{s_{7,2}}{u_7} = \frac{1}{8}$ and $f_{7,3} = \frac{s_{7,3}}{u_7} = \frac{7}{8}$, which imply

![Figure 5.4: Schematic representation of EDF-fm in the execution phase.](image-url)
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that $P_2$ and $P_3$ should be capable of executing $\frac{1}{8}$ and $\frac{7}{8}$ of the workload of $\tau_7$, respectively. Our goal is to devise a job assignment pattern that would ensure that, in the long run, the fraction of a migrating task $\tau_i$’s workload executed on $P_j$ is close to $f_{i,j}$, and at any time, deviation from this ideal is minimized. One such job assignment pattern for $\tau_7$ over interval $[0,80]$ is shown in Figure 5.5. Assuming that $\tau_7$ is a synchronous, periodic task, the pattern in $[0,40)$ would repeat every 40 time units.

In the job assignment of Figure 5.5, exactly one job out of every eight consecutive jobs of $\tau_7$ released in the interval $[5k,5(k+8))$, where $k \geq 0$, is assigned to $P_2$. Because $e_7=2$, $\tau_7$ places a demand for two units of time, i.e., $1/20^{th}$ of $P_2$, in $[5k,5(k+8))$. Because $\tau_7$ is allocated a share of $s_{\tau_7,2}=1/20$ on $P_2$, this job assignment pattern ensures that in the long run $\tau_7$ does not overload $P_2$. However, the demand due to $\tau_7$ on $P_2$ over short intervals may exceed or fall below the share allocated to it. For instance, under the above job assignment, $\tau_7$ requires two units of time, i.e., $2/5$ of $P_2$ in the interval $[40k+35,40(k+1))$, and zero time units in the interval $[40k,40k+35)$. Similarly, exactly seven out of every eight consecutive jobs of $\tau_7$ are assigned to $P_3$. Thus, $\tau_7$ requires 14 units of time, or $7/20$ of the time, in $[5k,5(k+8))$, and the share allocated to it matches this need. However, as with $P_2$, the demand due to $\tau_7$ on $P_3$ over shorter intervals may deviate from its long-term share.

A job assignment pattern like the one described above can ensure that, over the long term, the demand of each migrating task on each processor is in accordance with the share allocated to it. However, as explained above, such an assignment pattern can result in a migrating task overloading a processor over short time intervals, leading to deadline misses for fixed tasks. Nevertheless, because a deadline miss of a job does not delay the next job release of the same task, this scheme also ensures, over the long term, that each fixed task executes at its prescribed rate (given by its utilization). Later in this section, we show that the amount by

Figure 5.5: Assignment of periodically released jobs of migrating task $\tau_7$ to processors $P_2$ and $P_3$. 

---

The first job of a synchronous, periodic task is released at time 0.
which fixed tasks can miss their deadlines due to the transient overload of migrating tasks is bounded.

A job assignment pattern similar to the one in Figure 5.5 can be defined for any migrating task. We draw upon some concepts of Pfair scheduling, described in Chapter 3, to derive formulas that can be used to determine such a pattern at run-time. Hence, before proceeding further, a brief digression on Pfair scheduling that reviews needed concepts is in order. (We stress that we are *not* using Pfair algorithms in our scheduling approach. We merely wish to borrow some relevant formulas from the Pfair scheduling literature.)

5.1.2.1 Digression: Review of Needed Pfair Scheduling Concepts

As discussed in Chapter 3, currently, Pfair scheduling [25] is the only known way of *optimally* scheduling recurrent real-time task systems on multiprocessors. Pfair algorithms achieve optimality by requiring each task to execute at a more uniform rate, given by its utilization, than mandated by the periodic or the sporadic task models. In fact, the allocation error at any time for optimal Pfair algorithms, in comparison to ideal fluid algorithms that can execute each task at its precise rate, is less than one time unit. It is also known that, in general, an allocation error lower than that guaranteed by Pfair, is not possible in practice [25]. Hence, we consider Pfair scheduling rules to be appropriate for distributing the jobs of migrating tasks.

Recall that in Pfair scheduling terminology, each task $T$ has an integer execution cost $T.e$, an integer period $T.p \geq T.e$, and a rational weight, $wt(T) \overset{\text{def}}{=} T.e/T.p$. (As mentioned in Chapter 3 in the context of Pfair scheduling, tasks are denoted using upper-case letters without subscripts.)

Recall also that under Pfair scheduling, each task $T$ is subdivided into a potentially infinite sequence of *subtasks*, each with an execution requirement of one quantum, and that the $i^{\text{th}}$ subtask of $T$, where $i \geq 1$. Each subtask $T_i$ of a synchronous, periodic task is associated with a *pseudo-release* $r(T_i)$ and a *pseudo-deadline* $d(T_i)$ defined as in (3.5) and (3.4), respectively, which are repeated here for convenience.

\[
\begin{align*}
    r(T_i) &= \left\lfloor \frac{i - 1}{wt(T)} \right\rfloor \\
    d(T_i) &= \left\lceil \frac{i}{wt(T)} \right\rceil 
\end{align*}
\]  

(5.3)  

(5.4)

Each subtask must be scheduled in the interval $[r(T_i), d(T_i))$, termed its *window*.

To guide us in the assignment of the jobs of a migratory task to its processors, we define
the notion of a complementary task.

**Definition 5.1:** Task $T$ is said to be complementary to $U$ iff $wt(U) = 1 - wt(T)$.

Tasks $T$ and $U$ shown in Figure 5.6 are complementary to one another. A partial Pfair schedule for these two tasks on one processor, in which the subtasks of $T$ are always scheduled in the last slots of their windows and those of $U$ in the first slots, is also shown. We call such a schedule a complementary schedule. By Lemma 5.1 below such a schedule is always possible for two complementary periodic tasks.

![Figure 5.6](image)

**Lemma 5.1** For any two synchronous, periodic tasks $T$ and $U$ that are complementary, a schedule in which every subtask of $T$ is scheduled in the first slot of its window and every subtask of $U$ in its last slot, or vice versa, is feasible on one processor.

**Proof:** To show that the lemma holds, it suffices to show the following: for all $t$, if $r(T_i) = t$ holds for some $i$, then there does not exist a $j$ such that $d(U_j) = t + 1$. (Here $t$ is a non-negative integer, and $i$ and $j$ are positive integers.) The contrapositive of the above assertion would then imply that for all $t$, if there exists a $j$ such that $d(U_j) = t + 1$, then there does not exist an $i$ for which $r(T_i) = t$. Hence, a schedule as described in the statement of the lemma would be feasible.

By (5.3), $r(T_i) = t$ implies that $\frac{i - 1}{wt(T)} = t$ holds. Therefore,

$$\frac{i - 1}{wt(T)} \geq t$$

$$\Rightarrow i \geq t \cdot wt(T) + 1$$
\[ t - i \leq t(1 - wt(T)) - 1 \]
\[ \Rightarrow \frac{t - i + 1}{1 - wt(T)} \leq t. \]  
(5.5)

Furthermore, by \( \left\lfloor \frac{i - 1}{wt(T)} \right\rfloor = t \), we also have the following.

\[ \frac{i - 1}{wt(T)} < t + 1 \]
\[ \Rightarrow i - 1 < wt(T) + t \cdot wt(T) \]
\[ \Rightarrow t - i + 1 + wt(T) > t(1 - wt(T)) \]
\[ \Rightarrow \frac{t - i + 1 + wt(T)}{1 - wt(T)} > t \]
\[ \Rightarrow \frac{t - i + 2}{1 - wt(T)} > t + 1 \]  
(5.6)

By (5.5) and (5.6), it follows that there does not exist an integer \( j \) for which \( \left\lceil \frac{j}{1 - wt(T)} \right\rceil = t+1 \) holds. By Definition 5.1, \( wt(U) = 1 - wt(T) \). Therefore, by (5.4), it follows that there does not exist a subtask \( U_j \) such that \( d(U_j) = t + 1 \) holds. 

With the above introduction to Pfair scheduling, we are now ready to present the details of distributing the jobs of a migrating task between its processors.

### 5.1.2.2 Assignment Rules for Jobs of Migrating Tasks

Let \( \tau_i \) be any migrating periodic task (we later relax the assumption that \( \tau_i \) is periodic) that is assigned shares \( s_{i,j} \) and \( s_{i,j+1} \) on processors \( P_j \) and \( P_{j+1} \), respectively. (Recall that every migrating task is assigned shares on two consecutive processors by Assign-Tasks.) As explained earlier, \( f_{i,j} \) and \( f_{i,j+1} \) (given by (5.2)) denote the fraction of the workload (i.e., the total execution requirement) of \( T \) that should be executed on \( P_j \) and \( P_{j+1} \), respectively, in the long run. By (P1), the total share allocated to \( \tau_i \) on \( P_j \) and \( P_{j+1} \) is \( u_i \). Hence, by (5.2), it follows that

\[ f_{i,j} + f_{i,j+1} = 1. \]  
(5.7)

Assuming that the execution cost and period of every task are rational numbers (which can be expressed as a ratio of two integers), \( u_i, s_{i,j}, \) and hence, \( f_{i,j} \) and \( f_{i,j+1} \) are also rational numbers. Let \( f_{i,j} = \frac{x_{i,j}}{y_i} \), where \( x_{i,j} \) and \( y_i \) are positive integers that are relatively prime.
Then, by (5.7), it follows that
\[ f_{i,j} + 1 = y_i - x_{i,j} y_i. \]
Therefore, one way of distributing the workload of \( \tau_i \) between \( P_j \) and \( P_{j+1} \) that is commensurate with the shares of \( \tau_i \) on the two processors would be to assign \( x_{i,j} \) out of every \( y_i \) jobs to \( P_j \) and the remaining jobs to \( P_{j+1} \).

Rather than arbitrarily choosing the \( x_{i,j} \) jobs to assign to \( P_j \), we borrow from the aforementioned concepts of \( \text{PFair} \) scheduling to guide in the distribution of jobs. For illustration, consider a migrating task \( \tau_i \) with utilization \( \frac{3}{8} \) that is assigned shares \( s_{i,j} = \frac{1}{5} \) and \( s_{i,j+1} = \frac{7}{40} \) on \( P_j \) and \( P_{j+1} \), respectively. Hence, \( f_{i,j} = \frac{8}{15} \) and \( f_{i,j+1} = \frac{7}{15} \) hold. Therefore, one way of distributing \( \tau_i \)'s jobs would be to assign the first eight of jobs \( 15k + 1, \ldots, (15k + 15) \), for all \( k \geq 0 \), to \( P_j \), and the remaining jobs to \( P_{j+1} \). Though such a strategy is reasonable (and perhaps among the best) for the example in Figure 5.5, the distribution may be significantly uneven over short durations for some task systems, such as the present example, and the transient overload that ensues may be quite excessive. As we shall see, a more even distribution of jobs can be obtained by applying \( \text{PFair} \) rules.

If we let two fictitious periodic \( \text{PFair} \) tasks \( V \) and \( W \) correspond to processors \( P_j \) and \( P_{j+1} \), respectively, let \( f_{i,j} \) and \( f_{i,j+1} \) denote their weights, and let a quantum span \( p_i \) time units, then the following analogy can be made between the jobs of the migrating task \( \tau_i \) and the subtasks of the fictitious tasks \( V \) and \( W \). First, slot \( s \) can be associated with job \( s + 1 \) in that slot \( s \) represents the interval in which the \( (s + 1) \)st job of \( \tau_i \), which is released at the beginning of that slot, needs to be scheduled. (Recall that slots are numbered starting from 0.) This is illustrated in Figure 5.7(a), which depicts the layouts of subtasks in the first period of \( V \) and \( W \) for the example mentioned above, and a complementary schedule for those subtasks on a fictitious processor. Refer to “slots” and “jobs” marked beneath the time line. Continuing with the analogy, subtask \( V_g \) represents the \( g \)th job assigned to \( P_j \) (of the jobs of \( \tau_i \)); that is, exactly one of the jobs that correspond to slots \( r(V_g), \ldots, d(V_g) - 1 \) should be assigned as the \( g \)th job of \( P_j \). Similarly, subtask \( W_h \) represents the \( h \)th job assigned to \( P_{j+1} \). Finally, if subtask \( V_g \) (resp., \( W_h \)) is scheduled in slot \( s \) (on a fictitious processor), then the \( (s + 1) \)st job of \( \tau_i \) should be assigned to \( P_j \) (resp., \( P_{j+1} \)). In other words, job \( s + 1 \) is assigned to the processor that corresponds to the \( \text{PFair} \) task that is scheduled in slot \( s + 1 \). Referring to Figure 5.7(a), since subtask \( V_1 \) is scheduled in slot 0, the first job of \( \tau_i \) is assigned to \( P_j \). Similarly, since subtasks of \( V \) are scheduled in slots 1, 3, 5, 7, 9, 11, and 13, jobs 2, 4, 6, 8, 10, 12, and 14 of \( \tau_i \) are assigned to \( P_j \), and since subtasks of \( W \) are scheduled in slots 2, 4, 6, 8, 10, 12, and 14, jobs 3, 5, 7, 9, 11, 13, and 15 of \( \tau_i \) are assigned to \( P_{j+1} \).

By Definition 5.1 and (5.7), \( \text{PFair} \) tasks \( V \) and \( W \) are complementary. Therefore, by
Figure 5.7: Complementary Pfair schedule for tasks $V$ and $W$ with weights $f_{i,j} = 8/15$ and $f_{i,j+1} = 7/15$, respectively, that guides the assignment of jobs of task $\tau_i(3,8)$ to processors $P_i$ and $P_{i+1}$. Subtasks in the first period, $[0,15)$, of $V$ and $W$ are shown. The pattern repeats for every period. Slot $k$ corresponds to job $k+1$ of $\tau_i$. The slot in which a subtask is scheduled is indicated by an “X.” (a) The jobs of $\tau_i$ are released periodically. (b) The seventh job of $\tau_i$ is delayed by 28 time units.
Lemma 5.1, a complementary schedule for $V$ and $W$ in which the subtasks of $V$ are scheduled in the first slot of their windows and those of $W$ in the last slot of their windows is feasible. Further, because $wt(V) + wt(W) = 1$, some subtask is scheduled in each slot. Hence, the following holds.

(A1) Exactly one of the subtasks of $V$ and $W$ is scheduled in each slot.

Accordingly, we consider a job assignment policy in which the job of $\tau_i$ corresponding to the first slot in the window of subtask $V_g$ is assigned as the $g^{th}$ job of $\tau_i$ to $P_j$ and the job of $\tau_i$ corresponding to the last slot in the window of subtask $W_h$ is assigned as the $h^{th}$ job of $\tau_i$ to $P_{j+1}$, for all $g$ and $h$. By (A1), this policy satisfies the following property.

(A2) Each job of $\tau_i$ is assigned to exactly one of $P_j$ and $P_{j+1}$.

More generally, we can use the formula for the release time of a subtask given by (5.3) for job assignments. Let $job_i$ denote the total number of jobs released by task $\tau_i$ prior to time $t$ and let $job_{i,j}$ denote the total number of jobs of $\tau_i$ that have been assigned to $P_j$ before $t$. Let $p_{i,\ell}$ denote the processor to which job $\ell$ of task $\tau_i$ is assigned. Then, the processor to which job $job_i + 1$, released at or after time $t$, is assigned is determined as follows.

$$p_{i,job_i+1} = \begin{cases} j, & \text{if } job_i = \left\lfloor \frac{job_{i,j}}{f_{i,j}} \right\rfloor \\ j + 1, & \text{otherwise} \end{cases}$$

(5.8)

As before, let $f_{i,j}$ and $f_{i,j+1}$ be the weights of two fictitious Pfair tasks $V$ and $W$, respectively. Then, by (5.3), $t_r = \left\lfloor \frac{job_{i,j}}{f_{i,j}} \right\rfloor$ denotes the release time of subtask $V_{job_{i,j+1}}$ of task $V$. Thus, (5.8) assigns to $P_j$ the job that corresponds to the first slot in the window of subtask $V_g$ as the $g^{th}$ job of $\tau_i$ on $P_j$, for all $g$. (Recall that the index of the job of the migrating periodic task $\tau_i$ that is released in slot $t_r$ is given by $t_r + 1$.) Because the sum of the weights of the two tasks is one, Lemma 5.1 implies that if $t_r$ is not the release time of any subtask of $V$, then $t_r + 1$ is the deadline of some subtask of $W$. Thus, (5.8) ensures that the job that corresponds to the last slot in the window of subtask $W_h$ is assigned as the $h^{th}$ job of $\tau_i$ on $P_{j+1}$, for all $h$.

Thus far in our discussion, to simplify the presentation, we have assumed that the job releases of task $\tau_i$ are periodic. However, note that the job assignment given by (5.8) is independent of “real” time and is based on job numbers only. Hence, assigning jobs using (5.8) should be sufficient to ensure (A2) even when $\tau_i$ is sporadic. This is illustrated in Figure 5.7.

Here, we assume that $\tau_i$ is a sporadic task, whose seventh job release is delayed, by 28 time
units, to time 76 from time 48. As far as $\tau_i$ is concerned, the interval $[48, 76)$ is “frozen” and the job assignment resumes at time 76. As indicated in the figure, in any such interval in which activity is suspended for a migrating task $\tau_i$, no jobs of $\tau_i$ are released. Furthermore, the deadlines of all jobs of $\tau_i$ released before the frozen interval fall at or before the beginning of the interval.

We next prove a property that bounds from above the number of jobs of a migrating task assigned to each of its processors by the job assignment rule given by (5.8).

**Lemma 5.2** Let $\tau_i$ be a migrating task that is assigned to processors $P_j$ and $P_{j+1}$. The number of jobs out of any consecutive $\ell \geq 0$ jobs of $\tau_i$ that are assigned to $P_j$ and $P_{j+1}$ is at most $\lceil \ell \cdot f_{i,j} \rceil$ and $\lceil \ell \cdot f_{i,j+1} \rceil$, respectively.

**Proof:** We first prove the lemma for the number of jobs assigned to $P_j$. We begin by claiming the following.

**(J)** Exactly $\lceil \ell_0 \cdot f_{i,j} \rceil$ of the first $\ell_0$ jobs of $\tau_i$ are assigned to $P_j$.

**(J)** holds trivially when $\ell_0 = 0$. Therefore, assume $\ell_0 \geq 1$. Let $q$ denote the total number of jobs of the first $\ell_0$ jobs of $\tau_i$ that are assigned to $P_j$. (By (5.8), the first job of $\tau_i$ is assigned to $P_j$, hence, $q \geq 1$ holds.) Then, there exists an $\ell' \leq \ell_0$ such that job $\ell'$ of $\tau_i$ is the $q$th job of $\tau_i$ assigned to $P_j$. Therefore, by (5.8),

$$\ell' - 1 = \left\lfloor \frac{q - 1}{f_{i,j}} \right\rfloor$$

(5.9)

holds. (Note that $\text{job}_i$ of (5.8) denotes the number of jobs of $\tau_i$ that have already been distributed, and hence, is equal to $\ell - 1$ here. Similarly, $\text{job}_{i,j}$ denotes the number of jobs already assigned to $P_j$, and so is equal to $q - 1$.) $\ell$, $\ell'$, and $q$ denote job numbers or counts, and hence are all non-negative integers. By (5.9), we have

$$\frac{q - 1}{f_{i,j}} \geq \ell' - 1 \implies q - 1 \geq (\ell' - 1) \cdot f_{i,j} \implies q > \ell' \cdot f_{i,j} \quad \text{(because } f_{i,j} < 1), \quad (5.10)$$

and

$$\frac{q - 1}{f_{i,j}} < \ell' \implies q - 1 < \ell' \cdot f_{i,j} \implies q < \ell' \cdot f_{i,j} + 1. \quad (5.11)$$

Because $q$ is an integer, by (5.10) and (5.11), we have

$$q = \lceil \ell' \cdot f_{i,j} \rceil. \quad (5.12)$$
If \( \ell' = \ell_0 \) holds, then (J) follows from (5.12) and our definition of \( q \). On the other hand, to show that (J) holds when \( \ell' < \ell_0 \), we must show that \( q = [\hat{\ell} \cdot f_{i,j}] \) holds for all \( \hat{\ell} \), where \( \ell' < \hat{\ell} \leq \ell_0 \). (Note that \( \hat{\ell} \) is an integer.) By the definitions of \( q \), \( \ell' \), and \( \ell_0 \), \( q \) of the first \( \ell' \) jobs of \( \tau_i \) are assigned to \( P_j \), and none of the jobs \( \ell' + 1 \) through \( \ell_0 \) is assigned to \( P_j \). Therefore, by (5.8), it follows that \( \hat{\ell} - 1 < \left\lceil \frac{q}{f_{i,j}} \right\rceil \) holds for all \( \hat{\ell} \), where \( \ell' < \hat{\ell} \leq \ell_0 \). (As before, because \( \hat{\ell} \) is the index of the next job of \( \tau_i \) to be distributed, job of (5.8) equals \( \hat{\ell} - 1 \). However, since the number of jobs already assigned to \( P_j \) is \( q \), job to (5.8) equals \( \hat{\ell} - 1 \).) Thus, we have the following, for all \( \hat{\ell} \), where \( \ell' < \hat{\ell} \leq \ell_0 \).

\[
\left\lceil \frac{q}{f_{i,j}} \right\rceil > \hat{\ell} - 1 \Rightarrow \frac{q}{f_{i,j}} \geq \hat{\ell} \Rightarrow \frac{q}{f_{i,j}} \geq \hat{\ell} \Rightarrow q \geq \hat{\ell} \cdot f_{i,j} \Rightarrow q \geq \left\lceil \hat{\ell} \cdot f_{i,j} \right\rceil
\]

(because \( q \) is an integer) (5.13)

By (5.12) and because \( \hat{\ell} > \ell' \) holds, (5.13) implies that \( \left\lceil \hat{\ell} \cdot f_{i,j} \right\rceil = \left\lceil \ell' \cdot f_{i,j} \right\rceil = q \).

To complete the proof for \( P_j \), we show that at most \( \left\lceil \ell \cdot f_{i,j} \right\rceil \) of any consecutive \( \ell \) jobs of \( \tau_i \) are assigned to \( P_j \). Let \( J \) represent jobs \( \ell_0 + 1 \) to \( \ell_0 + \ell \) of \( \tau_i \), where \( \ell_0 \geq 0 \). Then, by (J), exactly \( \left\lfloor \ell_0 \cdot f_{i,j} \right\rfloor \) of the first \( \ell_0 \) jobs and \( \left\lfloor (\ell_0 + \ell) \cdot f_{i,j} \right\rfloor \) of the first \( \ell_0 + \ell \) jobs of \( \tau_i \) are assigned to \( P_j \). Therefore, the number of jobs belonging to \( J \) that are assigned to \( P_j \), denoted \( \text{Jobs}(J, j) \), is given by

\[
\text{Jobs}(J, j) = \left\lfloor (\ell_0 + \ell) \cdot f_{i,j} \right\rfloor - \left\lfloor \ell_0 \cdot f_{i,j} \right\rfloor \leq \left\lfloor \ell_0 \cdot f_{i,j} \right\rfloor + \left\lceil \ell \cdot f_{i,j} \right\rceil - \left\lfloor \ell_0 \cdot f_{i,j} \right\rfloor = \left\lceil \ell \cdot f_{i,j} \right\rceil,
\]

which proves the lemma for the number of jobs assigned to \( P_i \). (The second step in the above derivation follows from \( \left\lfloor x + y \right\rfloor \leq \left\lfloor x \right\rfloor + \left\lfloor y \right\rfloor \).

Finally, we are left with proving the lemma for \( P_{j+1} \). By the job assignment rule in (5.8), every job of \( \tau_i \) is assigned to exactly one of \( P_j \) and \( P_{j+1} \). Therefore (J) implies that exactly \( \ell_0 - \left\lfloor \ell_0 \cdot f_{i,j} \right\rfloor \) of the first \( \ell_0 \) jobs of \( \tau_i \) are assigned to \( P_{j+1} \). Hence, the number of jobs belonging to \( J \) that are assigned to \( P_{j+1} \) is given by

\[
\text{Jobs}(J, j + 1) = (\ell_0 + \ell) - \left\lfloor (\ell_0 + \ell) \cdot f_{i,j} \right\rfloor = \ell - \left\lfloor (\ell_0 + \ell) \cdot f_{i,j} \right\rfloor + \left\lfloor \ell_0 \cdot f_{i,j} \right\rfloor \leq \ell - \left\lfloor \ell_0 \cdot f_{i,j} \right\rfloor - \left\lfloor \ell \cdot f_{i,j} \right\rfloor + \left\lfloor \ell_0 \cdot f_{i,j} \right\rfloor \quad \text{(because } \left\lfloor x + y \right\rfloor \geq \left\lfloor x \right\rfloor + \left\lfloor y \right\rfloor) \\
\leq \ell - \ell \cdot f_{i,j} + 1.
\]
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Because Jobs(J, j + 1) is an integer, the above implies that Jobs(J, j + 1) ≤ ⌈ℓ · f_{i,j+1}⌉, completing the proof.

We are now ready to derive a tardiness bound for EDF-fm.

5.1.3 Tardiness Bound for EDF-fm

As discussed earlier, jobs of migrating tasks do not miss their deadlines under EDF-fm. Also, if no migrating task is assigned to processor $P_k$, then the fixed tasks on $P_k$ do not miss their deadlines. Hence, our analysis is reduced to determining the maximum amount by which a job of a fixed task may miss its deadline on each processor $P_k$ in the presence of migrating jobs. We assume that two migrating tasks, denoted $\tau_i$ and $\tau_j$, are assigned to $P_k$. (A tardiness bound with only one migrating task can be deduced from that obtained with two migrating tasks.) We prove the following.

(L) The tardiness of a fixed task $\tau_q$ assigned to $P_k$ is at most $\Delta$, where

$$\Delta = \frac{e_i(f_{i,k} + 1) + e_j(f_{j,k} + 1) - p_q(1 - \rho_k)}{1 - s_{i,k} - s_{j,k}}.$$ (5.14)

The proof is by contradiction. Contrary to (L), assume that job $\tau_{q,\ell}$ of a fixed task $\tau_q$ assigned to $P_k$ has a tardiness exceeding $\Delta$. We use the following notation to assist with our analysis. System start time is taken to be zero and the processor is assumed to be idle before time zero.

\begin{align*}
  t_d & \overset{\text{def}}{=} \text{absolute deadline of job } \tau_{q,\ell} \\
  t_c & \overset{\text{def}}{=} t_d + \Delta \\
  t_0 & \overset{\text{def}}{=} \text{latest instance } t_c \text{ such that at } t_0 - \epsilon, P_k \text{ either is idle or is executing a job of a fixed task with a deadline later than } t_d
\end{align*}

(5.15) (5.16)

Note that by the definition of $t_0$, $P_k$ either is idle or executes a job of a fixed task with deadline later than $t_d$ at $t_0 - \epsilon$. By our assumption that job $\tau_{q,\ell}$ with absolute deadline at $t_d$ has a tardiness exceeding $\Delta$, it follows that $\tau_{q,\ell}$ does not complete execution at or before $t_c = t_d + \Delta$.

Let $\tau^f_k$ and $\tau^m_k$ denote the sets of all fixed and migrating tasks, respectively, that are assigned to $P_k$. (Note that $\tau_k^m = \{\tau_i, \tau_j\}$.) Let demand($\tau, t_0, t_c$) denote the maximum time that
jobs of tasks in \( \tau \) could execute in the interval \([t_0,t_c)\) on Processor \( P_k \). Under the assumption that \( \tau_{q,\ell} \) does not complete executing at \( t_c \). We first determine demand(\( \tau^m_k \), \( t_0, t_c \)) and demand(\( \tau^f_k \), \( t_0, t_c \)).

By (5.16) and because migrating tasks have a higher priority than fixed tasks under EDF-fm, jobs of \( \tau_i \) and \( \tau_j \) that are released before \( t_0 \) and are assigned to \( P_k \) complete executing at or before \( t_0 \). Thus, every job of \( \tau_i \) or \( \tau_j \) that executes in \([t_0,t_c)\) on \( P_k \) is released in \([t_0,t_c)\). Also, every job released in \([t_0,t_c)\) and assigned to \( P_k \) places a demand for execution in \([t_0,t_c)\). The number of jobs of \( \tau_i \) that are released in \([t_0,t_c)\) is at most \( \lceil \frac{t_c-t_0}{p_i} \rceil \). By Lemma 5.2 at most \( \left[f_{i,k}\left\lceil \frac{t_c-t_0}{p_i} \right\rceil \right] \leq f_{i,k}\left(\frac{t_c-t_0}{p_i} + 1\right) + 1 \) of all the jobs of \( \tau_i \) released in \([t_0,t_c)\) are assigned to \( P_k \). Similarly, the number of jobs of \( \tau_j \) that are assigned to \( P_k \) of all jobs of \( \tau_i \) released in \([t_0,t_c)\) is at most \( f_{j,k}\left(\frac{t_c-t_0}{p_j} + 1\right) + 1 \). Each job of \( \tau_i \) executes for at most \( e_i \) time units and that of \( \tau_j \) for \( e_j \) time units. Therefore,

\[
\text{demand}(\tau^m_k, t_0, t_c) \leq \left(f_{i,k}\left(\frac{t_c-t_0}{p_i} + 1\right) + 1\right) \cdot e_i + \left(f_{j,k}\left(\frac{t_c-t_0}{p_j} + 1\right) + 1\right) \cdot e_j = s_{i,k}(t_c-t_0) + e_i(f_{i,k}+1) + s_{j,k}(t_c-t_0) + e_j(f_{j,k}+1) \quad (5.17)
\]

(by (5.2) and simplification).

By (5.14)–(5.16), and our assumption that the tardiness of \( \tau_{q,\ell} \) exceeds \( \Delta \), any job of a fixed task that executes on \( P_k \) in \([t_0,t_c)\) is released at or after \( t_0 \) and has a deadline at or before \( t_d \). The number of such jobs of a fixed task \( \tau_f \) is at most \( \lceil \frac{t_d-t_0}{p_f} \rceil \). Therefore,

\[
\text{demand}(\tau^f_k, t_0, t_c) \leq \sum_{\tau_f \in \tau^f_k} \left(\frac{t_d-t_0}{p_f}\right) \cdot e_f \\
\leq (t_d-t_0) \sum_{\tau_f \in \tau^f_k} e_f \leq (t_d-t_0)(\rho_k - s_{i,k} - s_{j,k}) \quad \text{(by (P3)).} \quad (5.18)
\]

By (5.17) and (5.18), we have the following.

\[
\text{demand}(\tau^f_k \cup \tau^m_k, t_0, t_c) = (s_{i,k} + s_{j,k})(t_c-t_0) + e_i(f_{i,k}+1) + s_{j,k}(t_c-t_0) + e_j(f_{j,k}+1) + (t_d-t_0)(\rho_k - s_{i,k} - s_{j,k}) \\
= (s_{i,k} + s_{j,k})(t_c-t_0) + (s_{i,k} + s_{j,k})(t_0-t_d) + e_i(f_{i,k}+1) + e_j(f_{j,k}+1) + (t_d-t_0)(\rho_k) \\
= (s_{i,k} + s_{j,k})(t_c-t_d) + e_i(f_{i,k}+1) + e_j(f_{j,k}+1) + \rho_k(t_d-t_0)
\]
Because \( \tau_{q,\ell} \) does not complete executing by time \( t_c \), it follows that the total processor time available in the interval \( [t_0, t_c) = t_c - t_0 < demand(\tau^f_k \cup \tau^m_k, t_0, t_c) \), i.e.,

\[
t_c - t_0 < (s_{i,k} + s_{j,k})(t_c - t_d) + e_i(f_{i,k} + 1) + e_j(f_{j,k} + 1) + \rho_k(t_d - t_0)
\]

\[
= (s_{i,k} + s_{j,k})(t_c - t_d) + e_i(f_{i,k} + 1) + e_j(f_{j,k} + 1) + (t_d - t_0)
\]

\[
- (1 - \rho_k)(t_d - t_0)
\]

\[
\Rightarrow t_c - t_d < (s_{i,k} + s_{j,k})(t_c - t_d) + e_i(f_{i,k} + 1) + e_j(f_{j,k} + 1) - (1 - \rho_k)(t_d - t_0)
\]

\[
\leq (s_{i,k} + s_{j,k})(t_c - t_d) + e_i(f_{i,k} + 1) + e_j(f_{j,k} + 1) - p_q(1 - \rho_k)
\]

(\( \tau_{q,\ell} \) is released at or after \( t_0 \) and has a deadline at \( t_d \), hence \( t_d - t_0 \geq p_q \))

\[
\Rightarrow t_c - t_d < \frac{e_i(f_{i,k} + 1) + e_j(f_{j,k} + 1) - p_q(1 - \rho_k)}{1 - s_{i,k} - s_{j,k}} = \Delta. \quad (5.19)
\]

The above contradicts \( (5.15) \), and hence our assumption that the tardiness of \( \tau_{q,\ell} \) exceeds \( \Delta \) is incorrect. Therefore, (L) follows.

If only one migrating task \( \tau_i \) is assigned to \( P_k \), then \( e_j \) and \( s_{j,k} \) are zero. Hence, a tardiness bound for any fixed task on \( P_k \) is given by

\[
\frac{e_i(f_{i,k} + 1) - p_q(1 - \rho_k)}{1 - s_{i,k}}. \quad (5.20)
\]

If we let \( m_{k,\ell} \), where \( 1 \leq \ell \leq 2 \) denote the indices of the migrating tasks assigned to \( P_k \), then by (L), a tardiness bound for EDF-fm is given by the following theorem. (If one or no migrating task is assigned to \( P_k \), then \( m_{k,2} \) and \( m_{k,1} \) are to be taken to be zero, as are \( e_0, f_{0,k} \), and \( s_{0,k} \).)

**Theorem 5.1** On \( M \) processors, Algorithm EDF-fm ensures a tardiness of at most

\[
\frac{e_{m_{k,1}}(f_{m_{k,1},k} + 1) + e_{m_{k,2}}(f_{m_{k,2},k} + 1) - p_q(1 - \rho_k)}{1 - s_{m_{k,1},k} - s_{m_{k,2},k}} \quad (5.21)
\]

for every task \( \tau_q \) in \( \tau \) where \( U \text{sum}(\tau) \leq \sum_{i=1}^{M} \rho_i \) and \( u_{\text{max}}(\tau) \leq \min(1/2, \min_{1 \leq i \leq N} \rho_i) \), and \( \tau_q \) is assigned to \( P_k \).

Because \( (5.21) \) can be computed in constant time, the overall time complexity of computing a tardiness bound for \( \tau \) is \( O(N) \). \( (5.21) \) increases as the execution costs and shares of the migrating tasks assigned to \( P_k \) increase, and could be high if the share of each migrating task is close to 1/2. However, because all tasks are light, in practice the sum of the shares of the
migrating tasks assigned to a processor can be expected to be less than 1/2. Theorem 5.1 also suggests that the tardiness that results in practice could be reduced by choosing the set of migrating tasks carefully. Tardiness can also be reduced by distributing smaller pieces of work of migrating tasks than entire jobs. Some such techniques and heuristics are discussed in the next section.

5.2 Tardiness Reduction Techniques for EDF-fm

The problem of assigning tasks to processors such that the tardiness bound given by (5.21) is minimized is a combinatorial optimization problem with exponential time complexity. Hence, in this section, we propose methods and heuristics that can lower tardiness. We consider the technique of period transformation [99] as a way of distributing the execution of jobs of migrating tasks more evenly over their periods in order to reduce their adverse impact on fixed tasks. We also propose task assignment heuristics that can reduce the fraction of a processor’s capacity consumed by migrating tasks. Finally, we show how to compute more accurate bounds than that given by (5.21) at the expense of more complex computations.

5.2.1 Job Slicing

The tardiness bound of EDF-fm given by Theorem 5.1 is in multiples of the execution costs of migrating tasks. This is a direct consequence of statically prioritizing migrating tasks over fixed tasks and the overload (in terms of the number of jobs) that a migrating task may place on a processor over short intervals. The deleterious effect of this approach on jobs of fixed tasks can be mitigated by “slicing” each job of a migrating task into sub-jobs that have lower execution costs, assigning appropriate deadlines to the sub-jobs, and distributing and scheduling sub-jobs in the place of whole jobs. For example, every job of a task with an execution cost of 4 time units and relative deadline of 10 time units can be sliced into two sub-jobs with execution cost and relative deadline of 2 and 5, respectively, per sub-job, or four sub-jobs with an execution cost of 1 and relative deadline of 2.5, per sub-job. Such a job-slicing approach, termed period transformation, was proposed by Sha and Goodman [99] in the context of RM scheduling on uniprocessors. Their purpose was to boost the priority of tasks that have larger periods, but are more important than some other tasks with shorter periods, and thus ensure that the more important tasks do not miss deadlines under overloads. However, with the job-slicing approach under EDF-fm, it may be necessary to migrate a job between its processors, and EDF-fm loses
the property that a task that migrates does so only across job boundaries. Thus, this approach presents a trade-off between tardiness and migration overhead.

5.2.2 Task-Assignment Heuristics

Another way of lowering the actual tardiness observed in practice would be to lower the total share \( s_{m_{k,1},k} + s_{m_{k,2},k} \) assigned to the migrating tasks on any processor \( P_k \). In the task assignment algorithm Assign-Tasks of Figure 5.1 if a low-utilization task is ordered between two high-utilization tasks, then it is possible that \( s_{m_{k,1},k} + s_{m_{k,2},k} \) is arbitrarily close to one. For example, consider tasks \( \tau_{i-1}, \tau_i, \) and \( \tau_{i+1} \) with utilizations \( \frac{1-\epsilon}{2}, 2\epsilon, \) and \( \frac{1-\epsilon}{2} \), respectively, and a task assignment wherein \( \tau_{i-1} \) and \( \tau_{i+1} \) are the migrating tasks of \( P_k \) with shares of \( \frac{1-2\epsilon}{2} \) each, and \( \tau_i \) is the only fixed task on \( P_k \). Such an assignment, which can delay \( \tau_i \) excessively if the periods of \( \tau_{i-1} \) and \( \tau_{i+1} \) are large, can be easily avoided by ordering tasks by (monotonically) decreasing utilization prior to the assignment phase. Note that with tasks ordered by decreasing utilization, of all the tasks not yet assigned to processors, the one with the highest utilization is always chosen as the next migrating task. Hence, we call this assignment scheme highest utilization first, or HUF. An alternative lowest utilization first, or LUF, scheme can be defined that assigns fixed tasks in the order of (monotonically) decreasing utilization, but chooses the task with the lowest utilization of all the unassigned tasks as the next migrating task. Such an assignment can be accomplished using the following procedure when a migrating task needs to be chosen: traverse the unassigned task array in reverse order starting from the task with the lowest utilization and choose the first task whose utilization is at least the capacity available in the current processor. In general, this scheme can be expected to lower the shares of migrating tasks. However, because the unassigned tasks have to be scanned each time a migrating task is chosen, the time complexity of this scheme increases to \( O(NM) \) (from \( O(N) \)). This complexity can be reduced to \( O(N + M \log N) \) by adopting a binary-search strategy.

A third task-assignment heuristic, called lowest execution-cost first, or LEF, which is similar to LUF, can be defined by ordering tasks by execution costs, as opposed to utilizations. Fixed tasks are chosen in non-increasing order of execution costs; the unassigned task with the lowest execution cost, whose utilization is at least that of the available capacity in the current processor, is chosen as the next migrating task. The experiments reported in the next section show that LEF actually performs the best of these three task-assignment heuristics and that when combined with the job-slicing approach, can reduce tardiness dramatically in practice.
5.2.3 Including Heavy Tasks

The primary reason for restricting all tasks to be light is to prevent the total utilization $u_i + u_j$ of the two migrating tasks $\tau_i$ and $\tau_j$ assigned to a processor from exceeding one. (As already noted, ensuring that migrating tasks do not miss their deadlines may not be possible otherwise.) However, if the number of heavy tasks is small in comparison to the number of light tasks, then it may be possible to avoid an undesirable assignment as described. In the simulation experiments discussed in Section 5.3 with no restrictions on per-task utilizations, the LUF approach could successfully assign approximately 78% of one million randomly-generated task sets on 4 processors. The success ratio dropped to approximately one-half when the number of processors increased to 16.

5.2.4 Processors with One Migrating Task

If the number of migrating tasks assigned to a processor $P_k$ is one, then the commencement of the execution of a job $\tau_{i,j}$ of the only migrating task $\tau_i$ of $P_k$ can be postponed to time $d(\tau_{i,j}) - e_i$, where $d(\tau_{i,j})$ is the absolute deadline of job $\tau_{i,j}$ (instead of beginning its execution immediately upon its arrival). This would reduce the maximum tardiness of the fixed tasks on $P_k$ to $(e_i - p_q(1 - \rho_k))/(1 - s_{i,k})$ (from the value given by (5.20)). The reasoning is as follows. From the analysis in Section 5.1.3, tardiness of fixed tasks is bounded when the migrating task is not deferred, and hence, by the same analysis, is guaranteed to be bounded with deferred execution. This in turn implies that an arbitrary job of any fixed task completes execution. Taking $t_c$ as the completion time of job $\tau_{q,\ell}$ when all the jobs execute for their worst-case execution times, where $\tau_{q,\ell}$ is as defined in Section 5.1.3 no job of $\tau_i$ with deadline later than $t_c$ executes before $t_c$. (This is because, under deferred execution, each job of $\tau_i$ completes executing at its deadline. Hence, if $\tau_{q,\ell}$ completes execution at $t_c$, then neither is $t_c$ the deadline of any job of $\tau_i$ nor does the first job with deadline after $t_c$ commence execution by $t_c$.) Therefore, the number of jobs of $\tau_i$ released in the interval $[t_0, t_c)$ that can impact $\tau_{q,\ell}$ is at most $\left\lfloor \frac{t_c - t_0}{p_i} \right\rfloor \leq \frac{t_c - t_0}{p_i}$. This is one fewer job than that possible in the absence of deferred execution, which helps lower the tardiness bound derived by $\frac{e_i f_{i,k}}{1 - s_{i,k}}$. (Because tasks are independent and are preemptable, tardiness is guaranteed to not increase when one or more jobs execute for less than their worst-case execution times.) This technique is likely to be particularly effective on two-processor systems, where each processor would be assigned at most one migrating task only under EDF-fm, and on three-processor systems, where at most
one processor would be assigned two migrating tasks.

5.2.5 Computing More Accurate Tardiness Bounds

Thus far in this section, we have discussed some techniques that can be used to lower the tardiness observed in practice and the bound computed using (5.21). We now describe how a more accurate tardiness bound can be computed for a given task assignment.

One major source of pessimism in the bound is the approximation of ceiling and floor operations during the analysis. This could be eliminated at the expense of more complex computations, wherein a bound is computed by iteratively computing a worst-case response time\(^3\) for each task. The approach is similar to the time-demand [77] and the generalized time-demand analyses [75] used in conjunction with static-priority algorithms, and the response-time analysis developed for systems scheduled under EDF on uniprocessors [102].

Before continuing further, some definitions are in order. An interval \([t_1, t_2]\) is said to be busy for Processor \(P_k\) if the following hold. (In the description of a busy interval that follows, by \(P_k\)’s tasks, we refer to both its fixed and migrating tasks, and by jobs of \(P_k\)’s migrating tasks, we refer to jobs that are assigned to \(P_k\).) (i) No job of any of \(P_k\)’s tasks that is released before \(t_1\) is pending at \(t_1\); (ii) one or more jobs of \(P_k\)’s tasks are released at \(t_1\); and (iii) \(t_2\) is the earliest time after \(t_1\) such that no job released before \(t_2\) is pending. Note that (i)–(iii) imply that \(P_k\) is continuously busy in \([t_1, t_2]\). A busy interval \([t_1, t_2]\) is said to be in-phase for a fixed task \(\tau_i\) if a job of \(\tau_i\) is released at \(t_1\) and in-phase for a migrating task \(\tau_i\) if a job of \(\tau_i\) that begins a worst-case assignment sequence for \(P_k\) is released at \(t\). By Lemma 5.2 at most \([\ell \cdot f_{i,k}]\) of any \(\ell\) consecutive jobs of a migrating task \(\tau_i\) are assigned to \(P_k\). Therefore, \([t_1, t_2]\) is in-phase for \(\tau_i\) if some job of \(\tau_i\) is released at \(t_1\), and if \([\ell_t \cdot f_{i,k}]\) of the jobs of \(\tau_i\) are assigned to \(P_k\) in the interval \([t_1, t]\) for all \(t_1 \leq t < t_2\), where \(\ell_t\) denotes the number of jobs of \(\tau_i\) released in that interval. A busy interval is said to be tight if all tasks release jobs as early as permissible after the release of their first jobs in the interval.

In [102], the following has been shown for a task system scheduled under EDF on a uniprocessor: The largest response time of any job of a task \(\tau_i\) (all tasks are fixed on a uniprocessor) released in a tight, busy interval that is in-phase for every task except perhaps \(\tau_i\) is not lower than that of any job of \(\tau_i\) released in any busy interval. Under EDF-fm, the same can be

---

\(^3\)The response time of a job is the difference between the time it completes execution and the time it is released.
shown to hold for every fixed task. The reasoning is transformation-based and is as follows: By definition, no job is pending at the beginning of a busy interval; hence, transforming a busy interval that is not in-phase for a task $\tau_j$ (which is either fixed or migrating), by shifting left its jobs released in the interval, such that $\tau_j$ is in-phase, cannot decrease the demand due to $\tau_j$ in the busy interval that can compete with $\tau_i$’s jobs. In other words, since the interval is busy, the total competing work for $\tau_i$’s jobs cannot decrease. Similarly, the demand due to $\tau_j$ cannot decrease if its job releases are made tight, i.e., if $\tau_j$’s jobs are released as early as permissible.

From generalized time-demand analysis for static-priority systems, we know that the worst-case response time for any job of $\tau_i$ occurs in a busy interval that is tight and is in-phase for $\tau_i$ and every higher-priority task. However, as implied by the discussion in the previous paragraph, under both EDF and EDF-fm, the worst case for $\tau_i$ need not be in a busy interval that is in-phase for $\tau_i$. So, to compute a worst-case response time, and, hence, a tardiness bound for $\tau_i$, all possible phasings of $\tau_i$ need to be considered. (Formally, $\tau_i$ is said to have a phase $\phi_i$ with respect to a busy interval $[t_1, t_2)$, where $0 \leq \phi_i < t_2 - t_1$, if the first job of $\tau_i$ in the interval is released at time $t_1 + \phi_i$.) Furthermore, for each phasing, the worst-case response times of all jobs of $\tau_i$ released in the busy interval when the jobs are released in a tight sequence need to be computed. The release time of every job of $\tau_i$ released in a tight, busy interval with phase $\phi_i = \phi + k \cdot p_i$ for $\tau_i$, where $k \geq 1$ and $0 \leq \phi < p_i$, is the same as that of some job of $\tau_i$ released in an interval with phase $\phi$. Hence, the worst-case response time of any job released in the second interval is at least that of some job released in the first interval, and it suffices to consider $\phi_i$ in the range $[0, p_i)$ only.

Based on the above discussion, we now give formulas for iteratively computing the tardiness bounds of fixed tasks. We first show how to determine the length of a longest possible busy interval.

**Computing the longest busy interval length.** A tight, busy interval that is in-phase for every task, including $\tau_i$, is at least as long as any busy interval that is not in-phase for $\tau_i$. Therefore, we will upper bound the lengths of busy intervals we are interested in by that of one that is tight and in-phase for all tasks. For brevity, we will refer to such an interval as simply a busy interval. Without loss of generality, we assume that the longest busy interval that we are considering starts at time zero. Letting $B_k$ denote the length of a longest busy interval of $P_k$, $B_k$ can be computed iteratively as follows. As in Section 6.1.3, $\tau_k^m$ and $\tau_k^f$ refer
to the sets of fixed and migrating tasks, respectively, assigned to $P_k$. $B^0_k$ denotes the initial value of $B_k$ and is given by the following (since each task has a job released at the start of the interval that needs to complete execution).

$$B^0_k = \sum_{\tau_h \in \tau^n_k} e_h + \sum_{\tau_h \in \tau^f_k} e_h$$  \hfill (5.22)

If $B^i_k$, where $i \geq 0$, denotes the value of $B_k$ in the $i$th iteration, then $P_k$ is continuously busy at least until $B^i_k$. The length of the busy interval could be longer if not all jobs that can potentially be released before $B^i_k$ complete executing by $B^i_k$. Therefore, $B^{i+1}_k$, the value of $B_k$ in the $(i+1)^{st}$ iteration, is given by the execution costs of all the jobs that can be released in an interval of length $B^i_k$, and hence, is

$$B^{i+1}_k = \sum_{\tau_h \in \tau^n_k} \left[ \left\lceil \frac{B^i_k}{p_h} \right\rceil \cdot f_{h,k} \right] \cdot e_h + \sum_{\tau_h \in \tau^f_k} \left\lceil \frac{B^i_k}{p_h} \right\rceil \cdot e_h.$$  \hfill (5.23)

The iterations terminate when $B^i_k = B^{i+1}_k$ for some $i \geq 0$, i.e., when the following holds.

$$B_k = (B^i_k \mid B^i_k = B^{i+1}_k \land 0 \leq i \leq \min_{j \geq 0} \{j \mid B^j_k = B^{j+1}_k\})$$

We next show that termination is guaranteed. For simplicity, we assume that the execution costs and periods of all tasks are integers. Let $s_{h,k} = \frac{x_{h,k}}{y_{h,k}}$, where $x_{h,k}$ and $y_{h,k}$ are positive integers that are relatively prime. Let $\Delta$ denote the least common multiple (lcm) of the periods of all fixed and migrating tasks and the product $e_h \cdot y_{h,k}$ for each migrating task $\tau_h$. Then, for all $B^i_k \leq \Delta$, by (5.23) and (5.2), $B^{i+1}_k \leq \sum_{\tau_h \in \tau^n_k} \left[ \frac{\Delta}{p_h} \cdot \frac{x_{h,k} \cdot p_h}{y_{h,k} \cdot e_h} \right] \cdot e_h + \sum_{\tau_h \in \tau^f_k} \left[ \frac{\Delta}{p_h} \right] \cdot e_h$. Since $\Delta$ is as defined, $p_h$ for each fixed and migrating task, and $e_h \cdot y_{h,k}$ for each migrating task divide $\Delta$ evenly, and hence, $B^{i+1}_k \leq \sum_{\tau_h \in \tau^n_k} \frac{\Delta}{p_h} \cdot \frac{x_{h,k} \cdot p_h}{y_{h,k} \cdot e_h} \cdot e_h + \sum_{\tau_h \in \tau^f_k} \frac{\Delta}{p_h} \cdot e_h = \sum_{\tau_h \in \tau^n_k} \Delta \cdot s_{h,k} + \sum_{\tau_h \in \tau^f_k} \frac{\Delta}{p_h} \cdot e_h$. Because the sum of the shares of the migrating tasks and the utilizations of the fixed tasks assigned to each processor is at most one, the right-hand side of the above inequality is at most $\Delta$. Thus, the computation converges at least when $B^i_k = \Delta$, and hence, $B_k$ is at most $\Delta$.

**Computing tardiness bounds.** We first describe how to compute worst-case completion times, and hence, worst-case response times, for jobs of a fixed task $\tau_q$ released within a tight, busy interval, with a phase or offset of $\phi_q$ for $\tau_q$. (A tardiness bound for $\tau_q$ may then be
determined from the job completion times computed. Again, without loss of generality, we assume that each busy interval considered starts at time zero. Therefore, worst-case completion times directly yield worst-case response times.) The number of jobs of \( \tau_q \), denoted \( J \), released in such a busy interval is at most \( \left\lceil \frac{B_k - \phi_q}{p_q} \right\rceil \), and the deadline of the \( J \)th job is at or after \( B_k \). Since \( B_k \) is the length of a longest busy interval, and hence, an upper bound on the length of the interval under consideration, one of the following holds: (i) the \( J \)th job completes executing by \( B_k \), i.e., at or before its deadline, and hence, its tardiness is zero; (ii) the processor is idle at some time \( t \) before \( B_k \) and the \( J \)th job is released after \( t \). If (i) holds, then since the tardiness of the \( J \)th job is zero, its response time need not be computed, and if (ii) holds, then the \( J \)th job is not released in the busy interval under consideration. Therefore, in either case, in order to determine a tardiness bound for \( \tau_q \), it suffices to determine the worst-case response times of only the first \( J - 1 = \left\lceil \frac{B_k - \phi_q}{p_q} \right\rceil - 1 \) jobs released in the interval. Without loss of generality, we denote the \( \ell \)th job of \( \tau_q \) released in a busy interval as \( \tau_{q,\ell} \).

It is quite possible that the tight, busy interval with phase \( \phi_q \) ends before \( \tau_{q,\ell} \)'s release, \( r_{q,\ell} \), or fixed jobs with deadlines after that of \( \tau_{q,\ell} \), \( d_{q,\ell} \), execute before \( r_{q,\ell} \). In the former case, clearly \( \tau_{q,\ell} \) and later jobs are not part of the busy interval. In the latter case, the interval is not really busy with respect to \( \tau_{q,\ell} \) and later jobs, and response times for these jobs will be bounded by those of other jobs released possibly with a different phase. Hence, in either case, computation of response times can be omitted for these jobs based on whether the total demand up to \( r_{q,\ell} \) due to migrating tasks and fixed jobs with deadlines at most \( d_{q,\ell} \) is less than \( r_q \). (For such jobs, the formulas below may in fact yield lower than the actual response times. However, this is not an issue since we are concerned with determining the maximum possible response time only.)

Let \( C_{q,\ell,\phi_q} \), where \( 1 \leq \ell \leq J - 1 = \left\lceil \frac{B_k - \phi_q}{p_q} \right\rceil - 1 \), denote the worst-case completion time, relative to the beginning of the busy interval (which is time zero by our assumption), of \( \tau_{q,\ell} \) when \( \tau_q \)'s phase is \( \phi_q \). Then, \( C_{q,\ell,\phi_q} \) can be computed iteratively as follows. Let \( C_{q,\ell,\phi_q}^0 \) denote the initial value. Since \( \tau_{q,\ell} \) is released at time \( (\ell - 1) \cdot p_q + \phi_q \), and the longest busy interval ends at time \( B_k \), an initial estimate is given by

\[
C_{q,\ell,\phi_q}^0 = \min(B_k - e_q, (\ell - 1) \cdot p_q + \phi_q) + e_q. \tag{5.24}
\]

All jobs of migrating tasks released before \( C_{q,\ell,\phi_q}^0 \) and assigned to \( P_k \) contend for execution before \( C_{q,\ell,\phi_q}^0 \). The deadline of \( \tau_{q,\ell} \) is given by \( d(\tau_{q,\ell}) = \ell \cdot p_q + \phi_q \). Hence, jobs of fixed tasks
with deadlines at most \(d(\tau_q, \ell)\) and released before \(C^0_{q, \ell, \phi_q}\) also contend for execution before \(C^0_{q, \ell, \phi_q}\). Hence, \(C_{q, \ell, \phi_q}\) can be revised iteratively as follows for \(i \geq 0\):

\[
C_{q, \ell, \phi_q}^{i+1} = \sum_{\tau_h \in \tau_q} \left\lfloor \frac{C_{q, \ell, \phi_q}^i}{p_h} \right\rfloor \cdot f_{h,k} \cdot e_h + \sum_{\tau_k \in \tau_q} \min \left( \left\lfloor \frac{C_{q, \ell, \phi_q}^i}{p_h} \right\rfloor, \left\lfloor \frac{\ell \cdot p_q + \phi_q}{p_h} \right\rfloor \right) \cdot e_h
\]

(5.25)

The iterations can be terminated when convergence is reached, i.e., when \(C_{q, \ell, \phi_q}^{i+1} = C_{q, \ell, \phi_q}^i\) for some \(i \geq 0\). Convergence is guaranteed because \(C_{q, \ell, \phi_q}\) is at most \(B_k\) for all \(\ell, \phi_q\).

Earlier we explained that it suffices to consider \(\phi_q\) in the range \([0, p_q]\). This range can be lowered further in some cases by noting that if \(\phi_q \geq B_k - p_q\), then the number of jobs, \(\left\lceil \frac{B_k - \phi_q}{p_q} \right\rceil - 1\), of \(\tau_q\) whose worst-case response times need to be computed is at most zero. Therefore, it suffices to consider \(\phi_q\) in the range \([0, \min(p_q, B_k - p_q)]\) only, and assuming that all task parameters are integral, \(C_{q, \ell, \phi_q}\) needs to be computed for all integers \(\phi_q\) in \([0, \min(p_q - 1, B_k - p_q - 1)]\). Since \(d(\tau_q, \ell) = \ell \cdot p_q + \phi_q\), a tardiness bound for \(\tau_q\) is given by the following.

\[
tardiness(\tau_q) \leq \max_{0 \leq \phi_q \leq \min(p_q - 1, B_k - p_q - 1)} \left\{ \max_{1 \leq \ell \leq \left\lfloor \frac{B_k - \phi_q}{p_q} \right\rfloor - 1} \{ \max\{C_{q, \ell, \phi_q} - \ell \cdot p_q - \phi_q, 0\} \} \right\}
\]

Though convergence is guaranteed while computing the length of the busy interval and worst-case response times, the length of the busy interval, and hence, the number of iterations, could be exponential in \(N\). Similarly, the number of jobs whose response times have to be computed could be exponential.

**Numerical example.** Let us consider computing tardiness bounds of fixed tasks assigned to \(P_1\) in the task system in Example 5.1. In this example, \(\tau_q^1 = \{\tau_1(5, 20), \tau_2(3, 10)\}\) and \(\tau_q^m = \{\tau_1(1, 2)\}\). Further, \(s_{3,1} = \frac{9}{20}\), hence, \(x_{3,1} = 9\) and \(y_{3,1} = 20\). Therefore, \(e_3 \cdot y_{3,1} = 1 \cdot 20 = 20\). \(\text{lcm}(p_1, p_2, p_3, e_3 \cdot y_{3,1}) = \text{lcm}(20, 10, 2, 20) = 20\). Also, \(f_{3,1} = s_{3,1} \cdot \frac{p_3}{e_3} = \frac{9}{20} \cdot \frac{2}{1} = \frac{9}{10}\).

We will first compute the length, \(B_1\), of a longest possible busy interval, on \(P_1\). Using (5.22), \(B_1^0 = e_3 + e_1 + e_2 = 9\). By (5.23),

\[
B_1^1 = \left\lfloor \frac{B_1^0}{p_3} \right\rfloor \cdot f_{3,1} \cdot e_3 + \left\lfloor \frac{B_1^0}{p_1} \right\rfloor \cdot e_1 + \left\lfloor \frac{B_1^0}{p_2} \right\rfloor \cdot e_2
\]

\[
= \left\lfloor \frac{9}{2} \right\rfloor \cdot \frac{9}{10} \cdot 1 + \left\lfloor \frac{9}{20} \right\rfloor \cdot 5 + \left\lfloor \frac{9}{10} \right\rfloor \cdot 3
\]

\[
= 5 + 5 + 3 = 13,
\]
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Since $B_1^2 = B_3^2$, the procedure terminates with the computation of $B_1^4$, and $B_1 = 20$.

We now compute tardiness bounds for $P_1$’s fixed tasks by determining their worst-case response times. We begin with $\tau_1$. As explained earlier, it suffices to consider a phase of $\phi_q$ in the range $[0, \min(p_q - 1, B_k - p_q - 1)]$ for each fixed task $\tau_q$ on $P_k$. Since $B_1 = 20$, the range for $\phi_1$ is $[0, -1]$, which is empty. This implies that tardiness for $\tau_1$ is zero.

We next consider $\tau_2$, for which $\phi_2$ is in the range $[0, 9]$. The number of jobs of $\tau_2$ for which worst-case response times need to be determined is given by $J - 1 = \left\lceil \frac{B_1 - \phi_2}{\phi_2} \right\rceil - 1 = \left\lceil \frac{20 - \phi_2}{10} \right\rceil - 1 = 1$, for all $0 \leq \phi_2 \leq 9$. We compute the response time for the first job (i.e., $\ell = 1$) of $\tau_2$, which is $\tau_{2,1}$, when $\phi_2 = 0$. By (5.24), $C^0_{2,1,0} = \min(20 - 3, 0) + 3 = 3$. By (5.25),

$$C^1_{2,1,0} = \left\lceil \frac{C^0_{2,1,0}}{p_3} \right\rceil \cdot f_{3,1} \cdot e_3 + \min \left( \left\lceil \frac{C^0_{2,1,0}}{p_1} \right\rceil, \left\lceil \frac{\ell \cdot p_2 + \phi_2}{p_1} \right\rceil \right) \cdot e_1$$

$$+ \min \left( \left\lceil \frac{C^0_{2,1,0}}{p_2} \right\rceil, \left\lceil \frac{\ell \cdot p_2 + \phi_2}{p_2} \right\rceil \right) \cdot e_2$$

$$= \left\lceil \frac{3}{2} \cdot \frac{9}{10} \right\rceil \cdot 1 + \min \left( \left\lceil \frac{3}{20} \right\rceil, \left\lceil \frac{1 \cdot 10 + 0}{20} \right\rceil \right) \cdot 5$$

$$+ \min \left( \left\lceil \frac{3}{10} \right\rceil, \left\lceil \frac{1 \cdot 10 + 0}{10} \right\rceil \right) \cdot 3$$

$$= 2 + 0 + 3 = 5,$$

$$C^2_{2,1,0} = \left\lceil \frac{C^1_{2,1,0}}{p_3} \right\rceil \cdot f_{3,1} \cdot e_3 + \min \left( \left\lceil \frac{C^1_{2,1,0}}{p_1} \right\rceil, \left\lceil \frac{\ell \cdot p_2 + \phi_2}{p_1} \right\rceil \right) \cdot e_1$$
Thus, convergence is reached after four iterations and the worst-case response time of $\tau_{2,1} = 6$. Since $d(\tau_{2,1}) = 10$, $\tau_{2,1}$’s tardiness is zero. It can similarly be verified that tardiness for $\tau_{2,1}$ is zero for every $\phi_2$ in $[1, 9]$. Hence, tardiness bounds for both $\tau_1$ and $\tau_2$ are zero. On the other hand, tardiness bounds computed for $\tau_1$ and $\tau_2$ using the formula in Section 5.2.4 are 9.01 and 5.45, respectively.

5.3 Simulation-Based Evaluation

In this section, we describe the results of four sets of simulation experiments conducted using randomly-generated task sets to evaluate EDF-fm and the heuristics described in Section 5.2.

The experiments in the first set evaluate the various task assignment heuristics for $M = 4$ and $M = 8$ (where $M$ is the number of processors), and $u_{\text{max}} = 0.25$ and $u_{\text{max}} = 0.5$ (where $u_{\text{max}}$ is the maximum utilization of any task in a task set). For each $M$ and $u_{\text{max}}$, $10^6$ task sets were generated. Each task set $\tau$ was generated as follows: New tasks were added to $\tau$ as long as the total utilization of $\tau$ was less than $M$. For each new task $\tau_i$, first, its period $p_i$ was generated as a uniform random number in the range $[1.0, 100.0]$; then, its execution cost was chosen randomly in the range $[u_{\text{max}}, u_{\text{max}} \cdot p_i]$. The last task was generated such that the total utilization of $\tau$ exactly equaled $M$. The generated task sets were classified by maximum and average execution costs (denoted $e_{\text{max}}$ and $e_{\text{avg}}$). The tardiness bound given by (5.21) was
Figure 5.8: Tardiness bounds under different task assignment heuristics for $M = 4$ and $u_{\text{max}} = 0.5$ by (a) $e_{\text{max}}$ and (b) $e_{\text{avg}}$, and for $M = 4$ and $u_{\text{max}} = 0.25$ by (c) $e_{\text{max}}$ and (d) $e_{\text{avg}}$.

Results for task sets grouped by $u_{\text{max}}$ and $u_{\text{avg}}$ are shown in Figure 5.10 for $M = 4$ and $M = 8$. Data for these results also come from $10^6$ task sets. However, for this subset of experiments, tasks were generated by uniformly choosing an execution cost in the range...
Figure 5.9: Tardiness bounds under different task assignment heuristics for $M = 8$ and $u_{\text{max}} = 0.5$ by (a) $e_{\text{max}}$ and (b) $e_{\text{avg}}$, and for $M = 8$ and $u_{\text{max}} = 0.25$ by (c) $e_{\text{max}}$ and (d) $e_{\text{avg}}$.

$[1.0, 20.0]$ and a utilization in the range $[u_{\text{min}}, u_{\text{max}}]$; the pair $(u_{\text{min}}, u_{\text{max}})$ for each task set was uniformly chosen from those in the set $\{(0.0, 0.2), (0.0, 0.4), (0.1, 0.5), (0.3, 0.5)\}$. This strategy was used so that a sufficient number of task sets fall under each $u_{\text{avg}}$ group.

From the plots, we first observe that there is only a slight increase in the tardiness bounds as the number of processors is increased from four to eight. This is because the tardiness bound given by (5.21) is independent of $M$. However, the maximum of the tardiness bounds computed for all the tasks can be expected to increase as the number of processors, and hence, the number of tasks increase. The increase, however, seems to be negligible.

Coming to the comparison of the different heuristics, the plots show that LEF guarantees the minimum tardiness of the four task-assignment approaches. LUF is the next best with the
Figure 5.10: Tardiness bounds under different task assignment heuristics for (a) $M = 4$ and $u_{\text{max}}$ (b) $M = 4$ and $u_{\text{avg}}$ (c) $M = 8$ and $u_{\text{max}}$ (d) $M = 8$ and $u_{\text{avg}}$. In all the graphs, $e_{\text{max}} = 20$ and $e_{\text{avg}} = 10$.

difference between LEF and LUF being wider on $M = 8$ processors than on $M = 4$ processors. Another interesting observation is that HUF performs worse than even Random most of the time. Under LEF, tardiness is quite low (approximately 8 time units mostly) for $u_{\text{max}} = 0.25$ (insets (c) and (d) of Figures 5.8 and 5.9 and insets (a) and (c) of Figure 5.10), which suggests that LEF may be a reasonable strategy for such task systems. Tardiness increases with increasing $u_{\text{max}}$, but is still a reasonable value of 25 time units only for $e_{\text{avg}} \leq 10$ when $u_{\text{max}} = 0.5$. However, for $e_{\text{avg}} = 20$, tardiness exceeds 75 time units when $M = 8$, which may not be acceptable. For such systems, tardiness can be reduced by using the job-slicing approach, at the cost of increased migration overhead. Therefore, in an attempt to determine the reduction possible with the job-slicing approach, we also computed the tardiness bound
under LEF assuming that each job of a migrating task is sliced into sub-jobs with execution costs in the range $[1, 2)$. This bound is also plotted in the figures referred to above. For $u_{\text{max}} = 0.5$, we found the bound to settle to approximately 7–8 time units, regardless of the execution costs and individual task utilizations. (When $u_{\text{max}} = 0.25$, tardiness is only 1–2 time units under LEF with job slicing.) In our experiments, on average, a seven-fold decrease in tardiness was observed with job slicing with a granularity of one to two time units per sub-job. However, a commensurate increase in the number of migrations is also inevitable.

Overall, the results indicate that the tardiness bounds guaranteed may be tolerable if task execution costs are not high and the LEF strategy is used for task assignment.

The second set of experiments evaluates the different heuristics in their ability to success-
fully assign task sets that contain heavy tasks also. Task sets were generated using the same procedure as that described for the first set of experiments above, except that $u_{\text{max}}$ was varied between 0.6 and 1.0 in steps of 0.1. All of the four approaches could assign 100% of the task sets generated for $M = 2$, as expected. For higher values of $M$, the success ratio plummeted for all but the LUF approach. The percentage of task sets that LUF could successfully assign for varying $M$ and $u_{\text{max}}$ is shown in Figure 5.11(a). LEF performed next best (graphs not provided). However, even when $u_{\text{max}} = 0.6$, its success percentage is approximately 79% when $M = 4$ and 24% when $M = 16$; the corresponding values are approximately 23.9% and 0.3%, respectively, when $u_{\text{max}}$ is increased to 1.0. In this set of experiments also, HUF almost always performed worse than Random, and its success percentage was close to zero except when $M = 4$.

The third set of experiments was designed to evaluate the pessimism in the tardiness bound of (5.21). 300,000 task sets were generated with $u_{\text{max}} = 0.5$ and $U_{\text{sum}} = 8$. The tardiness bound estimated by (5.21) under the LEF task assignment heuristic was computed for each task set. A schedule under EDF-fm-LEF for 100,000 time units was also generated for each task set (when each task releases jobs in a synchronous, periodic manner) and the actual maximum tardiness observed was noted. (The time limit of 100,000 was determined by trial-and-error as an upper bound on the time within which tardiness converged for the tasks sets generated.) Plots of the average of the estimated and observed values for tasks grouped by $e_{\text{avg}}$ and $u_{\text{avg}}$ are shown in insets (b) and (c) of Figure 5.11, respectively. In general, we found that actual tardiness is only approximately half of the estimated value.

Finally, experiments were run to compare the bounds computed iteratively, which could require exponential time, to the actual tardiness. For this set of experiments, to facilitate computations, both periods and execution costs were chosen to be integers. Further, to reasonably constrain the length of the busy interval, the maximum period was restricted to 20, and some odd values such as 13, 17, and 19 were forbidden. Results are shown in Figure 5.12 and indicate that the bounds computed using this approach are very close to actual tardiness observed.

5.4 Summary

We have proposed an algorithm, EDF-fm, which is based upon EDF, for scheduling recurrent soft real-time task systems on multiprocessors, and have derived a tardiness bound that can be
guaranteed under it. This algorithm places no restrictions on the total system utilization, but requires per-task utilizations to be at most one-half of a processor’s capacity. This restriction is quite liberal, and hence, EDF-fm can be expected to be sufficient for scheduling a large percentage of soft real-time applications. Furthermore, under EDF-fm, at most $M - 1$ tasks may migrate, and each migrating task will execute on exactly two processors. Thus, task migrations are restricted and the migration overhead of EDF-fm is limited. We have also proposed heuristics for assigning tasks to processors and evaluated them, and proposed the use of the job-slicing technique, when possible, for significantly reducing the actual tardiness observed in practice. Finally, we have presented exponential-time formulas for computing more accurate tardiness bounds, which may be used during offline system design.

We have only taken a first step towards understanding tardiness under EDF-based algorithms on multiprocessors and have not addressed all practical issues concerned. Foremost, the migration overhead of job slicing would translate into inflated execution costs for migrating tasks, and to an eventual loss of schedulable utilization. Hence, an iterative procedure for optimally slicing jobs may be needed. Next, our assumption that arbitrary task assignments are possible may not be true if tasks are not independent. Therefore, given a system specification that includes dependencies among tasks and tardiness that may be tolerated by the different tasks, a framework that determines whether a task assignment that meets the system requirements is feasible, is required. Finally, our algorithm, like every partitioning-based scheme, suffers from the drawback of not being capable of supporting dynamic task systems in which
the set of tasks and task parameters can change at run-time. We defer addressing these issues to future work.
Chapter 6

A Schedulable Utilization Bound for EPDF

In this chapter, we derive a schedulable utilization bound for the earliest-pseudo-deadline-first (EPDF) PFair scheduling algorithm on multiprocessors. EPDF is not optimal but is less expensive than some other known PFair algorithms. A motivation for determining a schedulable utilization bound for EPDF is provided in Section 6.1 below, which is followed by a derivation in Section 6.2. Proofs omitted from this chapter are provided in Appendix C.

6.1 Introduction and Motivation

In the previous two chapters, we considered scheduling soft real-time systems under preemptive and non-preemptive global EDF (g-EDF and g-NP-EDF), and EDF-fm, a restricted-migration algorithm based on partitioned EDF. Although g-EDF and g-NP-EDF can guarantee bounded tardiness to every task system that is feasible on M processors, their tardiness bounds can exceed the tolerance limits of some applications. EDF-fm also suffers from this drawback, apart from two others. First, EDF-fm cannot guarantee bounded tardiness to all feasible task systems with $u_{max} > 0.5$. Second, its partitioning-based design, which makes it attractive to static task systems and task systems with large migration overheads, renders it unsuitable for dynamic task systems.

PFair scheduling algorithms, which schedule tasks one quantum at a time, do not suffer from the above drawbacks. Though tasks may be prone to frequent migrations due to their

---

1Contents of this chapter previously appeared in preliminary form in the following paper:

quantum-based scheduling, as explained in Chapter 1, Pfair algorithms are still of interest in systems in which the gain in schedulability or the decrease in tardiness outweighs the loss in utilization due to migration overheads.

As discussed in Chapter 1, some restrictions and/or requirements of optimal Pfair algorithms can be overkill for soft real-time systems. If small tardiness bounds can be guaranteed under simpler algorithms in which one or more of those requirements are eliminated, then such algorithms may be sufficient for soft real-time systems. In this and the next chapter, we consider the earliest-pseudo-deadline-first (EPDF) algorithm, which is one such simpler, but non-optimal, Pfair algorithm.

EPDF is more efficient than optimal Pfair algorithms in that it does not use any tie-breaking rule to resolve ties among subtasks with the same pseudo-deadline, but disambiguates ties arbitrarily. PD^2, the most efficient of the known optimal Pfair algorithms, requires two tie-break parameters, the b-bit and group deadline, which were described in Chapter 3 in detail. Though these tie-break parameters can be computed for each subtask in constant time, there exist some soft and/or dynamic real-time systems in which not using them may still be preferable. Eliminating tie-breaking rules may also be preferable in embedded systems with slower processors or limited memory bandwidth.

The viability of EPDF for scheduling soft and/or dynamic real-time systems was first considered by Srinivasan and Anderson in 106, where they provide examples of such applications for which EPDF may be preferable to PD^2. Some web-hosting systems, server farms, packet processing in programmable multiprocessor-based routers, and packet transmission on multiple, parallel outgoing router links are among examples provided by them. In these systems, fair resource allocation is needed, so that quality-of-service guarantees can be provided. However, an extreme notion of fairness that precludes all deadline misses is not required. Moreover, in systems such as routers, the inclusion of tie-breaking information in subtask priorities may result in unacceptably high space overhead.

The applications mentioned above may also be dynamic in that the set of tasks and the utilizations of tasks requiring service may be in a constant flux. In 106, Srinivasan and Anderson also noted that the use of tie-breaking rules may be problematic for such dynamic task systems. As they explain, it is possible to reweight each task whenever its utilization changes such that its next subtask deadline is preserved. If no tie-breaking information is maintained, such an approach entails very little computational overhead. However, utilization changes can cause tie-breaking information to change, so if tie-breaking rules are used, reweighting may
necessitate an $O(N)$ cost for $N$ tasks, due to the need to re-sort the scheduler's priority queue. This cost may be prohibitive if reallocations are frequent.

Motivated by the above reasons, Srinivasan and Anderson studied EPDF and they succeeded in showing that EPDF can guarantee a tardiness bound of one quantum for every subtask, provided a certain condition holds. Their condition can be ensured by limiting each task’s weight to at most 1/2, and can be generalized to apply to tardiness bounds higher than one. Unfortunately, Srinivasan and Anderson left open the question of whether such conditions are necessary to guarantee small constant tardiness.

We address the issues left open by Srinivasan and Anderson with respect to EPDF for soft real-time systems in the next chapter. Before doing so, in this chapter, we consider the following question, which is orthogonal to that addressed in prior work: If individual tasks cannot be subject to weight restrictions, then what would be a sufficient restriction on the total utilization of a task system for it to be scheduled correctly under EPDF? We answer this question by deriving a schedulable utilization bound for EPDF. The concept of schedulable utilization bound and its use were described in Chapter 1 in Section 1.4. Answering this question should help in identifying the conditions for which the soft real-time scheduling results of EPDF are applicable. Also, if the total utilization of an EPDF-scheduled soft real-time system is less than the schedulable utilization bound of EPDF, then that system can be treated as a hard real-time system.

In this chapter, we show that on $M$ processors, EPDF can correctly schedule every task system $\tau$ with total utilization at most $\min(M, \frac{\lambda M (\lambda (1+W_{\max}) - W_{\max}) + 1 + W_{\max}}{\lambda^2 (1+\lambda W_{\max})})$, where $W_{\max} = u_{\max}(\tau)$ and $\lambda = \max(2, \left\lceil \frac{1}{W_{\max}} \right\rceil)$. For $W_{\max} \geq \frac{1}{2}$, i.e., $\lambda = 2$, this value reduces to $\frac{(2M+1)(2+W_{\max})-1}{4(1+\lambda W_{\max})}$, and as $W_{\max} \to 1.0$, it approaches $\frac{3M+1}{4}$, which, as $M \to \infty$, approaches $\frac{3M}{4}$, i.e., 75% of the total processing capacity. When $W_{\max} > 1/2$, the utilization bound that we have derived for EPDF is greater than that of every known non-Pfair algorithm by around 25%. Currently, it is not known whether $\frac{3M+1}{4}$ is a worst-case, let alone, optimal utilization bound for EPDF. The closest that we have come in assessing the accuracy of our result is a counterexample that shows that when $W_{\max} \geq \frac{5}{6}$, worst-case schedulable utilization cannot exceed 86%. We have also considered extending this result for use in systems where tardiness may be permissible. This extension is presented along with the associated analysis in the next chapter.
6.2 A Schedulable Utilization Bound for EPDF

In this section, we derive a schedulable utilization bound for EPDF. The utilization bound that we derive is more accurate than that specified in Section 6.1, and can be used if the $\rho$ values of tasks as defined in (6.1) can be computed.

Before getting started, we will define needed notation. Let $\rho$, $\rho_{\text{max}}$, $W_{\text{max}}$, and $\lambda$ be defined as follows. (The task system $\tau$ will be omitted when it is unambiguous.)

\[
\rho(T) \overset{\text{def}}{=} \frac{(T.e - \gcd(T.e, T.p))}{T.p} \quad (6.1)
\]

\[
\rho_{\text{max}}(\tau) \overset{\text{def}}{=} \max_{T \in \tau}\{\rho(T)\} \quad (6.2)
\]

\[
W_{\text{max}}(\tau) \overset{\text{def}}{=} \max_{T \in \tau}\{wt(T)\} \quad (6.3)
\]

\[
\lambda(\tau) \overset{\text{def}}{=} \max\left(2, \left\lceil \frac{1}{W_{\text{max}}(\tau)} \right\rceil \right) \quad (6.4)
\]

The utilization bound that we derive for EPDF is given by the following theorem.

**Theorem 6.1**  Every GIS task system $\tau$ with total system utilization, $\sum_{T \in \tau} wt(T)$, at most

\[
\min\left(M, \frac{\lambda M (\lambda(1+\rho_{\text{max}})-\rho_{\text{max}})+1+\rho_{\text{max}}}{\lambda^2(1+\rho_{\text{max}})}\right),
\]

where $\rho_{\text{max}}$ and $\lambda$ are as defined in (6.2) and (6.4), respectively, is correctly scheduled by EPDF on $M$ processors.

As a shorthand, we define $U(M, k, f)$ as follows.

**Definition 6.1:** $U(M, k, f) \overset{\text{def}}{=} \frac{k M (k(1+f)-f)+1+f}{k^2(1+f)}$.

We use a setup similar to that used by Srinivasan and Anderson in [105] in establishing the optimality of PD$^2$ to prove the above theorem. The overall strategy is to assume that the theorem is false, identify a task system that is minimal or smallest in the sense of having the smallest number of subtasks and that misses its deadline, and show that such a task system cannot exist. (It should be pointed out that although the setup is similar, the details of the derivation and proof are significantly different.)

If Theorem 6.1 does not hold, then there exist a $W_{\text{max}} \leq 1$ and $\rho_{\text{max}} < 1$, and a time $t_d$ and a concrete task system $\tau$ defined as follows. (In these definitions, we assume that $\tau$ is scheduled on $M$ processors.)

**Definition 6.2:** $t_d$ is the earliest time at which any concrete task system with each task weight at most $W_{\text{max}}$, $\rho(T)$ at most $\rho_{\text{max}}$ for each task $T$, and total utilization at most
min(M, U(M, λ, p_{\text{max}})) misses a deadline under EPDF, \textit{i.e.}, some such task system misses a subtask deadline at \( t_d \), and no such system misses a subtask deadline prior to \( t_d \).

**Definition 6.3:** \( \tau \) is a task system with the following properties.

(T0) \( \tau \) is concrete task system with each task weight at most \( W_{\text{max}} \), \( \rho(T) \) at most \( p_{\text{max}} \), and total utilization at most \( \min(M, U(M, \lambda, p_{\text{max}})) \).

(T1) A subtask in \( \tau \) misses its deadline at \( t_d \) in \( S \), an EPDF schedule for \( \tau \).

(T2) No concrete task system satisfying (T0) and (T1) releases fewer subtasks in \([0, t_d]\) than \( \tau \).

(T3) No concrete task system satisfying, (T0), (T1), and (T2) has a larger rank than \( \tau \) at \( t_d \), where the rank of a task system \( \tau \) at \( t \) is the sum of the eligibility times of all subtasks with deadlines at most \( t \), \textit{i.e.}, \( \text{rank}(\tau, t) = \sum_{\{T_i \in \tau \land d(T_i) \leq t\}} e(T_i) \).

(T2) can be thought of as identifying a minimal task system in the sense of having a deadline miss with the fewest number of subtasks, subject to satisfying (T0) and (T1). It is easy to see that if Theorem [6.1] does not hold for all task systems satisfying (T0) and (T1), then some task system satisfying (T2) necessarily exists. (T3) further restricts the nature of \( \tau \) by requiring subtask eligibility times to be spaced as much apart as possible.

The following shorthand notation will be used hereafter.

**Definition 6.4:** \( \alpha \) denotes the total utilization of \( \tau \), expressed as a fraction of \( M \), \textit{i.e.},

\[
\alpha \overset{\text{def}}{=} \frac{\sum_{\{T \in \tau \}} \text{wt}(T)}{M}.
\]

**Definition 6.5:** \( \delta \overset{\text{def}}{=} \frac{p_{\text{max}}}{1 + p_{\text{max}}} \).

The lemma below follows from (T0) and the definition of \( \alpha \).

**Lemma 6.1** \( 0 \leq \alpha \leq \frac{\min(M, U(M, \lambda, p_{\text{max}}))}{M} \leq 1 \).

The next lemma is immediate from the definition of \( \delta \), (6.2), and (6.1). A proof is provided in Appendix C.

**Lemma 6.2** \( 0 \leq \delta < \frac{1}{2} \).

We now prove some properties about \( \tau \) and \( S \). In proving some of these properties, we make use of the following three lemmas established in prior work by Srinivasan and Anderson.
(Before presenting these basic lemmas, it should be pointed out that some of these lemmas were established in the context of the PD² algorithm, but hold under EPDF as well. Furthermore, the way task system τ is defined, as in Definition 6.3, can vary with the problem at hand, and hence, the proofs of some such basic properties may have to be reworded to exactly hold for the task system under consideration. However, to avoid repetition, we simply borrow such properties without proof, but explicitly state that when we have done so.)

**Lemma 6.3 (Srinivasan and Anderson [105])** If \( \text{LAG}(\tau, t+1) > \text{LAG}(\tau, t) \), then \( B(t) \neq \emptyset \).

The following is an intuitive explanation for why Lemma 6.3 holds. Recall from Section 3.6 that \( B(t) \) is the set of all tasks that are active but not scheduled at \( t \). Because \( e(T_i) \leq r(T_i) \) holds, by Definition 3.1 and (3.15), only tasks that are active at \( t \) may receive positive allocations in slot \( t \) in the ideal schedule. Therefore, if every task that is active at \( t \) is scheduled at \( t \), then the total allocation in \( S \) cannot be less than the total allocation in the ideal schedule, and hence, by (3.27), LAG cannot increase across slot \( t \).

**Lemma 6.4 (Srinivasan and Anderson [105])** Let \( t < t_d \) be a slot with holes and let \( T \in B(t) \). Then, the critical subtask at \( t \) of \( T \) is scheduled before \( t \).

To see that the above lemma holds, let \( T_i \) be the critical subtask of \( T \) at \( t \). By its definition, the IS-window of \( T_i \) overlaps slot \( t \), but \( T \) is not scheduled at \( t \). Also, there is at least a hole in \( t \). Because EPDF does not idle a processor while there is a task with an outstanding execution request, \( T_i \) is thus scheduled before \( t \).

**Lemma 6.5 (Srinivasan and Anderson [105])** Let \( U_j \) be a subtask that is scheduled in slot \( t' \), where \( t' \leq t < t_d \) and let there be a hole in \( t \). Then \( d(U_j) \leq t + 1 \).

This lemma is true because it can be shown that if \( d(U_j) > t + 1 \) holds, then \( U_j \) has no impact on the deadline miss at \( t_d \). In other words, it can be shown that if the lemma does not hold, then the GIS task system obtained from \( \tau \) by removing \( U_j \) also has a deadline miss at \( t_d \), which is a contradiction to (T2).

Arguments similar to those used in proving the above lemma can be used to show the following. It is proved in Appendix C.
Lemma 6.6  Let \( t < t_d \) be a slot with holes and let \( U_j \) be a subtask that is scheduled at \( t \). Then \( d(U_j) = t + 1 \) and \( b(U_j) = 1 \).

Finally, we will also use the following lemma, which is a generalization of Lemma 6.3. It is also proved in Appendix C.

Lemma 6.7  If \( \text{LAG}(\tau, t+1) > \text{LAG}(\tau, t-\ell), \) where \( 0 \leq \ell \leq \lambda - 2 \) and \( t \geq \ell \), then \( B(t-\ell, t+1) \neq \emptyset \).

The next lemma establishes some properties concerning \( S \).

Lemma 6.8  The following properties hold for \( \tau \) and \( S \).

(a) For all \( T_i \) in \( \tau \), \( d(T_i) \leq t_d \).

(b) Exactly one subtask of \( \tau \) misses its deadline at \( t_d \).

(c) \( \text{LAG}(\tau, t_d) = 1 \).

(d) Let \( T_i \) be a subtask in \( \tau \) that is scheduled at \( t < t_d \) in \( S \). Then, \( e(T_i) = \min(r(T_i), t) \).

(e) \((\forall T_i \in \tau :: d(T_i) < t_d \Rightarrow (\exists t :: e(T_i) \leq t < d(T_i) \land S(T_i, t) = 1))\). That is, every subtask with deadline before \( t_d \) is scheduled before its deadline.

(f) Let \( U_k \) be the subtask in \( \tau \) that misses its deadline at \( t_d \). Then, \( U \) is not scheduled in any slot in \([t_d - \lambda + 1, t_d)\).

(g) There is no hole in any of the last \( \lambda - 1 \) slots, i.e., in slots \([t_d - \lambda + 1, t_d)\).

(h) There exists a time \( v \leq t_d - \lambda \) such that the following both hold.

   (i) There is no hole in any slot in \([v, t_d - \lambda)\).

   (ii) \( \text{LAG}(\tau, v) \geq (t_d - v)(1 - \alpha) M + 1 \).

   (i) There exists a time \( u \in [0, v) \), where \( v \) is as defined in part (h), such that \( \text{LAG}(\tau, u) < 1 \) and \( \text{LAG}(\tau, t) \geq 1 \) for all \( t \) in \([u + 1, v]\).

The proofs of parts (a)–(d) are similar to those formally proved in [105] for the optimal PD² Pfair algorithm. We give informal explanations here. Part (e) follows directly from Definition 6.2 and (T1). The rest are proved in Appendix C.

Proof of (h):  This part holds because a subtask with deadline after \( t_d \) cannot impact the schedule for those with deadlines at most \( t_d \). Therefore, even if all the subtasks with deadlines after \( t_d \) are removed, the deadline miss at \( t_d \) cannot be eliminated. This contradicts (T2).
Proof of (b): If several subtasks miss their deadlines at \( t_d \), then even if all but one are removed, the remaining subtask will still miss its deadline, contradicting (T2).

Proof of (c): By part (a), all the subtasks in \( \tau \) complete executing in the ideal schedule by \( t_d \). Hence, the total allocation to \( \tau \) in the ideal schedule up to \( t_d \) is exactly equal to the total number of subtasks in \( \tau \). By part (b), the total number of subtasks of \( \tau \) scheduled in \( S \) in the same interval is fewer by exactly one subtask. Hence, the difference in allocations, \( \text{LAG}(\tau, t_d) \), is exactly one quantum.

Proof of (d): Suppose \( e(T_i) \) is not equal to \( \min(r(T_i), t) \). Then, by (3.12) and because \( T_i \) is scheduled at \( t \), it is before \( \min(r(T_i), t) \). Hence, simply changing \( e(T_i) \) so that it equals \( \min(r(T_i), t) \) will not affect how \( T_i \) or any other subtask is scheduled. So, the deadline miss at \( t_d \) will persist. However, this change increases the rank of the task system, and hence, (T3) is contradicted.

Overview of the rest of the proof of Theorem 6.1. If \( t_d \) and \( \tau \) as given by Definitions 6.2 and 6.3 respectively, exist, then by Lemma 6.8(i), there exists a time slot \( u < v \), where \( v \) is as defined in Lemma 6.8(h), across which \( \text{LAG} \) increases to at least one. To prove Theorem 6.1, we show that for every such \( u \), either (i) there exists a time \( u' \), where \( u + 1 < u' \leq v \) or \( u' = t_d \), such that \( \text{LAG}(\tau, u') < 1 \), and thereby derive a contradiction to either Lemma 6.8(h) or Lemma 6.8(c), or (ii) \( v \) referred to above does not exist, contradicting Lemma 6.8(h). The crux of the argument we use in establishing the above is as follows. By Lemma 3.4 for \( \text{LAG} \) to increase across slot \( u \), at least one hole is needed in that slot. We show that for every such slot, there are a sufficient number of slots without holes, and hence, that if (T0) holds, then the increase in \( \text{LAG} \) across slot \( u \) is offset by a commensurate decrease in \( \text{LAG} \) elsewhere that is sufficient to ensure that no deadline is missed.

In what follows, we state and prove several other lemmas that are required to accomplish this. We begin with a simple lemma that relates PF-window lengths to \( \lambda \).

Lemma 6.9 If \( W_{\text{max}} < 1 \), then the length of the PF-window of each subtask of each task \( T \) in \( \tau \) is at least \( \lambda \); otherwise, it is at least \( \lambda - 1 \).

Proof: Follows from the definition of \( \lambda \) in (6.4) and Lemma 3.1.
The next lemma involves subtask release times and deadlines and is proved in Appendix C.

**Lemma 6.10** For all $i \geq 1$, $k \geq 1$, the following holds.

$$r(T_{i+k}) \geq \begin{cases} d(T_i) + k - 1, & b(T_i) = 0 \\ d(T_i) + k - 2, & b(T_i) = 1 \end{cases}$$

The lemma that follows shows that $LAG$ does not increase across the first $\lambda - 1$ slots, i.e., across slots $0, 1, \ldots, \lambda - 2$.

**Lemma 6.11** $(\forall t : 0 \leq t \leq \lambda - 2 :: LAG(\tau, t + 1) \leq LAG(\tau, t))$.

**Proof:** Contrary to the statement of the lemma, assume that $LAG(\tau, t + 1) > LAG(\tau, t)$ for some $0 \leq t \leq \lambda - 2$. Then, by Lemma 6.4 there is at least one hole in slot $t$, and by Lemma 6.3, $B(t)$ is not empty. Let $U$ be a task in $B(t)$ and $U_j$ its critical subtask at $t$. Because there is a hole in $t$, by Lemma 6.4,

(B) $U_j$ is scheduled before $t$,

and hence, by Lemma 6.5 $d(U_j) \leq t + 1$ holds. We will consider two cases depending on $W_{\text{max}}$. If $W_{\text{max}} < 1$, then by Lemma 6.9 $|\omega(U_j)|$ (i.e., the length of the PF-window of $U_j$) is at least $\lambda$, and hence, by Lemma 6.1 $r(U_j) = d(U_j) - |\omega(U_j)| \leq t + 1 - \lambda$ holds. By our assumption, $t < \lambda - 1$, and hence, $r(U_j) < 0$, which is impossible. Thus, the lemma holds when $W_{\text{max}} < 1$. On the other hand, if $W_{\text{max}} = 1$, then, by (6.4), $\lambda = 2$ holds, and hence, by our assumption, $t = 0$. Therefore, by (B), $U_j$ is scheduled before time zero, which is also impossible. The lemma follows.

Lemma 6.4 showed that at least one hole is necessary in slot $t$ for $LAG$ to increase across $t$. The next lemma relates an increase in $LAG$ to certain other conditions.

**Lemma 6.12** The following properties hold for $LAG$ in $S$.

(a) If $LAG(\tau, t + 1, S) > LAG(\tau, t, S)$, where $\lambda - 1 \leq t < t_d - \lambda$, then there is no hole in any slot in $[t - \lambda + 2, t)$.

(b) If $LAG(\tau, t + 1, S) > LAG(\tau, t - \lambda + 2, S)$, then there is no hole in slot $t - \lambda + 1$.

**Proof:** We prove the two parts separately.
**Proof of part (a).** By the definition of $\lambda$ in (6.4), $\lambda \geq 2$ holds. If $\lambda = 2$, then this part is vacuously true. Therefore, assume $\lambda \geq 3$, which, by (6.4), implies that

$$W_{\text{max}} < \frac{1}{2}. \quad (6.5)$$

Because $\text{LAG}(\tau, t + 1) > \text{LAG}(\tau, t)$, by Lemma 3.4,

(H) there is at least one hole in slot $t$,

and by Lemma 6.3, $B(t)$ is not empty. Let $U$ be a task in $B(t)$ and let $U_j$ be the critical subtask of $U$ at $t$. By (H) and Lemma 6.1, $U_j$ is scheduled before $t$. Let $U_j$ be scheduled at $t' < t$, i.e.,

$$S(U_j, t') = 1 \land t' < t. \quad (6.6)$$

Also, by Definition 3.2 $d(U_j) \geq t + 1$ holds, while by (H), (6.6), and Lemma 6.5, $d(U_j) \leq t + 1$ holds. Hence, we have

$$d(U_j) = t + 1. \quad (6.7)$$

By (6.5) and Lemma 6.9, the length of $U_j$’s PF-window, $|\omega(U_j)| \geq \lambda$, and hence, by (6.7) and the definition of PF-window in Lemma 3.1 $r(U_j) \leq t - \lambda + 1$. We claim that $U_j$ can be scheduled at or after $t - \lambda + 2$. If there does not exist a predecessor for $U_j$, then $U_j$ can be scheduled any time at or after $r(U_j)$, and hence, at or after $t - \lambda + 1$. If not, let $U_h$ be the predecessor of $U_j$. Then, $h \leq j$, and hence, by Lemma 6.10, $d(U_h) \leq t - \lambda + 2$ holds. By Lemma 6.8, $U_h$ does not miss its deadline, and hence, is scheduled at or before $t - \lambda + 1$. This implies that $U_j$ is ready and can be scheduled at any time at or after $t - \lambda + 2$. Given this, if $t' > t - \lambda + 2$, then there is no hole in any slot in $[t - \lambda + 2, t')$. Hence, to complete the proof, it is sufficient to show that there is no hole in any slot in $[t', t)$. Assume to the contrary, and let $v$ be the earliest slot with at least one hole in $[t', t)$. Then, by (6.6) and Lemma 6.5, $d(U_j) \leq v + 1 \leq t$, which contradicts (6.7). Thus, $v$ does not exist, and there is no slot with one or more holes in $[t', t)$.

**Proof of part (b).** By the statement of this part of the lemma, $\text{LAG}(\tau, t + 1) > \text{LAG}(\tau, t - \lambda + 2)$. Hence, Lemma 6.7 applies with $\ell = \lambda - 2$. Therefore, $B(t - \lambda + 2, t + 1)$ is not empty. By definition, a task in $B(t - \lambda + 2, t + 1)$ is not scheduled anywhere in $[t - \lambda + 2, t + 1)$. Let $U$ be a task in $B(t - \lambda + 2, t + 1)$ and let $t - \lambda + 2 \leq v \leq t$ be the latest slot in the interval $[t - \lambda + 2, t + 1)$ in which $U$ is active, and let $U_j$ be its critical subtask at $v$. Therefore, by
Definition 3.2
\[ d(U_j) \geq v + 1 \geq t - \lambda + 3. \] (6.8)

By Lemma 3.4 there is at least one hole in the interval \([t - \lambda + 2, t + 1]\). Hence, because \(U\) is in \(B(t - \lambda + 2, t + 1)\), and thus is not scheduled anywhere in the interval concerned, \(U_j\) is scheduled at or before \(t - \lambda + 1\) (as opposed to after the interval under consideration). Hence, if there is a hole in \(t - \lambda + 1\), then by Lemma 6.5 it follows that \(d(U_j) \leq t - \lambda + 1\), which contradicts (6.8). Hence, there cannot be any hole in \(t - \lambda + 1\), which completes the proof of this part.

The next lemma bounds the lag of each task at time \(t + 1\), where \(t\) is a slot with one or more holes.

**Lemma 6.13** If \(t < t_d\) is a slot with one or more holes in \(S\). Then the following hold.

(a) \((\forall T \in A(t)) : 0 \leq \text{lag}(T, t + 1) \leq \rho(T)\)

(b) \((\forall T \in B(t)) : \text{lag}(T, t + 1) = 0\)

(c) \((\forall T \in I(t)) : \text{lag}(T, t + 1) = 0\)

**Proof:** Part (c) has been proved formally in [106]. To see why part (c) holds, note that no task in \(I(t)\) is scheduled at \(t\). Because there is a hole in \(t\), the latest subtask of a task in \(I(t)\) with release time at or before \(t\) should have completed execution by \(t\). Hence, such a task cannot be behind with respect to the ideal schedule.

**Proof of part (a).** Let \(T\) be a task in \(A(t)\) and let \(T_i\) be its subtask scheduled at \(t\). Then, in \(S\), \(T_i\) and all prior subtasks of \(T\) are scheduled in \([0, t + 1]\), i.e., each of these subtasks receives its entire allocation of one quantum in \([0, t + 1]\). Because there is a hole in \(t\), by Lemma 6.6 we have

\[ d(T_i) = t + 1 \land b(T_i) = 1. \] (6.9)

By (3.17) and the final part of (3.15), this implies that \(T_i\) and all prior subtasks of \(T\) receive a total allocation of one quantum each in \([0, t + 1]\) in the ideal schedule also. Therefore, any difference in the allocations received in the ideal schedule and \(S\) is only due to subtasks that are released later than \(T_i\). This is illustrated in Figure 6.1. Further, this difference can only be positive, and hence, the lower bound holds. We next show that the upper bound also holds.

Obviously, in \(S\), every subtask that is released later than \(T_i\) receives an allocation of zero in \([0, t + 1]\). Therefore, the lag of \(T\) at \(t + 1\) is equal to the allocations that these later subtasks receive in the ideal schedule in the same interval. To determine this value, let \(T_j\) be the
successor of $T_i$. By Lemma 6.10, if $j > i + 1$, then $r(T_j) \geq d(T_i) = t + 1$ holds. Hence, among the later subtasks, only $T_{i+1}$ may receive a non-zero allocation in $[0, t + 1)$. By (6.9), $b(T_i) = 1$, and hence, by Lemma 6.10, $T_i$ again, $r(T_{i+1})$ is at least $d(T_i) - 1$, which, by (6.9), is at least $t$. Hence, in the ideal schedule, in the interval $[0, t + 1)$, the allocation to $T_{i+1}$ may be non-zero only in slot $r(T_{i+1})$.

Thus, if $r(T_{i+1}) \geq t + 1$ or $T_{i+1}$ is absent, then $\text{lag}(T, t+1)$ is zero. Otherwise, it is given by the allocation that $T_{i+1}$ receives in slot $t = r(T_{i+1})$ in the ideal schedule. Because $b(T_i) = 1$ holds, by Lemma 3.2, $A(\text{PS}, T_{i+1}, r(T_{i+1})) \leq \rho(T)$. Hence, $\text{lag}(T, t+1) \leq \rho(T)$. This is illustrated in Figure 6.1.

**Proof of part (b).** Let $U$ be a task in $B(t)$ and let $U_j$ be its critical subtask at $t$. Then, because there is a hole in $t$, by Lemma 6.4, $U_j$ is scheduled before $t$. Thus, $U_j$ and all prior subtasks of $U$ complete executing by $t$ in $S$. Because $U_j$ is $U$’s critical subtask at $t$, $U_j$’s successor is not eligible, and hence, is not released, before $t + 1$. Further, by Lemma 6.5, $d(U_j) \leq t + 1$ holds. Hence, all subtasks of $U$ released before $t + 1$ complete executing by $t + 1$ in both $S$ and the ideal schedule. Therefore, $\text{lag}$ for $U$ at $t + 1$ is zero.

The next lemma gives an upper bound on $\text{LAG}$ at $t + 1$ in terms of $\text{LAG}$ at $t$ and $t - \lambda + 1$.

**Lemma 6.14** Let $t$, where $\lambda - 1 \leq t < t_d - \lambda$, be a slot with at least one hole. Then, $\text{LAG}(\tau, t+1) \leq \text{LAG}(\tau, t) \cdot \delta + \alpha M \cdot \delta$, and if there is no hole in any slot in $[t - \lambda + 1, t)$, that is, there is no hole in any of the $\lambda - 1$ slots preceding $t$, then $\text{LAG}(\tau, t+1) \leq \text{LAG}(\tau, t - \lambda + 1) \cdot \delta + (\lambda \alpha \cdot M - (\lambda - 1)M) \cdot \delta$.

**Proof:** By the statement of the lemma, there is at least one hole in slot $t$. Therefore, by Lemma 6.13, only tasks in $A(t)$, i.e., tasks that are scheduled in slot $t$, may have a positive lag at $t + 1$. Let $x$ denote the number of tasks scheduled at $t$, i.e., $x = \sum_{T \in \tau} S(T, t) = |A(t)|$. Then, by 3.34, we have
\[ \text{LAG}(\tau, t+1) \leq \sum_{T \in A(t)} \text{lag}(T, t+1) \]
\[ \leq \sum_{T \in A(t)} \rho(T) \quad \text{(by Lemma 6.13)} \]
\[ \leq \sum_{T \in A(t)} \rho_{\max} \quad \text{(by (6.2))} \]
\[ = |A(t)| \cdot \rho_{\max} \]
\[ = x \cdot \rho_{\max}. \quad (6.10) \]

Using (3.29), \( \text{LAG}(\tau, t+1) \) can be expressed as follows.

\[ \text{LAG}(\tau, t+1) \leq \text{LAG}(\tau, t) + \sum_{T \in \tau} (wt(T) - S(T, t)) \]
\[ = \text{LAG}(\tau, t) + \sum_{T \in \tau} wt(T) - x \quad \text{(by Def. 6.4)} \]
\[ = \text{LAG}(\tau, t) + \alpha M - x \quad \text{(by Def. 6.4)} \quad (6.11) \]

By (6.10) and (6.11), we have
\[ \text{LAG}(\tau, t+1) \leq \min(x \cdot \rho_{\max}, \text{LAG}(\tau, t) + \alpha M - x). \]

Because \( \rho_{\max} \geq 0 \), and hence, \( x \cdot \rho_{\max} \) is non-decreasing with increasing \( x \), whereas \( \text{LAG}(\tau, t) + \alpha M - x \) is decreasing, \( \text{LAG}(\tau, t+1) \) is maximized when \( x \cdot \rho_{\max} = \text{LAG}(\tau, t) + \alpha M - x \), i.e., when \( x = \text{LAG}(\tau, t) \cdot \frac{1}{1+\rho_{\max}} + \alpha \frac{1}{1+\rho_{\max}} \). Therefore, using either (6.10) or (6.11), we have
\[ \text{LAG}(\tau, t+1) \leq \text{LAG}(\tau, t) \cdot \delta + \alpha M \cdot \delta \quad \text{(by Def. 6.5).} \quad (6.12) \]

By the statement of the lemma, \( t \geq \lambda - 1 \), and hence, \( t - \lambda + 1 \geq 0 \) holds. Therefore, using (3.31), \( \text{LAG}(\tau, t) \) can be expressed as follows.

\[ \text{LAG}(\tau, t) \leq \text{LAG}(\tau, t - \lambda + 1) + (\lambda - 1) \cdot \sum_{T \in \tau} wt(T) - \sum_{u=t-\lambda+1}^{u=t-1} S(T, u) \]

If there is no hole in any slot in \([t-\lambda+1, t)\), then \( \sum_{T \in \tau} S(T, u) = M \), for all \( u \) in \([t-\lambda+1, t)\). Hence,
\[ \text{LAG}(\tau, t) \leq \text{LAG}(\tau, t - \lambda + 1) + (\lambda - 1) \cdot \sum_{T \in \tau} wt(T) - \sum_{u=t-\lambda+1}^{u=t-1} S(T, u) \]
\[ = \text{LAG}(\tau, t - \lambda + 1) + (\lambda - 1) \cdot \sum_{T \in \tau} wt(T) - (\lambda - 1) \cdot M \]
\[ \leq \text{LAG}(\tau, t - \lambda + 1) + (\lambda - 1)\alpha \cdot M - (\lambda - 1)M \quad \text{(by Def. 6.4).} \quad (6.13) \]

Substituting (6.13) in (6.12), we have \( \text{LAG}(\tau, t+1) \leq \text{LAG}(\tau, t-\lambda+1) \cdot \delta + (\lambda \alpha \cdot M - (\lambda - 1)M) \cdot \delta \).
The next two lemmas are purely mathematical and are proved in Appendix C. They will be used in proving a later lemma.

**Lemma 6.15** A solution to the recurrence

\[ L_0 < \delta + \delta \cdot \alpha M \]
\[ L_k \leq \delta \cdot L_{k-1} + \delta \cdot (\lambda \alpha M - (\lambda - 1)M) \]

for all \( k \geq 1 \) and \( 0 \leq \delta < 1 \), is given by

\[ L_n < \delta^{n+1} (1 + \alpha M) + (1 - \delta^n) \left( \frac{\delta}{1 - \delta} \right) (\lambda \alpha M - (\lambda - 1)M), \text{ for all } n \geq 0. \]

**Lemma 6.16** \( \frac{M(\lambda - \delta - (\lambda - 1)\delta^{n+1}) + \delta^{n+2} - \delta^{n+1} - \delta^{n+2}}{M(\lambda - \lambda - 1)\delta^{n+2} + \delta^{n+2} - \delta^{n+1} - \delta^{n+2}} \geq \frac{M(\lambda - \delta)}{\lambda M} \) holds for all \( n \geq 0, 0 \leq \delta \leq 1/2, \) and \( M \geq 1. \)

We will next show how to bound \( \text{LAG} \) at the end of an interval that does not contain \( \lambda \) consecutive slots without holes, after \( \text{LAG} \) increases to one at the beginning of the interval.

**Lemma 6.17** Let \( t \), where \( \lambda - 1 \leq t < t_d - \lambda \), be a slot across which \( \text{LAG} \) increases to at least one, i.e.,

\[ \lambda - 1 \leq t < t_d - \lambda \land \text{LAG}(\tau, t) < 1 \land \text{LAG}(\tau, t + 1) \geq 1. \]

(6.14)

Let \( u \), where \( t < u \leq t_d - \lambda \), be such that there is at least one hole in at least one slot in every \( \lambda \) consecutive slots in the interval \([t + 1, u]\). Then, \( \text{LAG}(\tau, u) < (\lambda - \lambda \alpha)M + 1. \)

**Proof:** Because \( \text{LAG}(\tau, t + 1) > \text{LAG}(\tau, t) \) holds by (6.14), by Lemmas 3.4 and 6.12 we have (C1) and (C2) below, respectively. ((C2) holds by part (a) of Lemma 6.12 when \( \lambda > 2 \) and by part (b) of the same Lemma when \( \lambda = 2. \) By (6.4), \( \lambda \geq 2 \) holds.)

(C1) There is at least one hole in slot \( t \).
(C2) There is no hole in slot \( t - 1 \).

By the statement of the lemma (that there is at least one hole in at least one slot in every \( \lambda \) consecutive slots in \([t + 1, u]\)) and (C1), there is at least one hole in at least one slot in every \( \lambda \) consecutive slots in \([t, u]\). Therefore, at most \( \lambda - 1 \) consecutive slots in the interval can be without any hole. Let

\[ n \geq 0 \]

(6.15)
denote the number of slots in \([t, u - \lambda + 1]\) that each begin a block of \(\lambda - 1\) consecutive slots with no holes. Note that the last slot in the last block is before \(u - 1\). If \(n > 0\), let \(t_1, t_2, \ldots, t_n\), where \(t_1 < t_2 < \ldots < t_n < u - \lambda + 1\) be such slots. Also note that if there is no hole in \([u - \lambda + 1, u]\) (provided \(u - \lambda + 1 > t + 1\) holds), then there is at least one hole in \(u - \lambda\). By (C1), \(t_1 > t\) holds. Further, \(t_n + \lambda - 1 < u\) and there is no hole in \([t_i, t_i + \lambda - 1]\) for each \(i\). Because there is at least one hole in at least one slot in any \(\lambda\) slots in \([t, u]\), there is at least one hole in \(t_{i-1}\) for all \(1 \leq i \leq n\). Similarly, there is at least one hole in \(t_i + \lambda - 1\) for all \(1 \leq i \leq n\). Also,

\[
t_{i+1} - t_i \geq \lambda, \quad \text{for all } 1 \leq i \leq n - 1. \tag{6.16}
\]

We divide the interval \([t - 1, u]\) into \(n + 1\) non-overlapping subintervals that each start at \(t\) or at one of the \(n\) slots that begin blocks of \(\lambda - 1\) consecutive slots without holes, namely, \(t_1, \ldots, t_n\), as shown in Figure 6.2. Note that \(t - 1\) exists by the statement of the lemma, and by (C2), there is no hole in slot \(t - 1\). Also, as noted earlier, \(t_1 > t\).

The subintervals denoted \(I_0, I_1, \ldots, I_n\) are defined as follows.

\[
I_0 \overset{\text{def}}{=} \begin{cases} 
[t - 1, t_1), & \text{if } t_1 \text{ exists, i.e., } n > 0 \\
[t - 1, u), & \text{otherwise}
\end{cases} \tag{6.17}
\]

\[
I_n \overset{\text{def}}{=} [t_n, u), \quad \text{if } n > 0 \tag{6.18}
\]

\[
I_k \overset{\text{def}}{=} [t_k, t_{k+1}), \quad \text{for all } 1 \leq k < n \tag{6.19}
\]
Before proceeding further, we introduce some more notation. We denote the start and end times of \( I_k \), where \( 0 \leq k \leq n \), by \( t^k_s \) and \( t^k_f \), respectively, i.e., \( I_k \) is denoted as follows.

\[
I_k \overset{\text{def}}{=} (t^k_s, t^k_f), \quad \text{for all } k = 0, 1, \ldots, n \quad (6.20)
\]

\( t^k_h \) is defined as follows for \( 0 \leq k \leq n \).

\[
t^k_h \overset{\text{def}}{=} \begin{cases} 
  t + 1, & k = 0 \\
  t^k_s + \lambda, & \text{otherwise}
\end{cases} \quad (6.21)
\]

LAG at \( t^k_h \) is denoted \( L_k \), i.e.,

\[
L_k \overset{\text{def}}{=} \text{LAG}(\tau, t^k_h), \quad \text{for all } k = 0, 1, \ldots, n \quad (6.22)
\]

Note that each subinterval \( I_k \), where \( 1 \leq k \leq n \), contains a block of \( \lambda - 1 \) consecutive slots with no holes that begins at \( t^k_s \), \( I_n \) may contain a second such block beginning at \( u - \lambda + 1 \), and the following holds (refer to Fig. 6.2).

(C3) For all \( k, 0 \leq k \leq n \), there is (i) no hole in any slot in \( [t^k_s, t^k_h - 1) \), (ii) at least one hole in \( t^k_h - 1 \), and (iii) at least one hole in at least one slot in \( [\hat{t}, \hat{t} + \lambda - 1) \), where \( t^k_h - 1 \leq \hat{t} \leq \min(t^k_f - 1, u - \min(\lambda - 1, t^n_f - t^n_h + 1)) \).

Our goal now is to derive bounds for \( \text{LAG} \) at \( t^k_f \), for all \( 0 \leq k \leq n \). Towards this end, we first establish the following claim, which states that \( \text{LAG} \) at any time in the interval \( [t^k_h, t^k_f] \) is at most \( L_k \) for all \( k \).

**Claim 6.1** \((\forall k : 0 \leq k \leq n :: (\forall t' : t^k_h \leq t' \leq t^k_f :: \text{LAG}(\tau, t') \leq L_k))\).

For each \( k \), the proof is by induction on \( t' \).

**Base Case:** \( t' = t^k_h \). The claim holds by the definition in (6.22).

**Induction Step:** Assuming that the claim holds at all times in the interval \( [t^k_h, t^k_f] \), where \( t^k_h \leq t' < t^k_f \), we show that it holds at \( t' + 1 \). By this induction hypothesis, we have the following.

\[
t^k_h \leq t' < t^k_f \quad (6.23)
\]

\[
(\forall \hat{t} : t^k_h \leq \hat{t} \leq t' :: \text{LAG}(\tau, \hat{t}) \leq L_k) \quad (6.24)
\]

We consider the following two cases. In each case, if there is no hole in \( t' \), then by
Lemma [3.4] $\operatorname{LAG}(\tau, t' + 1) \leq \operatorname{LAG}(\tau, t') \leq L_k$. Hence, assume that there is a hole in $t'$.

**Case 1: $t' \leq t^k_h + \lambda - 3$.** For this case, $t' - \lambda + 2 \leq t^k_h - 1$ holds. By (C3)(ii), there is a hole in slot $t^k_h - 1$. By (6.23), $t^k_h - 1 < t'$. Thus, there is at least one hole in the interval $[t' - \lambda + 2, t')$, i.e., in one of the $\lambda - 2$ slots immediately preceding $t'$. Therefore, by the contrapositive of Lemma 6.12(a), $\operatorname{LAG}(\tau, t' + 1) \leq \operatorname{LAG}(\tau, t')$, which by (6.24), is at most $L_k$.

**Case 2: $t' > t^k_h + \lambda - 3$.** In this case,

$$t^k_h - 2 < t' - \lambda + 1$$  \hspace{1cm} (6.25)

holds. Because $t^k_f \leq t^j_f$ for all $0 \leq k \leq n$, we have $t^k_f \leq u$ by (6.17) and (6.18), when $n = 0$ and $n > 0$, respectively, and hence, by (6.23), we have $t' < u$. Therefore, $t' - \lambda + 1 < u - \lambda + 1 \leq u - \min(\lambda - 1, t^f_j - t^h_k + 1)$ holds. Also, because $\lambda \geq 2$, by (6.23), $t' - \lambda + 1 < (t^f_j - 1 - \min(\lambda - 1, t^f_j - t^h_k + 1))$. Therefore, by (6.25), (C3)(iii) applies for $\hat{t} = t' - \lambda + 1$, and it follows that there is at least one hole in $[t' - \lambda + 1, t')$. If there is a hole in $[t' - \lambda + 2, t')$, then by the contrapositive of Lemma 6.12(a), $\operatorname{LAG}(\tau, t' + 1) \leq \operatorname{LAG}(\tau, t')$, which by (6.24), is at most $L_k$. On the other hand, if there is no hole in $[t' - \lambda + 2, t')$, then there is a hole in $t' - \lambda + 1$ because there is at least one hole in $[t' - \lambda + 1, t')$. Thus, by the contrapositive of Lemma 6.12(b), $\operatorname{LAG}(\tau, t' + 1) \leq \operatorname{LAG}(\tau, t' - \lambda + 2)$. By (6.25), $t' - \lambda + 2 \geq t^k_h$, and hence, by (6.24), $\operatorname{LAG}(\tau, t' - \lambda + 2) \leq L_k$. The claim follows for this case.

Having shown that $\operatorname{LAG}(\tau, t^k_f)$ is at most $L_k$, we now bound $L_k$. We start by determining a bound for $L_0$. By (6.22), $L_0 = \operatorname{LAG}(\tau, t^0_h)$, which by (6.21) is $\operatorname{LAG}(\tau, t + 1)$. Thus,

$$L_0 = \operatorname{LAG}(\tau, t + 1)$$

$$\leq \delta \cdot \operatorname{LAG}(\tau, t) + \delta \cdot \alpha M \quad \text{(by Lemma 6.14 because (C1) holds and by the statement of this lemma, } \lambda - 1 \leq t < t_d - \lambda)$$

$$< \delta + \delta \cdot \alpha M, \quad \text{(LAG(\tau, t) < 1 by (6.14)).} \quad (6.26)$$

We next determine an upper bound for $L_k$, where $1 \leq k \leq n$. Notice that by our definition of
\( I_k \) in (6.19), we have \( t^k_s = t^{k-1}_j \). Thus, \( \text{LAG}(\tau, t^k_s) = \text{LAG}(\tau, t^{k-1}_j) \), and hence, by Claim 6.1 we have

\[
\text{LAG}(\tau, t^k_s) \leq L_{k-1}.
\] (6.27)

By (6.21), for \( k > 0 \), \( t^k_h = t^k_s + \lambda \). By (6.16), \( t^k_s + \lambda - 1 < t^{k+1}_s \). Also, \( t^{k+1}_s \leq u \) holds by (6.19), \( k > 0 \), and (6.18). By the statement of the lemma \( u \leq t_d - \lambda \). Thus,

\[
t^k_s + \lambda - 1 < t_d - \lambda.
\] (6.28)

Also, \( t^1_s = t_1 > t \), and hence,

\[
t^k_s + \lambda - 1 > t \geq \lambda - 1,
\] (6.29)

where the last inequality is from the statement of the lemma. By (C3)(ii), there is a hole in slot \( t^k_h - 1 = t^k_s + \lambda - 1 \), and by (C3)(i), no hole in any slot in \([t^k_s, t^k_h - 1)\), i.e., in \([t^k_s, t^k_s + \lambda - 1)\). Therefore, because (6.28) and (6.29) also hold, Lemma 6.14 applies with \( t^k_s + \lambda - 1 \), and hence, \( \text{LAG}(\tau, t^k_s + \lambda) \leq \delta \cdot \text{LAG}(\tau, t^k_s) + \delta \cdot (\lambda \alpha \cdot M - (\lambda - 1) \cdot M) \), which by (6.22), (6.27), and (6.21), for \( k \geq 1 \)

\[
L_k = \text{LAG}(\tau, t^k_h) = \text{LAG}(\tau, t^k_s + \lambda) \leq \delta \cdot L_{k-1} + \delta \cdot (\lambda \alpha \cdot M - (\lambda - 1) \cdot M), \quad \text{for all } 1 \leq k \leq n.
\] (6.30)

By (6.18) and (6.20), we have \( u = t^n_j \). Therefore, by Claim 6.1 and (6.15), we have

\[
\text{LAG}(\tau, u) = \text{LAG}(\tau, t^n_j) \leq L_n,
\] (6.31)

and hence, an upper bound on \( \text{LAG}(\tau, u) \) can be determined by solving the recurrence given by (6.26) and (6.30), which is restated below for convenience.

\[
L_0 < \delta + \delta \cdot \alpha M
\]
\[
L_k \leq \delta \cdot L_{k-1} + \delta \cdot (\lambda \alpha \cdot M - (\lambda - 1) \cdot M), \quad k \geq 1
\]

By Lemma 6.15 a solution to the above recurrence is given by

\[
L_k < \delta^{k+1} (1 + \alpha M) + (1 - \delta^k) \left( \frac{\delta}{1 - \delta} \right) (\lambda \alpha \cdot M - (\lambda - 1) \cdot M).
\]

Therefore, by (6.31), \( \text{LAG}(\tau, u) \leq L_n < \delta^{n+1} (1 + \alpha M) + (1 - \delta^n) \left( \frac{\delta}{1 - \delta} \right) (\lambda \alpha \cdot M - (\lambda - 1) \cdot M). \)
If \( L_n \) is at least \((\lambda - \lambda \alpha)M + 1\), then 
\[
\delta^{n+1}(1 + \alpha M) + (1 - \delta^n) \left( \frac{\delta}{1 - \delta} \right) (\lambda \alpha \cdot M - (\lambda - 1) \cdot M) > (\lambda - \lambda \alpha)M + 1,
\]
which on rearranging terms implies that
\[
\alpha > \frac{M(\lambda - \delta - (\lambda - 1)\delta^{n+1}) + \delta^{n+2} - \delta^{n+1} + 1 - \delta}{M(\lambda - (\lambda - 1)\delta^{n+1} - \delta^{n+2})}.
\]

Because \((6.32)\) is in contradiction to Lemma 6.1, we conclude that \( L_n < (\lambda - \lambda \alpha)M + 1 \). Hence, by \((6.31)\), \( \text{LAG}(\tau, u) \leq L_n < (\lambda - \lambda \alpha)M + 1 \).

**Lemma 6.18** Let \( \lambda - 1 \leq t < t_d - \lambda \) be a slot such that \( \text{LAG}(\tau, t) < 1 \land \text{LAG}(\tau, t + 1) \geq 1 \) and let \( u \) be the earliest time after \( t \) such that \( u = t_d - \lambda \) or there is no hole in any slot in \([u,u + \lambda)\). (Note that this implies that there is at least one hole in at least one slot in every \( \lambda \) consecutive slots in \([t + 1, u)\).) Then, at least one of the following holds.

\[
t < u \leq t_d - 2\lambda, \text{ there is a hole in } u - 1, \ (\forall \hat{t} : u \leq \hat{t} < u + \lambda :: \text{LAG}(\tau, \hat{t}) < (\lambda - \lambda \alpha)M + 1), \text{ and } \text{LAG}(\tau, u + \lambda) < 1. \tag{6.33}
\]

\[
\text{LAG}(\tau, t_d) < 1. \tag{6.34}
\]

There exists at least one slot with a hole before \( t_d - \lambda \) and \((\forall v : t' + 1 \leq v \leq t_d - \lambda :: \text{LAG}(\tau, v) < (t_d - v) \cdot (1 - \alpha)M + 1), \) where \( t' \) is the latest slot with a hole before \( t_d - \lambda \).

\[
\text{LAG}(\tau, t_d + 1) > \text{LAG}(\tau, t) \tag{6.35}
\]

**Proof:** Because \( \text{LAG}(\tau, t + 1) > \text{LAG}(\tau, t) \) holds (by the statement of the lemma), by Lemma 3.4 we have the following.

(D1) There is at least one hole in \( t \).

We consider two cases depending on \( u \). (By the definition of \( u \) in the statement of the lemma, if \( u < t_d - \lambda \) holds, then there is no hole in \( u \).)

Case 1: \( u \leq t_d - \lambda \) and there is no hole in \( u \). By Lemma 6.8(g).
(D2) there is no hole in any slot in \([t_d - \lambda + 1, t_d]\).

If \(u = t_d - \lambda\), then by the condition of this case, there is no hole in \(t_d - \lambda\), and hence, by (D2), in any slot in \([t_d - \lambda, t_d]\), i.e., in \([u, u + \lambda]\). On the other hand, if \(u < t_d - \lambda\), then by the definition of \(u\), there is no hole in \([u, u + \lambda]\). Thus, in both cases, we have the following.

(D3) There is no hole in any slot in \([u, u + \lambda]\).

By the definition of \(u\), there is at least one hole in at least one slot in any \(\lambda\) consecutive slots in the interval \([t + 1, u]\). Therefore, by Lemma 6.17 we have

\[
\text{LAG}(\tau, u) < (\lambda - \lambda \alpha)M + 1. \tag{6.36}
\]

To prove the lemma for this case, we consider the following two subcases.

**Subcase 1(a): \(u \leq t_d - 2\lambda\).** For this subcase, we first show that

(D4) there is at least one hole in \(u - 1\).

Because (D3) and \(u < t_d - \lambda\) (which is implied by the condition of this subcase, since \(\lambda \geq 2\)) hold, the absence of holes in \(u - 1\) would imply that there is no hole in any slot in \([u - 1, u + \lambda]\). This is a contradiction of the fact that \(u\) is the earliest time after \(t\) such that either there is no hole in any slot in \([u, u + \lambda]\) or \(u = t_d - \lambda\). Thus, there is at least one hole in \(u - 1\).

We next show that \(\text{LAG}(\tau, u + \lambda) < 1\) holds. By (5.31), we have

\[
\begin{align*}
\text{LAG}(\tau, u + \lambda) &\leq \text{LAG}(\tau, u) + \lambda \cdot \sum_{T \in \tau} wt(T) - \sum_{v = u}^{u+\lambda-1} \sum_{T \in \tau} S(T, v) \\
&= \text{LAG}(\tau, u) + \lambda \cdot \sum_{T \in \tau} wt(T) - \lambda M \quad \text{(by (D3), there is no hole in \([u, u + \lambda]\))} \\
&< (\lambda - \lambda \alpha)M + 1 + \lambda \cdot \sum_{T \in \tau} wt(T) - \lambda M \quad \text{(by (6.36), \(\text{LAG}(\tau, u) < (\lambda - \lambda \alpha)M + 1\))} \\
&= (\lambda - \lambda \alpha)M + 1 + \lambda \alpha M - \lambda M \quad \text{(by Def. 6.4)} \\
&= 1. \tag{6.37}
\end{align*}
\]

Further, by (D3), there is no hole in any slot in \([u, u + \lambda]\), hence, by Lemma 3.4 \(\text{LAG}\) cannot increase across any of these slots. Therefore, by (6.36), \((\forall \hat{t} : u < \hat{t} < u + \lambda :: \text{LAG}(\tau, \hat{t}) \leq \text{LAG}(\tau, u) < (\lambda - \lambda \alpha)M + 1)\) holds, which together with (D4), (6.36) and (6.37), establishes condition (6.33) for this subcase.
Subcase 1(b): $t_d - 2\lambda < u \leq t_d - \lambda$. For this subcase, we first show that there is no hole in any slot in $[u, t_d]$. If $u = t_d - \lambda$, then, by (D3), there is no hole in $[u, t_d]$. Otherwise, because $u > t_d - 2\lambda$ holds, we have $u + \lambda \geq t_d - \lambda + 1$. Thus, by (D3), there is no hole in any slot in $[u, t_d - \lambda + 1]$, and hence, by (D2), no hole in $[u, t_d]$. By (D5), \(u\) holds. Therefore, by (6.38), we have

\[
\sum_{v=\hat{t}}^{\hat{t}+1} \lambda(v) = \lambda(\hat{t} - \lambda + 1) = \lambda(1 - \alpha)M + 1.
\]

By (D5), \(u' < t_d - \lambda\) and there is no hole in any slot in $[u' + 1, t_d - \lambda]$. Because no \(\lambda\) consecutive slots in $[t, t_d - \lambda)$ are without holes (implied by the statement of the lemma, since $u = t_d - \lambda$ for this case), applying Lemma 6.1 (with $u = u' + 1$), we have

\[
\text{LAG}(\tau, u' + 1) < \lambda(1 - \alpha)M + 1.
\]

Case 2: $u = t_d - \lambda$ and there is a hole in slot $t_d - \lambda$. Let $u'$ denote the latest slot with at least one hole in $[t, t_d - \lambda)$. Because (D1) holds, $u'$ exists, and the following holds.

\[
\text{(D5)} u' < t_d - \lambda \quad \text{and there is no hole in any slot in } [u' + 1, t_d - \lambda].
\]

Because no \(\lambda\) consecutive slots in $[t, t_d - \lambda)$ are without holes (implied by the statement of the lemma, since $u = t_d - \lambda$ for this case), applying Lemma 6.1 (with $u = u' + 1$), we have

\[
\text{LAG}(\tau, u' + 1) < \lambda(1 - \alpha)M + 1.
\]

By (D5), \(u' < t_d - \lambda\), and hence, \(u' + 1 \leq t_d - \lambda\) holds. Therefore, \(\lambda \leq (t_d - (u' + 1))\), and hence, because \(\alpha \leq 1\) by Lemma 6.1

\[
\lambda(1 - \alpha)M \leq (t_d - (u' + 1))(1 - \alpha)M
\]

holds. Therefore, by (6.38), we have

\[
\text{LAG}(\tau, u' + 1) < \lambda(1 - \alpha)M + 1
\]

\[
\leq (t_d - (u' + 1))(1 - \alpha)M + 1 \quad \text{(by (6.39)).}
\]

Hence, for all \(\hat{t}\), where \(u' + 2 \leq \hat{t} \leq t_d - \lambda\), by (3.31), we have the following.

\[
\text{LAG}(\tau, \hat{t})
\]

\[
\leq \text{LAG}(\tau, u' + 1) + (\hat{t} - u' - 1) \cdot \sum_{T \in T} w(T) - \sum_{v=\hat{t}}^{\hat{t}+1} \sum_{T \in T} S(T, v)
\]

\[
< (\lambda - \lambda\alpha)M + 1 + (\hat{t} - u' - 1) \cdot \sum_{T \in T} w(T) - \sum_{v=\hat{t}}^{\hat{t}+1} \sum_{T \in T} S(T, v) \quad \text{(by (6.40))}
\]
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Lemma 6.11, if \( f \) holds, then at every time \( s \) this contradicts Lemma 6.8(h). If (6.34) holds, then Lemma 6.8(c) is contradicted. Finally, if

\[
\tau, \text{ and at time } u
\]

and at time \( u \). By part (i) of Lemma 6.8, there exists a \( \hat{u} \), such that \( \text{LAG}(\tau, u) \) is contradicted. On the other hand, if \( \text{LAG}(\tau, s) \) holds, then, because, by (E), there is a hole in \( v \cdot \), \( \hat{u} \) is less than one, and hence, is less than \( \lambda M, \lambda, W \). According to Theorem 6.1, \( \min(M, U(M, \lambda, \rho_{\text{max}})) \) is a schedulable utilization bound for \( M \) processors. We now show that every GIS task system with total utilization at most \( \min(M, U(M, \lambda, W_{\text{max}})) \) is also correctly scheduled under \( \text{EPDF} \). For this, first note that the first derivative of \( U(M, \lambda, f) = \frac{M(\lambda f + 1) + f}{\lambda^2 (1 + f)^2} \) with respect to \( f \) is given by \( \frac{-M}{\lambda (1 + f)^2} \), which is negative for all \( M \geq 1, \lambda \geq 1, \) and \( 0 \leq f \leq 1 \). Hence, \( U(M, \lambda, f) \) is a decreasing function of \( f \) for \( 0 \leq f \leq 1 \). By (6.1), \( \rho(T) < \text{wt}(T) \) holds for each task \( T \). Therefore, \( 0 \leq \rho_{\text{max}} < W_{\text{max}} \leq 1 \) holds, and hence, \( U(M, \lambda, W_{\text{max}}) < U(M, \lambda, \rho_{\text{max}}) \) holds, by which we have the following corollary to Theorem 6.1. By the definition of \( u' \), (6.41), the definition of \( \hat{u} \), and (6.42), condition (6.35) holds for this case.

By part (ii) of Lemma 6.8 there exists a \( t \), where \( 0 \leq t < v \), where \( v \) is as defined in Lemma 6.8(ii), such that \( \text{LAG}(\tau, t) < 1 \) and \( \text{LAG}(\tau, s) \geq 1 \), for all \( s \) in \( [t + 1, v] \). Since by Lemma 6.11 \( t \geq \lambda - 1 \) holds, Lemma 6.18 applies for \( t \). Let \( t' = u + \lambda \), where \( u \) is as defined in Lemma 6.18. If (6.33) holds, then

\[
\text{(E) } u \leq t_d - 2\lambda \text{ and there is a hole in } u - 1,
\]

and \( \text{LAG}(\tau, t') < 1 \) holds. Hence, if \( t' < v \) holds, then the existence of \( t \), and hence Lemma 6.8(ii), is contradicted. On the other hand, if \( t' \geq v \) holds, then, because, by (E), there is a hole in \( u - 1 < t_d - 2\lambda \), and by the definition of \( v \) in Lemma 6.8(ii), which states that there is no hole in any slot in \( [v, t_d - \lambda] \), we have \( u - 1 < v \), i.e., \( v \geq u \). Therefore, we have, \( u \leq v \leq t' \). However, by (6.33), \( \text{LAG} \) at every time between \( u \) and \( u + \lambda - 1 = t' - 1 \) is less than \( (\lambda - \lambda\alpha)M + 1 \), and at time \( u + \lambda = t' \) is less than one, and hence, is less than \( (\lambda - \lambda\alpha)M + 1 \) (as \( \alpha \leq 1 \)). This contradicts Lemma 6.8(ii). If (6.34) holds, then Lemma 6.8(i) is contradicted. Finally, if (6.35) holds, then at every time \( s \) after the latest slot with a hole before \( t_d - \lambda \) and until \( t_d - \lambda \), \( \text{LAG}(\tau, s) < (t_d - s) \cdot (1 - \alpha)M + 1 \), which contradicts part (i) of Lemma 6.8. Therefore, our assumption that \( \tau \) misses a deadline at \( t_d \) is incorrect, which in turn proves Theorem 6.1.

According to Theorem 6.1, \( \min(M, U(M, \lambda, \rho_{\text{max}})) \) is a schedulable utilization bound for \( \text{EPDF} \) on \( M \) processors. We now show that every GIS task system with total utilization at most \( \min(M, U(M, \lambda, W_{\text{max}})) \) is also correctly scheduled under \( \text{EPDF} \). For this, first note that the first derivative of \( U(M, \lambda, f) = \frac{M(\lambda f + 1) + f}{\lambda^2 (1 + f)^2} \) with respect to \( f \) is given by \( \frac{-M}{\lambda (1 + f)^2} \), which is negative for all \( M \geq 1, \lambda \geq 1, \) and \( 0 \leq f \leq 1 \). Hence, \( U(M, \lambda, f) \) is a decreasing function of \( f \) for \( 0 \leq f \leq 1 \). By (6.1), \( \rho(T) < \text{wt}(T) \) holds for each task \( T \). Therefore, \( 0 \leq \rho_{\text{max}} < W_{\text{max}} \leq 1 \) holds, and hence, \( U(M, \lambda, W_{\text{max}}) < U(M, \lambda, \rho_{\text{max}}) \) holds, by which we have the following corollary to Theorem 6.1.
Corollary 6.1 A GIS task system $\tau$ is schedulable on $M$ processors under EPDF if the total utilization of $\tau$ is at most $\min(M, \frac{\lambda M(\lambda(1+W_{\text{max}})-W_{\text{max}})+1+W_{\text{max}}}{\lambda(1+W_{\text{max}})})$, where $W_{\text{max}}$ and $\lambda$ are as defined in (7.10) and (6.4), respectively.

Comparison with partitioned EDF and a variant of global EDF. Figure 6.3 shows how the utilization bound derived for EPDF compares to the best known bounds of partitioned EDF [87] and a variant of global EDF, called fp-EDF. Under fp-ED, tasks with utilizations greater than 1/2 are statically given higher priority than the remaining tasks, and the remaining tasks are scheduled using EDF [22]. In general, there does not exist a correlation between $W_{\text{max}}$ and $\rho_{\text{max}}$. That is, $W_{\text{max}}(\tau) > W_{\text{max}}(\tau') \neq \rho_{\text{max}}(\tau) > \rho_{\text{max}}(\tau')$, where $\tau$ and $\tau'$ are two distinct task systems. Thus, a general characterization of any utilization bound as a function of $\rho_{\text{max}}$ may not convey useful information. Hence, in Figure 6.3, each bound is plotted as a function of $W_{\text{max}}$ only. Also, $\rho_{\text{max}}(\tau)$ cannot be determined if only $W_{\text{max}}(\tau)$ is known.

However, since $\gcd(T.e,T.p) \geq 1$ holds for every $T$, by (6.1) and (6.2), $\rho_{\text{max}}(\tau)$ is at most $W_{\text{max}}(\tau) - 1/p_{\text{max}}(\tau)$, where $p_{\text{max}}$ is the maximum period of any task. Hence, for an arbitrary
task system, a utilization bound higher than that given by \( \min(M, U(M, \lambda, W_{\max})) \) is possible if at least \( p_{\max} \) is also known. Thus, in Figure 6.3, utilization bounds for EPDF for tasks systems with \( p_{\max} = 5 \) and \( p_{\max} = 10 \) computed using Theorem 6.1 assuming \( \rho_{\max} = W_{\max} - 1/p_{\max} \) are plotted, as is the \( U(M, \lambda, W_{\max}) \) bound. As can be seen from the plots, the utilization bound of EPDF is higher than those of the other two algorithms by around 25% in the worst case. Also, the utilization bound of EPDF is piece-wise continuous with discontinuities whenever \( \lambda \) changes, \emph{i.e.}, at \( W_{\max} = 1/p \), where \( p \) is an integer.

In [107], Srinivasan and Anderson have shown that EPDF can correctly schedule every task system with \( W_{\max} \leq \frac{1}{M-1} \). With \( W_{\max} = \frac{1}{M-1} \), the utilization bound given by Corollary 6.1 is \( M - \frac{1}{M-1} + \frac{1}{M(M-1)} \), which approaches \( M \) asymptotically. The discrepancy for lower values of \( M \) is due to the approximation of \( \rho_{\max} \) by \( W_{\max} \). Hence, the results of this paper are useful only when \( W_{\max} > \frac{1}{M-1} \) holds.

How accurate is the utilization bound given by Theorem 6.1? Is it the worst-case for EPDF? As yet, we do not fully know the answers to these questions. The closest we have come towards providing any answer is the following task system, which can miss deadlines under EPDF.

**Counterexample.** Consider a task system that consists of \( 2n + 1 \) tasks of weight \( \frac{1}{2} \), \( n \) tasks of weight \( \frac{3}{4} \), and \( n \) tasks of weight \( \frac{5}{6} \) scheduled on \( 3n \) processors, where \( n \geq 2 \). There is an EPDF schedule for this task system in which a deadline miss occurs at time 12. One such schedule is shown in Figure 6.4. The total utilization of this task system is \( \frac{3n}{12} + \frac{1}{2} \), which approaches 86.1% of \( 3n \), the total processing capacity, as \( n \) approaches infinity. The utilization bound given by Theorem 6.1 for a task system with task parameters as in this example is slightly above 80% for large \( M \). Hence, at least asymptotically, the value derived does not seem to be too pessimistic. However, the same cannot be said when \( M \) is small. For instance, for the example under consideration, the total utilizations when \( n = 2 \) and \( n = 3 \) (\emph{i.e.}, \( M = 6 \) and \( M = 9 \)) are 94.4% and 91.6%, respectively, while the estimated values are only 84.1% and 82.7%. Further, though this single task system is too little data to draw general conclusions, the difficulty in identifying counterexamples and some of the approximations made in the analysis make us strongly believe that our result is not tight.
Figure 6.4: An EPDF schedule with a deadline miss for a task system with $2n + 1$ tasks of weight $\frac{1}{7}$, $n$ tasks with weight $\frac{3}{4}$, and $n$ tasks with weight $\frac{5}{6}$ on $M = 3n$ processors, where $n \geq 2$. The number of tasks for each weight scheduled in each time slot is indicated. As $n \to \infty$, the total utilization of this task system approaches 86.1%.

6.3 Summary

We have determined a utilization bound for the non-optimal earliest-pseudo-deadline-first (EPDF) Pfair scheduling algorithm on multiprocessors, and thereby, presented a sufficient schedulability test for EPDF. In general, on $M > 2$ processors, the utilization bound derived is at least $\frac{3M+1}{4}$, and is higher than that of every non-Pfair algorithm by around 25% when task utilizations are not restricted. Our bound is expressed as a decreasing function of the maximum weight, $W_{\text{max}}$, of any task, and hence, if this value is known, may be used to schedule task systems with total utilization exceeding $\frac{3M+1}{4}$. A knowledge of EPDF’s utilization bound should help in identifying the task systems for which the soft real-time scheduling results of EPDF are applicable. Also, if the total utilization of an EPDF-scheduled soft real-time system is less than the schedulable utilization bound of EPDF, then that system can be treated as a hard real-time system.

Currently, it is not known whether the utilization bound derived is a worst-case schedulable utilization for EPDF. We have only presented a counterexample that shows that the worst-case value for $W_{\text{max}} \leq \frac{5}{6}$ is at most 86.1%, which also suggests that a significant improvement to the result may not be likely. Towards the end of the next chapter, we extend this result to
allow non-zero tardiness.
In this chapter, we present results concerning EPDF that can enable its use with more soft real-time systems than previously possible. Our contributions are as follows.

As mentioned in Chapter 6, the efficacy of EPDF for soft real-time systems was first considered by Srinivasan and Anderson in [106]. They conjectured that on $M$ processors, EPDF can ensure a tardiness bound of one quantum to every task system with total utilization at most $M$ (i.e., every task system that is feasible on $M$ processors). Our first result in this chapter refutes this conjecture. For this, we present counterexamples that show that tardiness under EPDF can not only exceed one quantum, but can be up to four quanta. The method used to generate these counterexamples suggests that, in general, EPDF cannot guarantee small constant tardiness that is independent of the task system parameters.

In [106], Srinivasan and Anderson showed that EPDF can guarantee a tardiness bound of $q \geq 1$ quanta for every subtask of a feasible task system, provided a certain condition holds. Their condition can be ensured by limiting each task’s weight to at most $\frac{q}{q+1}$. As a second contribution, we improve upon this result, and show that a more liberal restriction of $\frac{q+2}{q+3}$ on the weight of each task is sufficient to ensure that tardiness does not exceed $q$ quanta. Note that, when $q = 1$, our result presents an improvement of 50% over the previous result.

As a third contribution, we present a sufficient restriction of $U \overset{\text{def}}{=} \frac{q+2}{q+3}$ on the weight of each task.
\[
\min(M, \frac{(q+1)W_{\max}+(q+2))M + (2(q+1)W_{\max}+1)}{2(q+1)W_{\max}+2})
\]
on the total utilization of a task system for ensuring a tardiness bound of \( q \geq 1 \) quanta on \( M \) processors, for task systems whose maximum task weight may exceed \( \frac{q+2}{q+3} \). For \( q = 1 \), \( U \) is around 83.5\%, which is higher by around 8\% over that presented in the previous chapter for hard real-time systems.

The results described above are presented in order in Sections 7.1, 7.2, and 7.3. Section 7.4 concludes.

### 7.1 Counterexamples

It is easy to show that subtask deadlines can be missed under EPDF. In [106], it was conjectured that EPDF ensures a tardiness bound of one for every feasible task system. We now show that this conjecture is false.

**Theorem 7.1** Tardiness under EPDF can exceed three quanta for feasible GIS task systems. In particular, if EPDF is used to schedule task system \( \tau^{(i)} \) \( (1 \leq i \leq 3) \) in Table 7.1, then a tardiness of \( i + 1 \) quanta is possible.

**Proof:** Figure 7.1 shows a schedule for \( \tau^{(1)} \), in which a subtask has a tardiness of two at time 50. The schedules for \( \tau^{(2)} \) and \( \tau^{(3)} \) are too lengthy to be depicted; we verified them using two independently-coded EPDF simulators.

### 7.2 Tardiness Bounds for EPDF

In this section, we present results concerning tardiness bounds that can be guaranteed under EPDF. The sufficient condition for a tardiness of \( q \geq 1 \) quanta as given by Srinivasan and Anderson in [106] requires that the sum of the weights of the \( M - 1 \) heaviest tasks be less than \( \frac{qM+1}{q+1} \). This can be ensured if the weight of each task is restricted to be at most \( \frac{q}{q+1} \). We next show that an improved weight restriction of \( \frac{q+2}{q+3} \) per task is sufficient to guarantee a tardiness of \( q \) quanta. This restriction is stated below.

(W) The weight of each task in the task system under consideration is at most \( \frac{q+2}{q+3} \).

In what follows, we prove the following theorem.

**Theorem 7.2** Tardiness under EPDF is at most \( q \) quanta, where \( q \geq 1 \), for every GIS task system that is feasible on \( M \geq 3 \) processors and that satisfies (W).
Figure 7.1: Counterexample to prove that tardiness under EPDF can exceed one quantum. 13 periodic tasks with total utilization ten are scheduled on ten processors. In the schedule, tasks of the same weight are shown together as a group. Each column corresponds to a time slot. The PF-window of each subtask is shown as a sequence of dashes that are aligned. An integer value \( n \) in slot \( t \) means that \( n \) tasks in the corresponding group have a subtask scheduled at \( t \). Subtasks that miss deadlines are shown scheduled after their windows. Ties are broken in favor of tasks with lower weights. In this schedule, 11 subtasks miss their deadlines at time 48. Hence, tardiness is 2 quanta for at least one subtask.

To prove the above theorem, we use a setup similar to that used by Srinivasan and Anderson in [105] and [106] (which was also used in Chapter 6). (Again, it should be pointed out that the details of the current proof differ significantly from the rest.) As in Chapter 6, our proof is by contradiction. Hence, we assume that Theorem 7.2 does not hold, and as before, we define a task system that is minimal in some sense for which the theorem to be proved does not hold. Thus, for the problem at hand, our assumption implies that there exists a \( q \geq 1 \), and a time \( t_d \) and a concrete task system \( \sigma \) defined as follows.

**Definition 7.1:** \( t_d \) is the earliest deadline of a subtask with a tardiness of \( q + 1 \) under EPDF in any feasible GIS task system satisfying (W), i.e., there exists some such task system with a subtask with deadline at \( t_d \) and tardiness \( q + 1 \), and there does not exist any such task system with a subtask with deadline prior to \( t_d \) and a tardiness of \( q + 1 \).

**Definition 7.2:** \( \sigma \) is a feasible concrete GIS task system satisfying (W) with the following properties.

(S1) A subtask in \( \sigma \) with deadline at \( t_d \) has a tardiness of \( q + 1 \) under EPDF.

(S2) No feasible concrete task system satisfying (W) and (S1) releases fewer subtasks in \([0, t_d]\) than \( \sigma \).
In what follows, let $\hat{S}$ denote an EPDF schedule for $\sigma$ in which a subtask of $\sigma$ with deadline at $t_d$ has a tardiness of $q + 1$.

By (S1) and (S2), exactly one subtask in $\sigma$ has a tardiness of $q + 1$: if several such subtasks exist, then all but one can be removed and the remaining subtask will still have a tardiness of $q + 1$, contradicting (S2). Similarly, a subtask with deadline later than $t_d$ cannot impact how subtasks with deadlines at or before $t_d$ are scheduled. Therefore, no subtask in $\sigma$ has a deadline after $t_d$. Based on these facts, Lemma 7.1 below can be shown to hold. First, we claim the following.

**Claim 7.1** There is no hole in any slot in $[t_d - 1, t_d + q)$ in $\hat{S}$.

**Proof:** As discussed above, by Definition 7.1 (S1), and (S2), there is exactly one subtask in $\sigma$ that has a tardiness of $q + 1$. Let $T_i$ denote the only such subtask. By (S1) again, the deadline of $T_i$ is at $t_d$, and hence, $T_i$ is scheduled at time $t_d + q$.

### Table 7.1: Counterexamples to show that tardiness under EPDF can exceed three.

<table>
<thead>
<tr>
<th>Task Set</th>
<th>Task</th>
<th>Weight</th>
<th>$U_{sum}$</th>
<th>Tardiness (in quanta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau^{(1)}$</td>
<td>4</td>
<td>1/2</td>
<td>10</td>
<td>2 at 50</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3/4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>23/24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau^{(2)}$</td>
<td>4</td>
<td>1/2</td>
<td>19</td>
<td>3 at 963</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3/4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>23/24</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>239/240</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau^{(3)}$</td>
<td>4</td>
<td>1/2</td>
<td>80</td>
<td>4 at 43,204</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3/4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>23/24</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>31/32</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>119/120</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>239/240</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>479/480</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>959/960</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>1199/1200</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>2399/2400</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>4799/4800</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The proof of the claim is by induction on decreasing time $t$. We start by showing that there is no hole in slot $t_d + q - 1$.

**Base Case:** $t = t_d + q - 1$. Let $T_h$ denote the predecessor, if any, of $T_i$. Because the deadlines of any two successive subtasks of the same task differ by at least one time unit, $d(T_h) \leq t_d - 1$ holds. Therefore, by Definition 7.1, the tardiness of $T_h$ is at most $q$, and $T_h$ completes executing by $t_d + q - 1$. Hence, no subtask of $T$ is scheduled in slot $t_d + q - 1$. Thus, there is no hole in slot $t_d + q - 1$; otherwise, EPDF would schedule $T_i$ there.

**Induction Hypothesis:** Assume that there is no hole in slots $[t', t_d + q)$, where $t_d - 1 < t' < t_d + q$.

**Induction Step:** $t = t' - 1$. We show that there is no hole in slot $t' - 1$. The deadline of every subtask scheduled in $t'$ is at most $t_d$. Hence, the release time and the eligibility time of every such subtask is at or before $t_d - 1$. Since $t_d - 1 \leq t' - 1$, every subtask scheduled at $t'$ can be scheduled at $t' - 1$ unless its predecessor is scheduled at $t' - 1$. By the induction hypothesis, there is no hole in slot $t'$. Hence, if there is a hole in $t' - 1$, then at most $M - 1$ of the $M$ subtasks scheduled at $t'$ can have their predecessors scheduled at $t' - 1$, implying that at least one of the subtasks scheduled at $t'$ should have been scheduled at $t' - 1$, which is a contradiction. Therefore, there can be no hole in $t' - 1$.

We now show that LAG of $\sigma$ at $t_d$ is exactly $qM + 1$.

**Lemma 7.1** LAG$(\sigma, t_d, \hat{S}) = qM + 1$.

**Proof:** By Claim [7.1] there is no hole in any slot in $[t_d, t_d + q]$ in $\hat{S}$. Further, the subtask with a tardiness of $q + 1$ and deadline at $t_d$, as specified in (S1), is not scheduled until time $t_d + q$. (Also, recall that there is exactly one such subtask.) Thus, because every subtask in $\sigma$ has a deadline of at most $t_d$, there exist exactly $qM + 1$ subtasks with deadlines at most $t_d$ that are pending at $t_d$ in $\hat{S}$. In the ideal schedule, all of these subtasks complete executing by time $t_d$. Therefore, the LAG of $\sigma$ at $t_d$, which is the difference between the ideal allocation and the allocation in $\hat{S}$ in $[0, t_d)$, is $qM + 1$.

By Claim [7.1] there is no hole in slot $t_d - 1$. Therefore, by the contrapositive of Lemma 3.4, LAG$(\sigma, t_d - 1, \hat{S}) \geq$ LAG$(\sigma, t_d, \hat{S})$, which, by Lemma [7.1] is $qM + 1$. Thus, because LAG$(\sigma, 0, \hat{S}) = 0$, there exists a time $t$, where $0 \leq t < t_d - 1$ such that LAG$(\sigma, t, \hat{S}) < qM + 1$ and
\[ \text{LAG}(\sigma, t + 1, \hat{S}) \geq qM + 1. \] This further implies the existence of a time \( 0 \leq t_h < t_d - 1 \), a concrete task system \( \tau \), and an EPDF schedule \( S \) for \( \tau \) defined as follows.

**Definition 7.3:** \( 0 \leq t_h < t_d - 1 \) is the earliest time such that the LAG in any EPDF schedule for any feasible concrete GIS task system satisfying (W) is at least \( qM + 1 \) at \( t_h + 1 \).

**Definition 7.4:** \( \tau \) is a feasible concrete GIS task system satisfying (W) with the following properties.

- **(T1)** \( \text{LAG}(\tau, t_h + 1, S) \geq qM + 1 \).
- **(T2)** No feasible concrete task system satisfying (W) and (T1) releases fewer subtasks than \( \tau \).
- **(T3)** No feasible concrete task system satisfying (W), (T1), and (T2) has a larger rank than \( \tau \) where the rank of a task system is the sum of the eligibility times of all its subtasks, i.e., \( \text{rank}(\tau, t) = \sum_{\{T_i \in \tau\}} e(T_i) \).

**(T2)** can be thought of as identifying a minimal task system in the sense of having LAG exceed \( qM + 1 \) at the earliest possible time with the fewest number of subtasks, subject to satisfying (W). As already explained, if Theorem \[7.2\] does not hold for all task systems satisfying (W), then there exists some task system whose LAG is at least \( qM + 1 \). Therefore, some task system satisfying (W), (T1), and (T2) necessarily exists. (T3) further restricts the nature of such a task system by requiring subtask eligibility times to be spaced as much apart as possible.

Before continuing with the proof, we would like to point out the following as we did in Chapter 6. As mentioned earlier, the overall proof setup here is similar to that used in \[105\] for establishing the optimality of the PD\(^2\) algorithm, and in Chapter 6 for determining a schedulable utilization bound for EPDF. Though the details of the proofs differ significantly, some basic properties hold for the task systems considered in each problem, such as task system \( \tau \) in Definition \[7.4\] The proofs of some such basic properties may have to be reworded to exactly hold for the task system under consideration. However, to avoid repetition, we simply borrow such properties without proof, but explicitly state that when we have done so.

We next prove some properties about the subtasks of \( \tau \) scheduled in \( S \).

**Lemma 7.2** Let \( T_i \) be a subtask in \( \tau \). Then, the following properties hold.

- **(a)** If \( T_i \) is scheduled at \( t \), then \( e(T_i) \geq \min(r(T_i), t) \).
- **(b)** If \( T_i \) is scheduled before \( t_d \), then tardiness of \( T_i \) is at most \( q \).
Proof of part (a): The proof for this part is very similar to that of Lemma 6.8(d), but is provided to give a flavor of the changes in wording needed to fit the task system under consideration here. Suppose $e(T_i)$ is not equal to min($r(T_i), t$). Then, by (3.12), and because $T_i$ is scheduled at $t$, it is before min($r(T_i), t$). Hence, simply changing $e(T_i)$ so that it equals min($r(T_i), t$) will not affect how $T_i$ or any other subtask is scheduled. That is, the actual allocations in $S$ to every task, and hence, the lag of every task, will remain unchanged. Therefore, the LAG of $\tau$ at $t_h + 1$ will still be at least $qM + 1$. However, changing the eligibility time of $T_i$ increases the rank of the task system, and hence, (T3) is contradicted.

Proof of part (b). Follows from Definition 7.1.

In what follows, we show that if (W) is satisfied, then there does not exist a time $t_h$ as defined in Definition 7.3, that is, we contradict its existence, and in turn prove Theorem 7.2. For this, we deduce the LAG of $\tau$ at $t_h + 1$ by determining the lags of the tasks in $\tau$.

By the definition there of $t_h$ in Definition 7.3, LAG($\tau, t_h + 1$) > LAG($\tau, t_h$). Hence, by Lemma 3.4, the following holds.

(H) There is at least one hole in slot $t_h$.

### 7.2.1 Categorization of Subtasks

As can be seen from (3.22) and (3.15), the lag of a task $T$ at $t$ depends on the allocations that subtasks of $T$ receive in each time slot until $t$ in the ideal schedule. Hence, a tight estimate of such allocations is essential to bounding the lag of $T$ reasonably accurately. If a subtask’s index is not known, then (3.15), which can otherwise be used to compute the allocation received by any subtask in any slot exactly, is of little help. Hence, in this subsection, we define terms that will help in categorizing subtasks, and then derive upper bounds for the allocations that these categories of subtasks receive in the ideal schedule.

**k-dependent subtasks.** The subtasks of a heavy task with weight in the range $[1/2, 1)$ can be divided into “groups” based on their group deadlines in a straightforward manner: place all subtasks with identical group deadlines in the same group and identify the group using the smallest index of any subtask in that group. For example, in Figure 3.3, $G_1 = \{T_1, T_2\}$, $G_3 = \{T_3, T_4, T_5\}$, and $G_6 = \{T_6, T_7, T_8\}$. If there are no IS separations or GIS omissions among the subtasks of a group, then a deadline miss by $q$ quanta for a subtask $T_i$ will necessarily
result in a deadline miss by at least \( q \) quanta for the remaining subtasks in \( T_i \)'s group. Hence, a subtask \( T_j \) is dependent on all prior subtasks in its group for not missing its deadline. If \( T \) is heavy, we say that \( T_j \) is \( k \)-dependent, where \( k \geq 0 \), if \( T_j \) is the \((k + 1)^{st}\) subtask in its group, computed assuming all subtasks are present (that is, as in the determination of group deadlines, even if \( T \) is GIS and some subtasks are omitted, \( k \)-dependency is determined assuming there are no omissions).

Recall that by Lemma 3.1 all subtasks of a heavy task with weight less than one are of length two or three. Further, note that each subtask in each group except possibly the first is of length two. This implies that for a periodic task the deadlines of any two successive subtasks that belong to the same group differ by exactly one. Also, each subtask in each group except possibly the final subtask has a \( b \)-bit of one. Finally, if the final subtask of a group has a \( b \)-bit of one, then the first subtask of the group that follows in of length three. These properties are summarized in the following three lemmas.

**Lemma 7.3** Let \( T \) be a heavy task with \( wt(T) < 1 \) and let \( T_i \) be a 0-dependent subtask of \( T \). Then, one of the following holds: (i) \( i = 1 \); (ii) \( i > 1 \) and \( b(T_{i-1}) = 0 \); (iii) \( |\omega(T_i)| = 3 \).

**Lemma 7.4** If \( T_i \) is a \( k \)-dependent subtask of a periodic task \( T \), where \( i \geq 2 \) and \( k \geq 1 \), then \( d(T_i) = d(T_{i-1}) + 1 \) and \( r(T_i) = d(T_{i-1}) - 1 \).

**Lemma 7.5** Let \( T_i \), where \( i > 1 \), be a \( k \)-dependent subtask of \( T \) with \( wt(T) < 1 \). If \( k \geq 1 \), then \( |\omega(T_i)| = 2 \) and \( b(T_{i-1}) = 1 \).

If a task \( T \) is light, then we simply define all of its subtasks to be 0-dependent. In this case, each subtask is in its own group.

**Miss initiators.** A subtask scheduled at \( t \) and missing its deadline by \( c \) quanta, where \( c \geq 1 \), is referred to as a miss initiator by \( c \) (or a \( c \)-MI, for short) for its group, if no subtask of the same task is scheduled at \( t - 1 \). (A miss initiator by \( q \), i.e., a \( q \)-MI, will simply be referred to as an MI.) Thus, a subtask is a \( c \)-MI if it misses its deadline by \( c \) quanta and is either the first subtask in its group to do so or is separated from its predecessor by an IS or GIS separation, and its predecessor is not scheduled in the immediately preceding slot. Such a subtask is termed a miss initiator by \( c \) because in the absence of future separations, it causes all subsequent subtasks in its group to miss their deadlines by \( c \) quanta as well. Several examples of MIs for \( q = 1 \) are shown in Figure 7.2.
Successors of miss initiators. The immediate successor \( T_{i+1} \) of a c-MI \( T_i \) is called a successor of a c-MI (or c-SMI, for short) if \( \text{tardiness}(T_{i+1}) = \text{tardiness}(T_i) = c \), \( S(T_{i+1}, t) = 1 \) \( \Rightarrow S(T_i, t - 1) = 1 \), and \( T_i \) is a c-MI. (A successor of a miss initiator by \( q \), i.e., a \( q \)-SMI, will simply be referred to as an SMI.) Figure 7.2 shows several examples for \( q = 1 \). Note that for \( T_{i+1} \) to be a c-SMI, its predecessor in \( S \) must be \( T_i \), rather than some lower-indexed subtask of \( T \).

The lemma below follows immediately from Lemma 7.3, which implies that the deadline of the first subtask of a group differs from the final subtask of the preceding group by at least two.

**Lemma 7.6** Let \( T_i \) be a subtask that is scheduled at \( t \) and let \( T_i \) ’s tardiness be \( c > 0 \) quanta. If \( T_j \), where \( j < i \), is scheduled at \( t - 1 \) and \( T_j \) does not belong to the same group as \( T_i \), then the tardiness of \( T_j \) is at least \( c + 1 \).

The three lemmas that follow bound the allocation received by a \( k \)-dependent subtask in the first slot of its window in the ideal schedule.

**Lemma 7.7** The allocation \( A(PS, T_i, r(T_i)) \) received in the ideal schedule by a \( k \)-dependent subtask \( T_i \) of a periodic task \( T \) with \( wt(T) < 1 \) in the first slot of its window is at most \( k \cdot T_e \cdot T_p - (k - 1) - \frac{1}{T_p} \), for all \( k \geq 0 \).

**Proof:** The proof is by induction on \( k \).
**Base Case:** $k = 0$. Because $wt(T) < 1$, and $T.e$ and $T.p$ are integral, $T.e \leq T.p - 1$. Thus, by (3.18), $A(PS, T_i, r(T_i)) \leq wt(T) \leq 1 - 1/T.p$, and the lemma holds for the base case.

**Induction Step:** Assuming that the lemma holds for $(k - 1)$-dependent subtasks, we show that it holds for $k$-dependent subtasks, where $k \geq 1$. Because $k \geq 1$, by the definition of $k$-dependency, $i > 1$ and $T$ is heavy. Hence, by Lemma 3.1, $|\omega(T_{i-1})|$ is either two or three. We consider two cases.

**Case 1:** $|\omega(T_{i-1})| = 2$. Since $k \geq 1$, $T_{i-1}$ is $(k - 1)$-dependent. Therefore, by the induction hypothesis,

$$A(PS, T_{i-1}, r(T_{i-1})) \leq (k - 1) \cdot (T.e/T.p) - (k - 2) - (1/T.p). \quad (7.1)$$

Because $|\omega(T_{i-1})| = 2$, by (3.17), $A(PS, T_{i-1}, d(T_{i-1}) - 1) = 1 - A(PS, T_{i-1}, r(T_{i-1}))$. Hence, by (7.1), $A(PS, T_{i-1}, d(T_{i-1}) - 1) \geq (k - 1) + (1/T.p) - (k - 1) \cdot (T.e/T.p)$. Because $T_i$ is $k$-dependent, where $k \geq 1$, by Lemma 7.5 $b(T_{i-1}) = 1$, and by Lemma 3.3 $A(PS, T_i, r(T_i)) = (T.e/T.p) - A(PS, T_{i-1}, d(T_{i-1}) - 1) \leq k \cdot (T.e/T.p) - (k - 1) - (1/T.p)$.

**Case 2:** $|\omega(T_{i-1})| = 3$. By Lemma 7.5 $T_{i-1}$ is 0-dependent; hence, $T_i$ is 1-dependent, i.e., $k = 1$. By Lemma 7.5 $b(T_{i-1}) = 1$, and hence, by Lemma 3.3

$$A(PS, T_i, r(T_i)) = \frac{T.e}{T.p} - A(PS, T_i, d(T_{i-1}) - 1) \leq \frac{T.e}{T.p} - \frac{1}{T.p} \quad \text{(by 3.19)}. \quad \blacksquare$$

**Lemma 7.8** The allocation $A(PS, T_i, r(T_i))$ received in the ideal schedule by a $k$-dependent subtask $T_i$ of a GIS task $T$ in the first slot of its window is at most $k \cdot \frac{T.e}{T.p} - (k - 1) - \frac{1}{T.p}$.

**Proof:** Follows from Lemma 7.7 and the definition of GIS tasks. (The allocation that $T_i$ receives in each slot of its window is identical to the allocation that it would receive if $T$ were periodic.) \hfill \blacksquare

**Lemma 7.9** Let $T_i$, where $i \geq k + 1$ and $k \geq 1$, be a subtask of $T$ with $wt(T) < 1$ such that $|\omega(T_i)| \geq 3$ and $b(T_{i-1}) = 1$. Let the number of subtasks in $T_{i-1}$’s dependency group be at least $k$. Then, $A(PS, T_i, r(T_i)) \leq k \cdot \frac{T.e}{T.p} - (k - 1) - \frac{1}{T.p}$.

**Proof:** Since $|\omega(T_i)| \geq 3$, by Lemma 7.5 $T_i$ is 0-dependent and is the first subtask in its group. Hence, $T_{i-1}$ is the final subtask in its dependency group, and since there are at least $k$ subtasks
in $T_{i-1}$'s group, $T_{i-1}$ is $(k - 1)$-dependent. Hence, by Lemma 7.8 \( A(PS, T_{i-1}, r(T_{i-1})) \leq (k - 1) \cdot \frac{T_{i-1}}{T_{i}} - (k - 2) - \frac{1}{T_{i}} \). (What follows is similar to the reasoning used in the induction step in Lemma 7.7.) If \(|\omega(T_{i-1})| = 2\), then, by (3.17), \( A(PS, T_{i-1}, d(T_{i-1})) \geq 1 - ((k - 1) \cdot \frac{T_{i-1}}{T_{i}} - (k - 2) - \frac{1}{T_{i}}) = (k - 1) - (k - 1) \cdot \frac{T_{i-1}}{T_{i}} + \frac{1}{T_{i}} \). By the statement of the lemma, \( b(T_{i-1}) = 1 \), and hence, by Lemma 3.3 \( A(PS, T_{i}, r(T_{i})) = wt(T) - A(PS, T_{i-1}, d(T_{i-1})) - 1 \leq k \cdot \frac{T_{i-1}}{T_{i}} - (k - 1) - \frac{1}{T_{i}} \). Thus, the lemma holds when \(|\omega(T_{i-1})| = 2\).

On the other hand, if \(|\omega(T_{i-1})| \geq 3\), then by Lemma 7.5, $T_{i-1}$ is 0-dependent. By (3.19), \( A(PS, T_{i-1}, d(T_{i-1}) - 1) \geq \frac{1}{T_{i}} \), and hence, because \( b(T_{i-1}) = 1 \), by Lemma 3.3 \( A(PS, T_{i}, r(T_{i})) = wt(T) - A(PS, T_{i-1}, d(T_{i-1}) - 1) \leq \frac{T_{i}}{T_{i}} - \frac{1}{T_{i}} \). By the statement of the lemma, \(|\omega(T_{i})| = 3\), and hence, $T_{i}$ is also 0-dependent. Thus, $T_{i-1}$ is the only subtask in its group, and hence, \( k = 1 \). (Note that $k$ here denotes the number of subtasks that are in the same dependency group as $T_{i-1}$.) Therefore, the lemma holds for this case too.

Having determined a bound on the allocation received by a subtask in the first slot of its window in the ideal schedule based on its $k$-dependency, we next bound the lag of a task at time $t$, this time based on the $k$-dependency of its last-scheduled subtask.

**Lemma 7.10** Let $T_{i}$ be a $k$-dependent subtask of a task $T$ for $k \geq 0$, and let the tardiness of $T_{i}$ be $s$ for some $s \geq 1$ (that is, $T_{i}$ is scheduled at time $d(T_{i}) + s - 1$). Then \( \text{lag}(T, d(T_{i}) + s) < (k + s + 1) \cdot \text{wt}(T) - k \).

**Proof:** By the statement of the lemma, $T_{i}$ and all prior subtasks of $T$ are scheduled in $[0, d(T_{i}) + s]$. Hence, \( \text{lag}(T, d(T_{i}) + s) \) depends on the number of subtasks of $T$ after $T_{i}$ released prior to $d(T_{i}) + s$, the allocations they receive in the ideal schedule, and when they are scheduled in $S$. It can be verified from (3.9), (3.10), and (3.8) that at most \( s + 1 \) successors of $T_{i} - T_{i+1}, \ldots, T_{i+s+1}$ — are released before $d(T_{i}) + s$. Hence, the lag of $T$ at $d(T_{i}) + s$ in $S$ is maximized if all those subtasks are present and are released without any IS separations and $S$ has not scheduled any of them by time $d(T_{i}) + s$. We will assume that this is the case. By Lemma 6.10, at most one successor of $T_{i}$, namely $T_{i+1}$, can have a release time that is before $d(T_{i})$. Further, \( r(T_{i+1}) \geq d(T_{i}) - 1 \) holds. Hence, \( \text{lag}(T, d(T_{i}) + s) \leq A(PS, T_{i+1}, d(T_{i}) - 1) + A(PS, T, d(T_{i}), d(T_{i}) + s) \). If \( r(T_{i+1}) > d(T_{i}) - 1 \) holds, then $A(PS, T_{i+1}, d(T_{i}) - 1) = 0$. On the other hand, if \( r(T_{i+1}) = d(T_{i}) - 1 \), then by (3.6), \( b(T_{i}) = 1 \). Further, either \(|\omega(T_{i+1})| = 2 \) or \(|\omega(T_{i+1})| > 2 \). In the former case, $T$ is heavy, and by the definition of $k$-dependency, $T_{i+1}$ belongs to the same dependency group as $T_{i}$ and is $(k + 1)$-dependent. Hence, by Lemma 7.8 \( A(PS, T_{i+1}, r(T_{i+1})) \leq (k + 1) \cdot \text{wt}(T) - k - \frac{1}{T_{i}} \). If the latter holds, i.e., \(|\omega(T_{i+1})| > 2 \),
where these lemmas are proved for a slightly different task system, but hold for 

7.2.3 Task Lags by Task Classes and Subclasses

Recall from Section 3.6 that a task in A(t) is scheduled in slot t. We further classify tasks in A(t), based on the tardiness of their subtasks scheduled at t, as follows.

A0(t): Includes T in A(t) iff its subtask scheduled at t has zero tardiness.

AQ(t): Includes T in A(t) iff its subtask scheduled at t has a tardiness of q.

AQ−1(t), q > 1: Includes T in A(t) iff its subtask scheduled at t has a tardiness greater than 0 and less than q.

AQ(t) is further partitioned into A0(t), AQ(t), and AQ(t).

AQ(t): Includes T in AQ(t) iff its subtask scheduled at t is an MI.

AQ(t): Includes T in AQ(t) iff its subtask scheduled at t is an SMI.

AQ(t): Includes T in AQ(t) iff its subtask scheduled at t is neither an MI nor an SMI.

AQ−1(t), q > 1: Includes T in AQ−1(t) iff its subtask scheduled at t is a c-MI, where 0 < c < q.

From the above, we have the following.

\[ A_0(t) \cup A_q(t) \cup A_{q-1}(t) = A(t) \text{ and } A_q^0(t) \cup A_q^1(t) \cup A_q^2(t) = A_q(t) \]  

(7.2)

\[ A_0(t) \cap A_q(t) = A_q(t) \cap A_{q-1}(t) = A_{q-1}(t) \cap A_0(t) = \emptyset \]  

(7.3)

\[ A_q^0(t) \cap A_q^1(t) = A_q^1(t) \cap A_q^2(t) = A_q^2(t) \cap A_q^0(t) = \emptyset \]  

(7.4)

7.2.2 Subclassification of Tasks in A(t)

The next eight lemmas give bounds on the lags of tasks in A(t), B(t), and I(t) at t + 1, where t \( < t_h \) is a slot with a hole, and hence, hold for \( t_h \), as well. As mentioned earlier, some of these lemmas are proved for a slightly different task system, but hold for \( \tau \) as defined here in Definition 7.4 as well.

Let t \( < t_h \) be a slot with a hole. Then, Lemmas 7.11, 7.18 hold.
Lemma 7.11 (from [106]) For $T \in I(t)$, $\text{lag}(I, t + 1) = 0$.

Lemma 7.12 (from Chapter 6) For $T \in B(t)$, $\text{lag}(B, t + 1) = 0$.

Lemma 7.13 (from Chapter 6) For $T \in A_0(t)$, $0 \leq \text{lag}(T, t + 1) < \text{wt}(T)$.

Lemma 7.14 For $T \in A_0^q(t)$, $\text{lag}(T, t + 1) < (q + 1) \cdot \text{wt}(T)$.

Proof: If $T \in A_0^q(t)$, then the subtask $T_i$ of $T$ scheduled at $t$ is an MI, and $d(T_i) = t - q + 1$. Further $T_i$ is $k$-dependent, where $k \geq 0$. Hence, by Lemma 7.10, $\text{lag}(T, t + 1)$ is less than $(k + q + 1) \cdot \text{wt}(T) - k$, which (because $\text{wt}(T) \leq 1$) is at most $(q + 1) \cdot \text{wt}(T)$, for all $k \geq 0$. □

The two lemmas below follow similarly.

Lemma 7.15 For $T \in A_1^q(t)$, $\text{lag}(T, t + 1) < (q + 2) \cdot \text{wt}(T) - 1$.

Proof: If $T \in A_1^q(t)$, then the subtask $T_i$ of $T$ scheduled at $t$ is an SMI, and is $k$-dependent for $k \geq 1$. Also, $d(T_i) = t - q + 1$. Thus, by Lemma 7.10, $\text{lag}(T, t + 1) < (k + q + 1) \cdot \text{wt}(T) - k \leq (q + 2) \cdot \text{wt}(T) - 1$ for all $k \geq 1$ (because $\text{wt}(T) \leq 1$). □

Lemma 7.16 For $T \in A_2^q(t)$, $\text{lag}(T, t + 1) < (q + 3) \cdot \text{wt}(T) - 2$.

Proof: Similar to that of Lemma 7.15. □

Lemma 7.17 For $T \in A_{q-1}(t)$, $\text{lag}(T, t + 1) < q \cdot \text{wt}(T)$.

Proof: Let $T_i$ be $T$’s subtask scheduled at $t$ and let $s$ denote the tardiness of $T_i$. Then, $t + 1 = d(T_i) + s$. Let $T_i$ be $k$-dependent, where $k \geq 0$. By the definition of $A_{q-1}$, $0 < s < q$ holds, and by Lemma 7.10 $\text{lag}(T, d(T_i) + s) = \text{lag}(T, t + 1) < (k + s + 1) \cdot \text{wt}(T) - k \leq (k + q) \cdot \text{wt}(T) - k \leq q \cdot \text{wt}(T)$, for all $k \geq 0$. □

Lemma 7.18 For $T \in A(t)$, $\text{lag}(T, t + 1) \geq 0$.

Proof: If $T$ is in $A_0(t)$, then the lemma follows from Lemma 7.13. Otherwise, $T$’s subtask scheduled at $t$ has non-zero tardiness. Hence, $T$ could not have received more allocation in $S$ than in the ideal schedule. □
7.2.4 Some Auxiliary Lemmas

In proving Theorem 7.2, we make use of Lemmas 6.3, 6.4, and 6.5 established in prior work by Srinivasan and Anderson, which were stated in Chapter 6. (Lemmas 6.3 and 6.4 can easily be seen to hold even if \( \tau \) is as defined here. Lemma 6.5 holds because, as in Chapter 7, it can be shown that if \( d(U_j) > t + 1 \) holds, then \( U_j \) has no impact on how subtasks are scheduled after \( t \). In particular, it can be shown that even if \( U_j \) is removed, no subtask scheduled after \( t \) can be scheduled at or before \( t \). Therefore, it can be shown that if the lemma does not hold, then the GIS task system obtained from \( \tau \) by removing \( U_j \) also has a LAG at least \( qM + 1 \) at \( t_h + 1 \), which is a contradiction to (T2).)

The following lemma is analogous to Lemma 6.6 in Chapter 6. The difference is due to the presence of subtasks with non-zero tardiness in \( \tau \) here. Arguments similar to those used in proving the above lemma can be used to show the following.

**Lemma 7.19 (from Chapter 6)** Let \( t < t_d \) be a slot with holes. Let \( U_j \) be a subtask that is scheduled at \( t \) and let the tardiness of \( U_j \) be zero. Then \( d(U_j) = t + 1 \).

By Definition 7.3 \( \text{LAG}(\tau, t_h + 1) > \text{LAG}(\tau, t_h) \). Therefore, by Lemma 6.3 \( B(t_h) \neq \emptyset \). By (H), there is at least one hole in \( t_h \). Hence, by Lemma 6.4 the critical subtask at \( t_h \) of every task in \( B(t_h) \) is scheduled before \( t_h \). The next definition identifies the latest time at which a critical subtask at \( t_h \) of any task in \( B(t_h) \) is scheduled.

**Definition 7.5:** \( t_b \) denotes the latest time before \( t_h \) at which any subtask of any task in \( B(t_h) \) that is critical at \( t_h \) is scheduled.

\( U \) and \( U_j \) are henceforth to be taken as defined below.

**Definition 7.6:** \( U \) denotes a task in \( B(t_h) \) with a subtask \( U_j \) scheduled at \( t_b \) that is critical at \( t_h \).

The lemma below shows that the deadline of the critical subtask at \( t_h \) of every task in \( B(t_h) \) is at \( t_h + 1 \). (Though the next two lemmas have been proved with respect to \( t_h \), they hold for any slot \( t \) with a hole (that is at or before the earliest time at which the theorem to be proved is violated) across which LAG increases in a schedule for a task system that is set up in a manner similar to that of \( \sigma \) or \( \tau \). In such a case, \( t_b \) and \( U_j \) should taken to be with respect to \( t \).)

**Lemma 7.20** Let \( T \) be a task in \( B(t_h) \) and let \( T_i \) be \( T \)’s critical subtask at \( t_h \). Then, \( d(T_i) = \)
Proof: Because \( T \) is in \( B(t_h) \), \( T \) is active at \( t_h \), but is not scheduled at \( t_h \). Hence, \( T_i \), which is critical at \( t_h \), should have been scheduled earlier. In this case, by Lemma 6.5, \( d(T_i) \leq t_h + 1 \) holds. However, since \( T_i \) is \( T \)’s critical subtask at \( t_h \), by Definition 3.2, \( d(T_i) \geq t_h + 1 \) holds. Therefore, \( d(T_i) = t_h + 1 \) follows. \( \blacksquare \)

The following lemma shows that at least one subtask scheduled in \( t_h \) has a tardiness of zero, i.e., \( |A_0(t_h)| \geq 1 \).

Lemma 7.21 There exists a subtask \( W_\ell \) scheduled at \( t_h \) with \( e(W_\ell) \leq t_b \), \( d(W_\ell) = t_h + 1 \), and \( S(W,t) = 0 \), for all \( t \in [t_b, t_h) \). Also, there is no hole in any slot in \( [t_b, t_h) \). (Note that, by this lemma, \( A_0(t_h) \neq \emptyset \).)

Proof:

We first show that the first subtask to be displaced upon \( U_j \)’s removal (where \( U_j \) is as defined in Def. 7.6) has properties as stated for \( W_\ell \), i.e., is eligible at or before \( t_b \) and has its deadline at \( t_h + 1 \).

Let \( \tau' \) be the task system obtained by removing \( U_j \) from \( \tau \), and let \( S' \) be the EPDF schedule for \( \tau' \). Let \( \Delta_1 = \langle X^{(1)}, t_1, X^{(2)}, t_2 \rangle \) be the first valid displacement, if any, that results due to the removal of \( U_j \). Then, \( X^{(1)} = U_j, t_1 = t_b, \) and by Lemma A.1

\[
t_2 > t_1 = t_b. \quad (7.5)
\]

Let \( T_i = X^{(2)} \). We first show that \( t_2 \geq t_h \).

Assume to the contrary that \( t_2 < t_h \). Then, by (7.5) and Definition 7.5, \( T \) is not in \( B(t_h) \).

Therefore, \( T \) is in \( I(t_h) \) or in \( A(t_h) \). In either case,

\[
d(T_i) \leq t_h. \quad (7.6)
\]

To see this, note that if \( T \in I(t_h) \), then because \( T \) is not active at \( t_h \), by Definition 3.1, \( d(T_i) \leq t_h \). On the other hand, if \( T \in A(t_h) \), then consider \( T \)’s subtask, say \( T_k \), scheduled at \( t_h \). By Lemma 7.19, \( d(T_k) \leq t_h + 1 \). Because \( T_i \) is scheduled at \( t_2 < t_h \), \( T_i \) is an earlier subtask of \( T \) than \( T_k \), and hence, by (3.10) and (3.8), \( d(T_i) \leq t_h \). Because is \( U_j \) is \( U \)’s critical subtask at \( t_h \) and \( U \) is in \( B(t_h) \), by Lemma 7.20 we have

\[
d(U_j) = t_h + 1. \quad (7.7)
\]
By (7.6) and (7.7), \( d(U_j) > d(T_i) \). However, since EPDF selects \( U_j \) over \( T_i \) at time \( t_h \) (which follows because the displacement under consideration is valid), this is a contradiction. Thus, our assumption that \( t_2 < t_h \) holds is false.

Having shown that \( t_2 \geq t_h \), we next show \( t_2 = t_h \). Assume, to the contrary, that \( t_2 > t_h \). Since displacement \( \Delta_1 = \langle U_j, t_h, T_i, t_2 \rangle \) is valid, \( e(T_i) \leq t_h \). This implies that \( T_i \) is eligible at \( t_h \), and because there is a hole in \( t_h \), it should have been scheduled there in \( S \), and not later at \( t_2 \). It follows that \( t_2 = t_h \).

Finally, because \( U_j \) is scheduled at \( t_h \) in preference to \( T_i \), \( d(T_i) \geq d(U_j) = t_h + 1 \) (from (7.7)), which by Lemma 6.5 (since \( T_i \) is scheduled in slot \( t_h \)) implies that

\[
d(T_i) = t_h + 1. \tag{7.8}
\]

Thus, the first subtask, if any, to be displaced upon \( U_j \)'s removal satisfies the properties specified for \( W_i \) in the statement of the lemma. Hence, if a subtask with such properties does not exceed, then \( U_j \)'s removal will not lead to any displacements.

Next, we show that unless the other two conditions specified in the lemma also hold, no subtask will be displaced upon \( U_j \)'s removal. For this, first note that by (7.7) and (7.8) \( T_i \) and \( U_j \) have equal deadlines, and hence, \( T_i \) is not \( U_j \)'s successor. Next, note that because \( \langle U_j, t_h, T_i, t_2 \rangle \) is valid, no subtask of \( T \) prior to \( T_i \) is scheduled in \( [t_h, t_h] \), and also if there is a hole in any slot \( t \) in \( [t_h, t_h] \), then EPDF would have scheduled \( T_i \) at \( t \).

Thus, if the lemma is false, then removing \( U_j \) does not result in any displacements. We now show that, in such a case, \( \text{LAG}(\tau', t_h + 1, S') \geq qM + 1 \). \( \text{LAG}(\tau', t_h + 1, S') = A(PS, \tau', 0, t_h + 1) - A(S', \tau', 0, t_h + 1) \). \( \tau' \) contains every subtask that is in \( \tau \) except \( U_j \). \( U_j \) is scheduled before \( t_h \) in \( S \), and by (7.7), \( d(U_j) = t_h + 1 \). Therefore, \( U_j \) receives an allocation of one quantum by time \( t_h + 1 \) in the ideal schedule for \( \tau \), and hence, \( A(PS, \tau', 0, t_h + 1) = A(PS, \tau, 0, t_h + 1) - 1 \). Similarly, since no subtask other than \( U_j \) of \( \tau \) is displaced or removed in \( S' \), the total allocation to \( \tau' \) in \( S' \) up to time \( t_h + 1 \), \( A(S', \tau', 0, t_h + 1) \), is \( A(S, \tau, 0, t_h + 1) - 1 \). Therefore, \( \text{LAG}(\tau', t_h + 1, S') = A(PS, \tau, 0, t_h + 1) - A(S, \tau, 0, t_h + 1) = \text{LAG}(\tau, t_h + 1, S) \geq qM + 1 \) (by (T1)). To conclude, we have shown that, \( \tau' \) with one fewer subtask than \( \tau \) also has a LAG of at least \( qM + 1 \) at \( t_h + 1 \), which contradicts (T2).

**Lemma 7.22** Let \( t_m \leq t_h + 1 \) be a slot in which a c-MI is scheduled, where \( c \geq 1 \). Then, the following hold.
(a) For all \( t \), where \( t_m - (c + 2) < t < t_m \), there is no hole in slot \( t \), and for each subtask \( V_k \) that is scheduled in \( t \), \( d(V_k) \leq t_m - c + 1 \).

(b) Let \( W \) be a task in \( B(t_m) \) and let the critical subtask \( W_\ell \) of \( W \) at \( t_m \) be scheduled before \( t_m \). Then, \( W_\ell \) is scheduled at or before \( t_m - (c + 2) \).

Proof of part (a). The proof is by induction on decreasing \( t \). We start with \( t = t_m - 1 \).

Base Case: \( t = t_m - 1 \). Let \( T_i \) be an c-MI scheduled at \( t_m \). (By the statement of the lemma, at least one c-MI is scheduled in \( t_m \).) Then, \( d(T_i) = t_m - c + 1 \), and \( S(T, t_m - 1) = 0 \), from the definition of an c-MI. Hence, \( T_i \) is eligible at \( t_m - 1 \). Because \( T_i \) is not scheduled at \( t_m - 1 \), it follows that there is no hole in \( t_m - 1 \) and that the priority of every subtask \( V_k \) scheduled at \( t_m - 1 \) is at least that of \( T_i \), i.e., \( d(V_k) \leq d(T_i) = t_m - c + 1 \).

Induction Hypothesis: Assume that the claim holds for all \( t \), where \( t' + 1 \leq t \leq t_m - 1 \) and \( t_m - (c + 1) < t' + 1 < t_m \).

Induction Step: We now show that the claim holds for \( t = t' \). By the induction hypothesis, there is no hole in \( t' + 1 \) and \( d(T_i) \leq t_m - c + 1 \) holds for every subtask \( T_i \) scheduled in \( t' + 1 \). Therefore, since \( wt(T) < 1 \), by (3.9), \( r(T_i) \leq t_m - c - 1 \). Thus, there are \( M \) subtasks with a release time at or before \( t_m - c - 1 \) and deadline at or before \( t_m - c + 1 \) scheduled at \( t' + 1 \geq t_m - c \). If there is either a hole in \( t' \) or a subtask with deadline later than \( t_m - c + 1 \) is scheduled in \( t' \), then there is at least one subtask scheduled in \( t' + 1 \) whose predecessor is not scheduled in \( t' \). Such a subtask is eligible at \( t' \), since its release time is at or before \( t_m - c - 1 \leq t' \). Hence, if there is a hole in \( t' \), then the work-conserving behavior of \( E_{\text{PDF}} \) is contradicted. Otherwise, the pseudo-deadline-based scheduling of \( E_{\text{PDF}} \) is contradicted. Hence, the claim holds for \( t = t' \).

Proof of part (b). By Definition 3.2, \( d(W_\ell) \geq t_m + 1 \). Hence, since \( q \geq 1 \), this part easily follows from part (a).

7.2.5 Core of the Proof

Having classified the tasks at \( t_h \) and determined their lags at \( t_h \), we next show that if (W) holds, then \( \text{LAG}(\tau, t_h + 1) < M + 1 \) in each of the following cases.
For conciseness, in what follows, we denote subsets \( A(t_h) \), \( B(t_h) \), and \( I(t_h) \) as \( A \), \( B \), and \( I \), respectively. Subsets \( A_{q-1}(t_h) \) and \( A_q(t_h) \) and their subsets are similarly denoted without the time parameter.

**Case A:** \( A_q = \emptyset \).

**Case B:** \( A_q^0 \neq \emptyset \) or \( (A_q^1 \neq \emptyset \text{ and } A_{q-1}^0 \neq \emptyset) \).

**Case C:** \( A_q^0 = \emptyset \) and \( A_q^1 \neq \emptyset \) and \( A_{q-1}^0 = \emptyset \).

**Case D:** \( A_q^0 = A_q^1 = \emptyset \).

To see that the above cases are exhaustive, note that because \( t_h < t_d \), by Lemma 7.2(b), the tardiness of a subtask scheduled at \( t_h - 1 \) is at most \( q \). Hence, Lemma 7.6 implies that if subtask \( T_i \) scheduled at \( t_h \) has a tardiness of \( q \), then a prior subtask of \( T \) that does not belong to the same \( k \)-dependent group as \( T_i \) cannot be scheduled at \( t_h - 1 \); that is, \( T_i \) is either an MI, or \( T_{i-1} \) scheduled at \( t_h - 1 \), and \( T_{i-1} \) and \( T_i \) belong to the same \( k \)-dependent group.

The following notation is used to denote subset cardinality.

\[
\begin{align*}
    a_0 &= |A_0|; \\
    a_q^0 &= |A_q^0|; \\
    a_q &= |A_q|; \\
    a_q^1 &= |A_q^1|; \\
    a_q^2 &= |A_q^2|; \\
    a_{q-1}^0 &= |A_{q-1}^0|; \\
    a_{q-1} &= |A_{q-1}|
\end{align*}
\]

\( h \) is defined as follows\(^2\):

\[
    h \overset{\text{def}}{=} \text{number of holes in } t_h
\]

Because there is at least one hole in \( t_h \)

\[
h > 0.
\]  

(7.9)

In the remainder of this chapter, let \( W_{\text{max}} \) denote the maximum weight of any task in \( \tau \). That is,

\[
W_{\text{max}} = \max_{T \in \tau} \{\text{wt}(T)\}.
\]

(7.10)

In each of the above cases, \( \text{LAG}(\tau, t_h + 1) \) can be expressed as follows.

\[
\text{LAG}(\tau, t_h + 1) = \sum_{T \in \tau} \text{lag}(T, t_h + 1)
\]

\(^2\)There is no correspondence between \( h \) as defined here and the subscript \( h \) in \( t_h \). The subscript \( h \) in \( t_h \) is just an indication that \( t_h \) is a slot with holes.
\[ \sum_{T \in A_0} \text{lag}(T, t_h + 1) + \sum_{T \in A_{q-1}} \text{lag}(T, t_h + 1) + \sum_{T \in A_q} \text{lag}(T, t_h + 1) + \sum_{T \in A_q^0} \text{lag}(T, t_h + 1) + \sum_{T \in A_q^1} \text{lag}(T, t_h + 1) \]
\[ + \sum_{T \in A_2} \text{lag}(T, t_h + 1) \]  
(by \(3.33\), \(7.2\), \(7.11\) and \(7.12\))
\[ < \sum_{T \in A_0} \text{wt}(T) + \sum_{T \in A_{q-1}} q \cdot \text{wt}(T) + \sum_{T \in A_q} (q + 1) \cdot \text{wt}(T) + \sum_{T \in A_q^0} ((q + 2) \cdot \text{wt}(T) - 1) \]
\[ + \sum_{T \in A_q^1} ((q + 3) \cdot \text{wt}(T) - 2) \]  
(from Lemmas \(7.13\) – \(7.17\))

Using \(7.10\), \(\text{LAG}(\tau, t_h + 1)\) can be bounded as

\[ \text{LAG}(\tau, t_h + 1) \]
\[ < a_0 \cdot W_{\text{max}} + a_{q-1} \cdot q \cdot W_{\text{max}} + a_q^0 \cdot (q + 1) \cdot W_{\text{max}} \]
\[ + a_q^1 \cdot ((q + 2) \cdot W_{\text{max}} - 1) + a_q^2 \cdot ((q + 3) \cdot W_{\text{max}} - 2) \]  
(7.11)
\[ \leq \begin{cases} 
  a_0 \cdot W_{\text{max}} + a_q^0(q + 1)W_{\text{max}} + a_q^1((q + 2)W_{\text{max}} - 1) + \\
  (a_{q-1} + a_q^2)((q + 3)W_{\text{max}} - 2), & W_{\text{max}} \geq \frac{2}{3} \\
  a_0 \cdot (2/3) + a_q^0(q + 1)(2/3) + a_q^1((q + 2)(2/3) - 1) + \\
  (a_{q-1} + a_q^2)(q \cdot (2/3)), & W_{\text{max}} < \frac{2}{3} 
\end{cases} \]  
(7.12)

(because \((q + 3)W_{\text{max}} - 2 \geq q \cdot W_{\text{max}}\) for \(W_{\text{max}} \geq 2/3\)).

Note that though \((q + 3)W_{\text{max}} - 2 < q \cdot W_{\text{max}}\) holds, for \(W_{\text{max}} < 2/3\), \((q + 3) \cdot (2/3) - 2 = (2/3) \cdot q > q \cdot W_{\text{max}}\) holds for all \(W_{\text{max}} < 2/3\). Therefore, if the values of \(a_0\), \(a_{q-1}\), and \(a_q^i\) are not dependent on whether \(W_{\text{max}} \geq 2/3\) or \(W_{\text{max}} < 2/3\), determining a bound on \(\text{LAG}(\tau, t_h + 1)\) using the expression corresponding to \(W_{\text{max}} \geq 2/3\) in \(7.12\) (assuming that \(W_{\text{max}} \geq 2/3\)) serves as an upper bound for \(\text{LAG}\) when \(W_{\text{max}} < 2/3\). Hence, later in the chapter, when \(a_0\), \(a_{q-1}\), and \(a_q^i\) are not dependent on \(W_{\text{max}}\), we bound \(\text{LAG}(\tau, t_h + 1)\) in this way.

The total number of processors, \(M\), expressed in terms of the number of subtasks in each subset of \(A\) scheduled at \(t_h\), and the number of holes in \(t_h\), is as follows.

\[ M = a_0 + a_{q-1} + a_q^0 + a_q^1 + a_q^2 + h \]  
(7.13)

7.2.5.1 Case A: \(A_q = \emptyset\)

Case A is dealt with as follows.

**Lemma 7.23** If \(A_q = \emptyset\), then \(\text{LAG}(\tau, t_h + 1) < qM + 1\).
Proof: If $A_q = \emptyset$, then

$$\text{LAG}(\tau, t_h + 1) < a_0 \cdot W_{\text{max}} + a_{q-1} \cdot q \cdot W_{\text{max}} \quad \text{(by (7.11) and } a_q^0 = a_q^1 = a_q^2 = 0)$$

$$\leq a_0 \cdot q \cdot W_{\text{max}} + a_{q-1} \cdot q \cdot W_{\text{max}}$$

$$< (M - h) \cdot q \cdot W_{\text{max}} \quad \text{(by (7.13), } a_0 + a_{q-1} = M - h)$$

$$< qM + 1. \quad \blacksquare$$

Hence, if no subtask with a tardiness of $q$ is scheduled in $t_h$, then (T1) is contradicted.

7.2.5.2 Case B: $A_q^0 \neq \emptyset$ or $(A_q^1 \neq \emptyset \text{ and } A_q^{0-1} \neq \emptyset)$

By Lemma 7.14, $\text{lag}(T, t_h + 1)$ could be as high as $(q + 1) \cdot wt(T)$, if the subtask $T_i$ of $T$ scheduled at $t_h$ is an MI, i.e., is in $A_q^0$. Therefore, if $a_q^0$ is large, then LAG could exceed $qM + 1$. However, as we show below, if $a_q^0 \geq 2h - 2$, then $\text{LAG}(\tau, t_h + 1) \leq \text{LAG}(\tau, t_h) < qM + 1$, contradicting (T1).

We begin by giving a lemma concerning the sum of the weights of tasks in $I$.

Lemma 7.24 If $\text{LAG}(\tau, t_h + 1) > \text{LAG}(\tau, t_h)$, then $\sum_{V \in I} wt(V) < h$.

Proof: By (3.27),

$$\text{LAG}(\tau, t_h + 1) = \text{LAG}(\tau, t_h) + \sum_{T \in \tau} (A(\text{PS}, T, t_h) - S(T, t_h))$$

$$= \text{LAG}(\tau, t_h) + \sum_{T \in A \cup B} (A(\text{PS}, T, t_h)) - (M - h) \quad \text{(by (3.33) and } A(\text{PS}, T, t_h) = 0 \text{ for } T \text{ in } I, \text{ and (7.13)}$$

$$\leq \text{LAG}(\tau, t_h) + \sum_{T \in A \cup B} wt(T) - (M - h) \quad \text{(by (3.16)).}$$

If $\text{LAG}(\tau, t_h + 1) > \text{LAG}(\tau, t_h)$, then by the derivation above,

$$\sum_{T \in A \cup B} wt(T) > M - h. \quad (7.14)$$

By (3.32) and (3.33), $\sum_{T \in I} wt(T) \leq M - \sum_{T \in A \cup B} wt(T)$, which by (7.14) implies that $\sum_{T \in I} wt(T) < h. \quad \blacksquare$

We next determine the largest number of MIs and SMIs that may be scheduled at $t_h$, for $\sum_{T \in I} wt(T) < h$ to hold. We begin with a lemma that gives the latest time that a subtask of
a task in $B$ may be scheduled if $a_q^0 > 0$ or $(a_q^1 > 0$ and $a_{q-1}^0 > 0$).

**Lemma 7.25** If $a_q^0 > 0$ (that is, an MI is scheduled at $t_h$), or $(a_q^1 > 0$ and $a_{q-1}^0 > 0$) (that is, an SMI, and a c-MI, where $0 < c < q$, is scheduled at $t_h$), then subtask $U_j$ defined by Definition 7.6 is scheduled no later than $t_h - (q + 2)$, i.e., $t_b \leq t_h - (q + 2)$.

**Proof:** If $a_q^0 > 0$ holds, then this lemma is immediate from Definitions 7.6 and Lemma 7.22(b). (Note that Definitions 7.6 and 7.5 imply that $U_j$ is scheduled before $t_h$.)

If $a_{q-1}^0 > 0$ holds, then a c-MI, where $0 < c < q$, say $T_i$, is scheduled at $t_h$. Hence, $d(T_i) = t_h + 1 - c \leq t_h$ holds. By the definition of c-MI, the predecessor of $T_i$ is not scheduled at $t_h - 1$. Hence, the deadline of every subtask scheduled at $t_h - 1$ is at most $t_h$. By Definition 3.2, $d(U_j) \geq t_h + 1$. Therefore, $U_j$, is not scheduled at $t_h - 1$.

If $a_q^1 > 0$ holds, then an SMI is scheduled at $t_h$, and its predecessor, which is an MI, is scheduled at $t_h - 1$. Therefore, by Lemma 7.22(b), $U_j$ is not scheduled in $[t_h - 1 - (q + 1), t_h - 1) = [t_h - (q + 2), t_h - 1)$.

Thus, if both $a_{q-1}^0 > 0$ and $a_q^1 > 0$ hold, $U_j$ is not scheduled later than $t_h - (q + 3)$. ■

The lemma that follows is used to identify tasks that are inactive at $t_h$.

**Lemma 7.26** Let $T$ be a task that is not scheduled at $t_h$. If $T$ is scheduled in any of the slots in $[t_b + 1, t_h)$, then $T$ is in $I$.

**Proof:** $T$ clearly is not in $A$. Because $T$ is scheduled in $[t_b + 1, t_h)$, $T$ is also not in $B$, by Definition 7.5. ■

In the rest of this subsection, we let $s$ denote the number of slots in $[t_h + 1, t_h)$. That is,

$$s \overset{\text{def}}{=} t_h - t_b - 1 \geq q + 1 \quad \text{(by Lemma 7.25)}.$$  (7.15)

We now determine a lower bound on the number of subtasks of tasks in $I$ that may be scheduled in $[t_b + 1, t_h)$ as a function of $a_q^0$, $a_q^1$, $h$, and $s$. For this purpose, we assign subtasks scheduled in $[t_h + 1, t_h)$ to processors in a systematic way. This assignment is only for accounting purposes; subtasks need not be bound to processors in the actual schedule.

**Processor groups.** The assignment is based on the tasks scheduled at $t_h$. We partition the $M$ processors into four disjoint sets, $P_1$, $P_2$, $P_3$, and $P_4$, based on the tasks scheduled at $t_h$, as follows.
\textbf{P_1}: By Lemma 7.21, there is at least one subtask $W_\ell$ scheduled at $t_h$ such that $e(W_\ell) \leq t_b$ and $S(W, t) = 0$, for $t$ in $[t_b, t_h)$. We assign one such subtask to the lone processor in this group. Hence, $|P_1| = 1$.

\textbf{P_2}: The $h$ processors that are idle at $t_h$ comprise this group. Thus, $|P_2| = h$.

\textbf{P_3}: This group consists of the $a_0^q + a_1^q$ processors on which the $a_0^q$ MIs and $a_1^q$ SMIs are scheduled. Because either $a_0^q > 1$ or $a_1^q > 1$ holds, $|P_3| \geq 1$. $\tau^3$ denotes the subset of all tasks scheduled on processors in $P_3$ at $t_h$.

\textbf{P_4}: Processors not assigned to $P_1$, $P_2$, or $P_3$ belong to this group. $\tau^4$ denotes the subset of all tasks scheduled on processors in $P_4$ at $t_h$.

\textit{Subtask assignment in $[t_b + 1, t_h)$}. Subtasks scheduled in $[t_b + 1, t_h)$ are assigned to processors by the following rules. Tasks in $\tau^3$ and $\tau^4$ are assigned to the same processor that they are assigned to in $t_h$, in every slot in which they are scheduled in $[t_b + 1, t_h)$. (Such an assignment is possible since by the processor groups defined above, $|\tau^3| + |\tau^4| = P_3 + P_4 \leq M - h - 1 < M$.) Subtasks of tasks not in $\tau^3$ or $\tau^4$ may be assigned to any processor.

The next three lemmas bound the number of subtasks of tasks in $I$ scheduled in $[t_b + 1, t_h)$. These lemmas assume that the assignment of subtasks to processors in $[t_b + 1, t_h)$ follows the rules described above. In these lemmas we assume that either $a_0^q \geq 1$ or $(a_1^q \geq 1$ and $a_0^{q-1} \geq 1$) holds.

\textbf{Lemma 7.27} \textit{The number of subtasks of tasks in $I$ that are scheduled in $[t_b + 1, t_h)$ is at least $s \cdot (h + 1) + (a_0^q + a_1^q)$}.

\textbf{Proof}: We first make the following two claims.

\textbf{Claim 7.2} Let $T_i$ be a subtask assigned to a processor in $P_1$ or $P_2$ in $[t_b + 1, t_h)$. Then, $T$ is in $I$.

\textbf{Proof}: By our assignment of subtasks to processors, tasks assigned to processors in $P_1$ or $P_2$ in $[t_b + 1, t_h)$ are not scheduled at $t_h$. Therefore, $T$ is not scheduled at $t_h$. Hence, by Lemma 7.26, $T$ is inactive at $t_h$, \textit{i.e.}, is in $I$.

\textbf{Claim 7.3} At least one of the subtasks assigned to each processor in $P_3$ in $[t_b + 1, t_h)$ is a subtask of a task in $I$.

\pagebreak
Lemma 7.28 The sum of the weights of the tasks in $I$ is at least $\frac{(h+1)s}{s+q+1} + \frac{q^2}{s+q+1}$. 

Proof: Let $V_n$ be any processor in $P_3$, and let $T_i$ be the subtask scheduled on $P_3$ at $t_h$. Then, $T_i$ is either an MI or an SMI. In the former case, by the definition of an MI, $S(T, t_h - 1) = 0$, and in the latter, by the definition of an SMI, $S(T, t_h - 2) = 0$.

By Lemma 7.25, $t_b \leq t_h - (q + 2)$. Thus, since $q \geq 1$, and by Lemma 7.21 there is no hole in any slot in $[t_b, t_h)$, there is no hole in slot $t_h - 2$ or $t_h - 1$. Thus, a subtask of a task $V$ other than $T$ is assigned to $P_3$ in one of these two slots. By our subtask assignment, $V$ is not scheduled at $t_h$; thus, by Lemma 7.26, $V \in I$. 

The lemma follows from the definition of $s$ in (7.15), and Claims 7.2 and 7.3 above.

Lemma 7.28 The sum of the weights of the tasks in $I$ is at least $\frac{(h+1)s}{s+q+1} + \frac{q^2}{s+q+1}$.

Proof: Let $V_k$ be a subtask of a task $V$ in $I$ that is scheduled in $[t_b + 1, t_h)$. Then, by Definition 3.1, $d(V_k) \leq t_b$. By Definition 7.6, $U_j$ is scheduled at $t_b$, and by Definition 3.2, $d(U_j) \geq t_h + 1$. Because $V_k$ with an earlier deadline than $U_j$ is scheduled later than $t_b$, either $r(V_k) \geq t_b + 1$ or $V_k$’s predecessor $V_j$, where $j < k$, is scheduled at $t_b$. In the latter case, by Lemma 7.25, $\Delta_{\max}(V_j) \leq q$, and hence, $d(V_j) \geq t_b - q + 1$, which, by Lemma 6.10 implies $r(V_k) \geq t_b - q$. Thus, we have the following.

\[
(\forall V_k : V \in I :: ((\exists u \mid u \in [t_b + 1, t_h) \wedge S(V_k, u) = 1 \Rightarrow (r(V_k) \geq t_b - q \wedge d(V_k) \leq t_h)))
\] (7.16)

We next show that if $V_n$ is the number of subtasks of $V$ scheduled in $[t_b + 1, t_h)$, then $wt(V) \geq \frac{V_n}{s+q+1}$. Let $V_k$ and $V_{\ell}$ denote the first and final subtasks of $V$ scheduled in $[t_b + 1, t_h)$. Then, by (7.16), $r(V_k) \geq t_b - q$ and $d(V_{\ell}) \leq t_h$. Hence,

\[
d(V_{\ell}) - r(V_k) \leq t_h - t_b + q = s + q + 1 \quad \text{(by the definition of $s$ in (7.15))}
\] (7.17)

By (3.9) and (3.10),

\[
d(V_{\ell}) - r(V_k) = \left\lfloor \frac{\ell}{wt(V)} \right\rfloor - \left\lfloor \frac{k - 1}{wt(V)} \right\rfloor + \Theta(V_{\ell}) - \Theta(V_k)
\]

\[
\geq \left\lfloor \frac{\ell}{wt(V)} \right\rfloor - \left\lfloor \frac{k - 1}{wt(V)} \right\rfloor \quad \text{(by $\ell > k$ and (3.8)).}
\]

Hence, by (7.17), we have $\left\lfloor \frac{\ell}{wt(V)} \right\rfloor - \left\lfloor \frac{k - 1}{wt(V)} \right\rfloor \leq s + q + 1$, which implies $\frac{\ell}{wt(V)} - \frac{k - 1}{wt(V)} \leq s + q + 1$. 
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\[ wt(V) \geq \frac{\ell - k + 1}{s + q + 1} \geq \frac{V.n}{s + q + 1} \]

(because \( V.n = \ell - k + 1 \) if \( V \) is periodic and \( V.n \leq \ell - k + 1 \) if \( V \) is IS or GIS).

Therefore, we have
\[
\sum_{W \in I} wt(W) \geq \sum_{W \in I} \frac{W.n}{s + q + 1} \geq \frac{(h+1)s}{s+q+1} + \frac{a_0^0 + a_1^1}{s+q+1}, \text{ where the last inequality is by Lemma 7.27.}
\]

**Lemma 7.29** If \( \text{LAG}(\tau, t_h + 1) > \text{LAG}(\tau, t_h) \) and either \( a_0^0 \geq 1 \) or \((a_q^1 \geq 1 \text{ and } a_{q-1}^0 \geq 1)\), then \( a_0^0 + a_1^1 \leq \min((h-1)(q+1) - 1, M - h - 1) \).

**Proof:** By Lemma 7.24 if \( \text{LAG}(\tau, t_h + 1) > \text{LAG}(\tau, t_h) \), then \( \sum_{V \in I} wt(V) < h \). By Lemma 7.28
\[
\frac{(h+1)s}{s+q+1} + \frac{a_0^0 + a_1^1}{s+q+1} \leq \sum_{V \in I} wt(V). \text{ Therefore, } \frac{(h+1)s}{s+q+1} + \frac{a_0^0 + a_1^1}{s+q+1} < h, \text{ which implies that}
\]
\[
a_q^0 + a_q^1 < h(q+1) - s \]
\[
\leq h(q+1) - (q+1) \quad \text{(by (7.15))}
\]
\[
= (h-1)(q+1). \quad \text{(7.18)}
\]

Also, there are \( h \) holes in \( t_h \), and by Lemma 7.21, \( a_0 \geq 1 \). Therefore, by (7.13),
\[
a_q^0 + a_q^1 \leq M - h - 1. \quad \text{(7.19)}
\]

(7.18) and (7.19) imply that \( a_q^0 + a_q^1 \leq \min((h-1)(q+1) - 1, M - h - 1) \). \( \blacksquare \)

We now conclude Case B by establishing the following.

**Lemma 7.30** If \( a_q^0 > 0 \) or \((a_q^1 > 0 \text{ and } a_{q-1}^0 > 0)\), then \( \text{LAG}(\tau, t_h + 1) < qM + 1 \).

**Proof:** Because \( W_{\max} < 1 \), assuming \( W_{\max} \geq 2/3 \) (because, as discussed earlier, \( a_0, a_{q-1}, \text{ and } a_q^i \) are not dependent on \( W_{\max} \)), by (7.12), we have
\[
\text{LAG}(\tau, t_h + 1) < a_0 \cdot W_{\max} + ((q+1) \cdot W_{\max}) \cdot (a_q^0 + a_q^1) + (a_{q-1}^0 + a_q^2) \cdot ((q+3) \cdot W_{\max} - 2).
\]

By Lemma 7.29 if \( \text{LAG}(\tau, t_h + 1) > \text{LAG}(\tau, t_h) \), then \( a_q^0 + a_q^1 \leq \min((h-1)(q+1) - 1, M - h - 1) \). By Lemmas 7.11–7.17 (and as can be seen from the coefficients of the \( a_i \) terms in (7.20)), the lag bounds for tasks in \( A_q^0 \cup A_q^1 \) are higher than those for the other tasks. Hence,
LAG(\(\tau, t_h + 1\)) is maximized when \(a_q^0 + a_q^1 = \min((h - 1)(q + 1) - 1, M - h - 1)\). We assume this is the case. Note that

\[
\min((h - 1)(q + 1) - 1, M - h - 1) = \begin{cases} 
(h - 1)(q + 1) - 1, & h \leq \frac{M+1+q}{q+2} \\
M - h - 1, & \text{otherwise.} \end{cases}
\tag{7.20}
\]

Based on (7.20), we consider two cases.

**Case 1:** \(h > \frac{M+1+q}{q+2}\). For this case, LAG is maximized when \(a_q^0 + a_q^1 = M - h - 1\), and hence, by (7.13), \(a_0 + a_{q-1} + a_q^2 = M - h - (a_0^0 + a_1^1) = 1\). Because, by Lemma 7.21, \(a_0 > 0\), we have \(a_0 = 1\), and hence, \(a_{q-1} = a_q^2 = 0\). Substituting \(a_0 = 1\), \(a_q^2 = a_{q-1} = 0\), and \(a_q^1 + a_q^2 = M - h - 1\) in (7.20), we have \(\text{LAG}(\tau, t_h + 1) < W_{\text{max}} + (q + 1) \cdot W_{\text{max}} \cdot (a_q^0 + a_q^1) = W_{\text{max}} + (q + 1) \cdot W_{\text{max}} \cdot (M - h - 1) < W_{\text{max}} + (q + 1) \cdot W_{\text{max}} \cdot \left(M - \frac{M+q+1}{q+2} - 1\right)\) (where the last inequality is by the condition of Case 1, namely, \(h > \frac{M+1+q}{q+2}\)). If \(qM + 1 < \text{LAG}(\tau, t_h + 1)\), then \(W_{\text{max}} + (q + 1) \cdot W_{\text{max}} \cdot \left(M - \frac{M+q+1}{q+2} - 1\right) > qM + 1\), which implies that \(W_{\text{max}} > \frac{Mq(q+2)+q+2}{M(q+1)-2q+4q+1}\), which is greater than \(\frac{q+2}{q+3}\) for all \(q \geq 1\). This contradicts (W), and hence, \(\text{LAG}(\tau, t_h + 1) < qM + 1\).

**Case 2:** \(h \leq \frac{M+1+q}{q+2}\). For this case, LAG is maximized when \(a_q^0 + a_q^1 = (h - 1)(q + 1) - 1\). By (7.13), we have \(a_{q-1} + a_q^2 = M - h - (a_0 + a_q^0 + a_q^1) = M - h - a_0 - (hq + h - q - 2)\). Therefore, by (7.20),

\[
\text{LAG}(\tau, t_h + 1) < a_0 \cdot W_{\text{max}} + (q + 1) \cdot W_{\text{max}} \cdot (a_q^0 + a_q^1) + ((q + 3) \cdot W_{\text{max}} - 2) \cdot (a_{q-1} + a_q^2)
\]
\[
= a_0 \cdot W_{\text{max}} + (q + 1) \cdot W_{\text{max}} \cdot (hq + h - q - 2)
\]
\[
+ ((q + 3) \cdot W_{\text{max}} - 2)(M - 2h - a_0 - hq + q + 2). \tag{7.21}
\]

If \(qM + 1 < \text{LAG}(\tau, t_h + 1)\), then the expression on the right-hand side of (7.21) exceeds \(qM + 1\), which implies that \(W_{\text{max}} > \frac{(q+2)(M+2q+5-4h-2a_0-2hq)}{(q+3)(M+2q+4-5h-(2+q)a_0-3hq)}\). Let \(f \equiv \frac{(q+2)(M+2q+5-4h-2a_0-2hq)}{(q+3)(M+2q+4-5h-(2+q)a_0-3hq)}\), and let \(Y\) denote the denominator, \((q + 3)M + 2q + 4 - 5h - (2 + q)a_0 - 3hq\), of \(f\). To show that the lemma holds for this case, we show that unless \(W_{\text{max}}\) exceeds \(\frac{q+2}{q+3}\), \(qM + 1 < \text{LAG}(\tau, t_h + 1)\). For this purpose, we determine a lower bound to the value of \(f\). Note that for a given number of processors, \(M\), and tardiness, \(q\), \(f\) varies with \(a_0\) and
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Because \(a_q^0 + a_q^1 = (h-1)(q+1) - 1 > 0\), we have \(h > \frac{q+2}{q+1}\); hence, because \(h\) is integral, \(h \geq 2\) holds. The first derivative of \(f\) with respect to \(h\) is 
\[
\frac{M(q^2+q-2)+a_0(2q^2+2q-2)+2q^2+9q+9}{2q^2+2q-2},
\]
which is non-negative for all \(a_0 \geq 0\), and that with respect to \(a_0\) is 
\[
\frac{2(q^2+q-2)+2q+9}{2q^2+2q-2},
\]
which is non-negative for \(h \leq M\left(q^2+2q-2\right)+2q^2 + 5q+2\). Thus, \(f\) is minimized when \(h = 2\), and because \(W_{\text{max}} > \frac{q+2}{q+1}\), which is a violation of (W). Hence the lemma holds for this case.

Thus, if an MI or an SMI and a c-MI are scheduled in \(t_h\), then (T1) is contradicted.

### 7.2.5.3 Case C \((A_q^0 = \emptyset \text{ and } A_q^1 \neq \emptyset \text{ and } A_q^{0-1} = \emptyset)\)

For this case, we show that if \(\text{LAG}(\tau, t_h + 1, S) > qM + 1\), then there exists another concrete task system \(\tau'\), obtained from \(\tau\) by removing certain subtasks, such that \(\text{LAG}\) of \(\tau'\) at \(t_h - 1\) in an EPDF schedule is greater than \(qM + 1\) contradicting the minimality of \(t_h\). We begin by defining needed subsets of subtasks and tasks.

For this case, since no MI is scheduled in slot \(t_h\), \(t_b\) (as in Definition 7.5) can be as late as \(t_h - 1\). This is stated below.

\[
t_b \leq t_h - 1 \tag{7.22}
\]

Let \(t'_b\) be defined as follows.

**Definition 7.7:** \(t'_b\) denotes the latest time, if any, before \(t_h - 1\) that a subtask with deadline at or after \(t'_b\) is scheduled.

Since at least one SMI is scheduled at \(t_h\), at least one MI is scheduled at \(t_h - 1\). Therefore, by Lemma 7.22(a), the following holds.

\[(C) \text{ The deadline of every subtask scheduled in any slot in } [t_h - (q+2), t_h - 1) \text{ is at or before } t_h - q.\]

Since \(q \geq 1\) holds, \(C\) implies

\[
t'_b \leq t_h - (q + 3). \tag{7.23}
\]

Let \(r^1_s \text{ through } r^8_s\) be subsets of subtasks defined as follows. In the definitions that follow, when we say that \(T_i\) is ready at \(t'_b\), we mean that \(e(T_i) \leq t'_b\), and \(T_i\)'s predecessor, if any, is scheduled before \(t'_b\).
We first show that each task \( T \) has at most one subtask in \( \tau_s^1 \). Let \( T_i \) in \( \tau_s^1 \) be the critical subtask at \( t_h \) of \( T \), which is in \( B(t_h) \). Then, by Lemma \( \tau_s^5 \), \( d(T_i) = t_h + 1 \) holds. Because \( wt(T) < 1 \), by (3.9), \( r(T_i) \leq d(T_i) - 2 = t_h - 1 \) holds. Hence, by the definition of a critical subtask in Definition 3.2, \( T_i \) is critical at \( t_h - 1 \) also. Thus, if \( T \) has a critical
subtask $T_i$ at $t_h$ and $T$ is in $B(t_h)$, then $T$ cannot have a subtask that is different from $T_i$ that is critical at $t_h - 1$. Hence, it follows that each task has at most one subtask in $\tau^1_s$.

We next show that each task can have at most one subtask in $\tau^2_s \cup \tau^6_s$. Note that a subtask is in $\tau^2_s$ or $\tau^6_s$ only if it is scheduled at $t_h - 1$. Further, each task $T$ can have at most one subtask scheduled at $t_h - 1$. Hence, if $T$’s subtask $T_i$ scheduled at $t_h - 1$ has its deadline at or after $t_h$, then $T_i$ is in $\tau^2_s$; else, it is in $\tau^6_s$.

Finally, we show that if $T$ has a subtask $T_i$ in $\tau^1_s$, then it does not have a subtask in $\tau^2_s \cup \tau^6_s$, or vice versa. If $T_i$ is in $B(t_h - 1)$, then $T$ cannot have a subtask scheduled at $t_h - 1$, and hence, cannot have a subtask in $\tau^2_s \cup \tau^6_s$ (because every subtask in these sets is scheduled at $t_h - 1$). On the other hand, if $T_i$ is in $B(t_h)$ and is $T$’s critical subtask at $t_h$, then note the following. (i) $\tau^1_s$ is non-empty only if $t_b'$ exists; (ii) by Lemma 7.20, $d(T_i) = t_h + 1$ holds, and $T_i$ is scheduled at or before $t_b'$, whereas a subtask in $\tau^2_s \cup \tau^6_s$ is scheduled at $t_h - 1$. By (7.23), $t_b' \leq t_h - (q + 3)$. Thus, by (ii), no subtask of $T$ with a deadline at or before $t_h$ can be scheduled at $t_h - 1$, and hence, can be in $\tau^2_s \cup \tau^6_s$. On the other hand, if a subtask of $T$ with a deadline after $t_h$ is scheduled at $t_h - 1$, then it contradicts the fact that $T_i$ is $T$’s critical subtask at $t_h$. So, no such subtask can be in $\tau^2_s \cup \tau^6_s$ either.

**Proof of part (d).** By the conditions of Case C, no $c$-MI, where $c > 0$, is scheduled at $t_h$. Further, because $T$ is in $A_q(t_h)$ or $A_{q-1}(t_h)$, tardiness of $T_i$ (scheduled at $t_h$) is greater than zero. Hence, by the definition of $c$-MI and because $T$ is not a $c$-MI, $T$ is also scheduled at $t_h - 1$. Therefore, $T_i$ is in $\tau^5_s$.

**Proof of part (c).** Immediate from the definitions.

**Proof of part (d).** By part (a), every task $T$ has at most one subtask in $\tau^1_s \cup \tau^2_s \cup \tau^6_s$. Therefore, $\tau^1$, $\tau^2$, and $\tau^6$ are pairwise disjoint. By the definitions of $\tau^3_s$, $\tau^4_s$, and $\tau^5_s$, and by (7.22) and (7.23), $A_0$, $A_q$, and $A_{q-1}$ are pairwise disjoint, and hence, $\tau^3_s$, $\tau^4_s$, and $\tau^5_s$ are pairwise disjoint, and subtasks in them are scheduled at $t_h$. However, by the definitions of $\tau^1_s$, $\tau^2_s$, and $\tau^6_s$, no task of a subtask in any of these subsets is scheduled at $t_h$. Therefore, a task in $\tau^1$, $\tau^2$, or $\tau^6$ is not in $\bigcup_{i=3}^5 \tau^i$, that is $\tau^1 \cup \tau^2 \cup \tau^6$ is disjoint from $\bigcup_{i=3}^5 \tau^i$. Since $\tau^1$, $\tau^2$, and $\tau^6$ are pairwise disjoint, as are $\tau^3$, $\tau^4$, and $\tau^5$, all six subsets are pairwise disjoint.

Let $\tau'$ be a concrete GIS task system obtained from $\tau$ by removing all the subtasks in $\tau^1_s$, 216
τ₂, τ₃, τ₇, and τ₈. Let \( τ_R^s = τ₁^s ∪ τ₂^s ∪ τ₃^s ∪ τ₇^s ∪ τ₈^s \). Let \( S' \) be an EPDF schedule for \( \tau' \) such that ties among subtasks with equal deadlines are resolved in the same way as they are resolved in \( S \). Our goal is to show that \( \text{LAG}(\tau', t_h - 1, S') \geq qM + 1 \), and derive a contradiction to the minimality of \( t_h \) in Definition 7.3. We first establish certain properties concerning \( \tau' \) and \( S' \).

**Lemma 7.32** No subtask with deadline at or before \( t_h - 1 \) is removed or displaced in \( S' \).

**Proof:** Follows from the fact that the deadline of every subtask removed, that is, the deadline of every subtask in \( τ_R^s \), is at or after \( t_h \). Hence, because ties in \( S \) and \( S' \) are resolved identically, the removed subtasks cannot impact how subtasks with earlier deadlines are scheduled. (Subtasks in \( τ₁^s \) are critical subtasks at \( t_h \) or at \( t_h - 1 \), and hence their deadlines are at or after \( t_h \). Similarly, subtasks in \( τ₃^s \) are scheduled at \( t_h \) and have a tardiness of zero, implying that their deadlines are at or after \( t_h + 1 \).)

The next few lemmas establish \( \text{lag} \) bounds for tasks with subtasks in the subsets defined above. We will denote the ideal schedule for \( \tau \) as \( PSₗ \) and that for \( \tau' \) as \( PSₗ' \). We first claim the following with respect to subtasks in \( \tau \).

**Claim 7.4** The release time of every subtask in \( \tau \) is at or before \( t_h \).

**Proof:** Because there is a hole in \( t_h \) (by (H)), by Lemma 6.5, no subtask scheduled at or before \( t_h \) can have a deadline after \( t_h + 1 \), implying that the release time of every such subtask is at or before \( t_h \). Hence, a subtask with release time after \( t_h \) is scheduled after \( t_h \) in \( S \). For every such subtask, allocations in both the ideal schedule and \( S \) are zero in \([0, t_h + 1]\). Therefore, the \( \text{LAG} \) of \( \tau \) at \( t_h + 1 \) does not depend on such a subtask. Further, if such a subtask is removed, the schedule before \( t_h + 1 \) is not impacted and no subtask scheduled at or after \( t_h + 1 \) can shift to \( t_h \) or earlier. Hence, the \( \text{LAG} \) of \( \tau \) at \( t_h + 1 \) is not altered. Thus, the presence of subtasks released after \( t_h \) contradicts (T2).

**Lemma 7.33** Let \( T \) be a task with a subtask in \( τ₁^s \) or \( τ₂^s \). Then, \( \text{lag}(T, t_h - 1, S') = \text{lag}(T, t_h + 1, S) \).

**Proof:** By (3.20),

\[
\text{lag}(T, t_h - 1, S') = A(PSₗ', T, 0, t_h - 1) - A(S', T, 0, t_h - 1) \quad (7.24)
\]

To prove this lemma, we will express the allocation to \( T \) in \( PSₗ' \) and \( S' \) in terms of its allocations in \( PSₗ \) and \( S \), respectively. We will establish some properties needed for this purpose.
By Lemma (7.31(a), T has exactly one subtask in $\tau^1_s \cup \tau^2_s$. Let $T_i$ denote the distinct subtask of T that is in $\tau^1_s$ or $\tau^2_s$, and $T_j$, its predecessor in $\tau^7_s$ or $\tau^8_s$, respectively, if any. Note that $T_j$ does not exist if $d(T_i) = t_h$, and need not necessarily exist otherwise.

Regardless of whether $T_i$ is in $\tau^1_s$ or $\tau^2_s$, $T_i$ is scheduled at or before $t'_b$, in $S$, which by (7.23), is before $t_h + 1$. Hence, because there is a hole in $t_h$, by Lemma (6.3) $d(T_i) \leq t_h + 1$ holds. We next show that the following holds.

(D) No subtask of $T$ has its deadline after $t_h + 1$.

Since $T$ is not scheduled in $t_h$, and there is a hole in $t_h$, $T_i$’s successor, if any, cannot have its eligibility time at or before $t_h$ and deadline after $t_h + 1$. By Claim (7.31) no subtask in $\tau$ has a release time at or after $t_h + 1$. Thus, (D) holds.

We next claim that of $T$’s subtasks, only $T_i$ and/or $T_j$ may receive non-zero allocations in the ideal schedule for $\tau$ in slots $t_h - 1$ and/or $t_h$. For this, note that the following hold:

(i) since $d(T_j) = t_h$ (by the definitions of $\tau^7_s$ and $\tau^8_s$), no subtask of $T$ prior to $T_j$ has its deadline after $t_h - 1$; (ii) because there is a hole in $t_h$, and $T$ is not scheduled at $t_h$ in $S$ (by the definitions of $\tau^1_s$ and $\tau^2_s$), no subtask of $T$ released after $T$ has its eligibility time, and hence, release time at or before $t_h$. Hence, by (5.15), no subtask of $T$ other than $T_i$ and $T_j$ receives any allocation in $t_h - 1$ and/or $t_h$. By (i) and (ii) above and because $\tau'$ contains every subtask of $T$ that is in $\tau$ except $T_i$ and $T_j$, we have $A(PS_{\tau'}, T, 0, t_h - 1) = A(PS_{\tau}, T, 0, t_h + 1) - A(PS_{\tau}, T_i, 0, t_h + 1) - A(PS_{\tau}, T_j, 0, t_h + 1)$. Because the deadlines of $T_i$ and $T_j$ are at most $t_h + 1$, both these subtasks receive ideal allocations of one quantum each by $t_h + 1$. Hence,

$$A(PS_{\tau'}, T, 0, t_h - 1) = \begin{cases} A(PS_{\tau}, T, 0, t_h + 1) - 2, & \text{if } T_j \text{ exists} \\ A(PS_{\tau}, T, 0, t_h + 1) - 1, & \text{if } T_j \text{ does not exist.} \end{cases}$$

(7.25)

We now express the allocation to $T$ in $S'$ in terms of its allocation in $S$. If $T_i$ is in $\tau^1_s$, then, in $S$, $T_i$ is scheduled at or before $t'_b \leq t_h - (q + 3) \leq t_h - 1$ (refer (7.23)); if it is in $\tau^2_s$, then $T_i$ is scheduled at $t_h - 1$. Thus, in either case, $T_i$ is scheduled at or before $t_h - 1$ in $S$. Hence, $T_j$, if it exists, is scheduled at or before $t_h - 1$ in $S$. As for where other subtasks of $T$ are scheduled in $S$, there is a hole in $t_h$, and (by the definitions of $\tau^1_s$ and $\tau^2_s$) $T$ is not scheduled at $t_h$. Therefore, if some subtask of $T$ is scheduled after $t_h$, then its eligibility time is at or after $t_h + 1$, and hence its deadline is after $t_h + 1$. However, by (D), no subtask of $T$ has a deadline after $t_h + 1$. Hence, there does not exist a subtask of $T$ that is scheduled after $t_h$ in
Lemma 7.34 Let $T$ be a task with a subtask in $\tau^3$. Then, $\text{lag}(T, t_h + 1, S') > \text{lag}(T, t_h + 1, S) - 1/(q + 2)$.

Proof: Let $T_i$ be $T$'s subtask in $\tau^3$. In $S$, $T_i$ is scheduled at $t_h$ and is ready at or before $t_h - (q + 3)$. Therefore, by Lemma 7.2, $r(T_i) \leq t_h - (q + 3)$ holds. Since $T$ is in $A_0(t_h)$, and $T_i$ is scheduled at $t_h$ in $S$, the tardiness of $T_i$ is zero in $S$. Therefore, $d(T_i) \geq t_h + 1$ holds, which by (H) and Lemma 7.19 implies that

$$d(T_i) = t_h + 1.$$  \hspace{1cm} (7.27)

Hence, $|\omega(T_i)| = d(T_i) - r(T_i) \geq q + 4$ holds, and using Lemma 3.1, it can be shown that $wt(T) < 1/(q + 2)$. By Lemma 7.13, $\text{lag}(T, t_h + 1, S) < \text{wt}(T)$, and hence, because $\text{wt}(T) < 1/(q + 2)$, it follows that

$$\text{lag}(T, t_h + 1, S) < 1/(q + 2).$$ \hspace{1cm} (7.28)

We next show that $\text{lag}(T, t_h - 1, S') = 0$. For this, we need to show that the total allocation to $T$ in $[0, t_h - 1]$ is equal in $PS_{\tau'}$ and $S'$. We first show that the total allocation in $[0, t_h - 1]$ to subtasks of $T$ released after $T_i$ is zero in both $S'$ and $PS_{\tau'}$. By (7.27) and Lemma 6.10, the release time of the successor, $T_j$, if any, of $T_i$ is at or after $t_h$. Hence, the allocation to every subtask of $T$ released after $T_i$ is zero in $[0, t_h - 1)$ in the ideal schedule for $\tau'$. Also, because $T_i$ is scheduled at $t_h$ in $S$, $T_j$ is scheduled at or after $t_h + 1$ in $S$. Hence, by Lemma 7.2, $e(T_j) \geq t_h$ holds. Therefore, every subtask of $T$ released after $T_i$ is scheduled at or after $t_h$ in $S'$, that is, receives zero allocation in $[0, t_h - 1]$ in $S'$.

We now show that subtasks of $T$ released before $T_i$ receive equal allocations in $[0, t_h - 1)$ in both $PS_{\tau'}$ and $S'$. Since $T_i$ is ready at or before $t_h - (q + 3)$, $T_i$'s predecessor, if any, and
all prior subtasks of $T$, if any, complete executing at or before $t_h - (q + 3)$ in $S$, and hence, in $S'$, as well (because no subtask can displace to the right). Furthermore, as discussed above, $r(T_i) \leq t_h - (q + 3)$ holds, and hence, by Lemma 6.10, the deadline of $T_i$’s predecessor is at or before $t_h - (q + 2)$. Hence, all subtasks released before $T_i$ complete executing by $t_h - (q + 2)$ in $PS_{\tau'}$, as well.

Therefore, because $T_i$ is not present in $\tau'$, the total allocation to all the subtasks of $T$ in $\tau'$ in $[0, t_h - 1)$ is equal in $S'$ and $PS_{\tau'}$. Hence, $\text{lag}(T, t_h - 1, S') = 0$, and because $[7.28]$ holds, the lemma follows.

**Lemma 7.35** Let $T$ be a task with a subtask in $\tau_s^4$. Then, $\text{lag}(T, t_h - 1, S') \geq \text{lag}(T, t_h + 1, S) - 2 \cdot W_{\text{max}} + 1$.

**Proof:** First, we show that (R) holds.

(R) No subtask of $T$ is removed.

For this, note that because $T$ is in $\tau^4$, by Lemma 7.31[8], $T$ is not in $\tau^i$, where $1 \leq i \leq 6$ and $i \neq 4$. Hence, by Lemma 7.31[9], $T$ is also not in $\tau^7$ or in $\tau^8$. Thus, $T$ does not have a subtask in $T_s^R$, and hence, (R) holds.

Let $T_i$ be $T$’s subtask in $\tau_s^4$ and let $t_c = t_h - (q + 3)$. Then, $T_i$ is not ready at $t_c$ in $S$. We show that $T_i$ is not ready at $t_c$ in $S'$ also. Let $T_j$ denote $T_i$’s predecessor, if any, in $\tau$.

We now show that no subtask of $T$ that is scheduled at or after $t_h - 1$ in $S$ is scheduled before $t_h - 1$ in $S'$. Note that $T_i$ is scheduled at $t_h$ in $S$. Hence, it suffices to show that $T_i$ is not scheduled before $t_h - 1$ in $S'$ (which would imply that no later subtask is scheduled before $t_h - 1$), and if $T_j$ is scheduled at $t_h - 1$ in $S$, then it is not scheduled earlier in $S'$.

Because $T_i$ is scheduled at $t_h$ in $S$ and $T_i$ is not ready at $t_c$ in $S$, Lemma 7.2[13] implies that either $r(T_i) > t_c$, or $r(T_i) \leq t_c$ and $T_j$ exists and does not complete executing by $t_c$. If the former holds, then because $r(T_i) > t_c$ and $T_i$ is scheduled at $t_h > t_h - (q + 3) = t_c$ in $S$, by Lemma 7.2[13], $e(T_i) > t_c$ holds, and hence, $T_i$ is not eligible, and hence, not ready, at $t_c$ in $S'$ either.

If the latter holds, then by Lemma 6.10, $d(T_j) \leq t_c + 1 \leq t_h - (q + 2)$ holds, and hence, by Lemma 7.32, $T_j$ is not displaced, and does not complete executing by $t_c$ in $S'$ also. Therefore, $T_i$ is not ready at $t_c$ in this case too.

Given that $T_i$ is not ready at $t_c$ in $S'$, it is easy to show that $T_i$ is not scheduled before $t_h - 1$ in $S'$. For this, note that by Lemma 7.32, no subtask with deadline at or before $t_h - 1$ is displaced or removed. Hence, since (C) holds, no subtask scheduled in $[t_h - (q + 2), t_h - 1)$
is displaced or removed. Therefore, because \( T_i \) is not ready at or before \( t_c = t_h - (q + 3) \), \( T_i \) cannot be scheduled before \( t_h - 1 \) in \( S' \).

We next show that if \( T_i \)'s predecessor \( T_j \) exists and is scheduled at \( t_h - 1 \) in \( S \), then it is not scheduled earlier in \( S' \). Because \( T_i \) is scheduled at \( t_h \) and \( T \) is in \( A_0(t_h) \), \( T_i \)'s tardiness is zero, and hence, by Lemma 7.32, \( d(T_j) = t_h + 1 \). Hence, \( d(T_j) \leq t_h \) holds. If \( d(T_j) < t_h \) holds, then, by Lemma 7.32, \( T_j \) is not displaced. In the other case, namely, \( d(T_j) = t_h \), by Lemma 6.10, \( r(T_i) \geq t_h - 1 \), and hence, \( |\omega(T_i)| = d(T_i) - r(T_i) \leq (t_h + 1) - (t_h - 1) = 2 \) holds. Therefore, by Lemma 3.11, \( |\omega(T_j)| \leq 3 \), and hence, \( r(T_j) \geq d(T_j) - 3 = t_h - 3 \). If \( T_j \) is scheduled at \( t_h - 1 \) in \( S \), then by Lemma 7.21, \( e(T_j) \geq t_h - 3 \). However, because \( q \geq 1 \), by (C), the deadline of every subtask scheduled in \([t_h - 3, t_h - 1]\) is at or before \( t_h - q \), and hence, by Lemma 7.32 no such subtask is displaced or removed. Therefore, in this case too, if \( T_j \) is scheduled at \( t_h - 1 \) in \( S \), it is not scheduled earlier in \( S' \). Thus, no subtask of \( T \) that is scheduled at or after \( t_h - 1 \) in \( S \) is scheduled before \( t_h - 1 \) in \( S' \).

We are now ready to establish the lag of \( T \) at \( t_h - 1 \) in \( S' \). By (3.20), we have

\[
\text{lag}(\tau', t_h - 1, S') = A(PS, t_h - 1) - A(S', t_h - 1)
\]

\[
= A(\text{PS}, T, 0, t_h + 1) - A(S', T, t_h - 1, t_h + 1)
\]

\[
- (A(S, T, 0, t_h + 1) - A(S, T, t_h - 1, t_h + 1))
\]

(because, by (R), no subtask of \( T \) is removed, and no subtask of \( T \) scheduled at or after \( t_h - 1 \) in \( S \) is scheduled before \( t_h - 1 \) in \( S' \))

\[
\geq A(\text{PS}, T, 0, t_h + 1) - 2 \cdot W_{\text{max}} - (A(S, T, 0, t_h + 1) - A(S, T, t_h - 1, t_h + 1))
\]

(by (3.16) and (7.10))

\[
\geq A(\text{PS}, T, 0, t_h + 1) - 2 \cdot W_{\text{max}} - A(S, T, 0, t_h + 1) + 1
\]

(because at least one subtask of \( T, T_i \), is scheduled in \([t_h - 1, t_h + 1]\) in \( S \))

\[
= \text{lag}(T, t_h + 1, S) - 2 \cdot W_{\text{max}} + 1.
\]

**Lemma 7.36** Let \( T \) be a task with a subtask in \( \tau^5_s \). Then, \( \text{lag}(T, t_h - 1, S') \geq \text{lag}(T, t_h + 1, S) + 2 \cdot W_{\text{max}} \).

**Proof:** As with Lemma 7.35, we first show that no subtask of \( T \) is removed. Because \( T \) is in \( \tau^5 \), by Lemma 7.31(d), \( T \) is not in \( \tau^i \), where \( 1 \leq i \leq 6 \) and \( i \neq 4 \). Hence, by Lemma 7.31(c), \( T \) is also not in \( \tau^7 \) or in \( \tau^8 \). Thus, \( T \) does not have a subtask in \( \tau^R_s \), and hence, no subtask of
We next show that the subtasks of $T$ scheduled at $t_h$ or $t_h - 1$ are not displaced.

Let $T_i$ be $T$’s subtask scheduled at $t_h$. By the definition of $A_q$ and $A_{q-1}$, the tardiness of $T_i$ is greater than zero, and hence, $d(T_i) \leq t_h$. Let $T_j$ be $T_i$’s predecessor. By the definition of $\tau^5_s$, $T_j$ exists. Further, $d(T_j) \leq t_h - 1$ holds and $T_j$ is scheduled at $t_h - 1$.

We now show that $T_i$ and $T_j$ are not displaced. For this, observe that because $d(T_j) \leq t_h - 1$ holds, $T_j$ is not displaced by Lemma 7.32. Therefore, because $T_i$ is $T_j$’s successor, $T_i$ is not ready to be scheduled until $t_h$, and hence, is not displaced either.

The above facts can be used to determine the lag of $T$ at $t_h - 1$ in $S'$ as follows. By (3.20), we have

$$\text{lag}(\tau', t_h - 1, S')$$

$$= A(\text{PS}_\tau, T, 0, t_h - 1) - A(S', T, 0, t_h - 1)$$

$$= A(\text{PS}_\tau, T, 0, t_h + 1) - A(\text{PS}_\tau, T, t_h - 1, t_h + 1)$$

$$- (A(S, T, 0, t_h + 1) - A(S, T, t_h - 1, t_h + 1))$$

(because no subtask of $T$ is removed, and because neither $T_i$ nor $T_j$ is displaced, no subtask of $T$ scheduled at or after $t_h - 1$ in $S$ is scheduled before $t_h - 1$ in $S'$)

$$\geq A(\text{PS}_\tau, T, 0, t_h + 1) - 2 \cdot W_{\text{max}}$$

$$- (A(S, T, 0, t_h + 1) - A(S, T, t_h - 1, t_h + 1))$$

(by (3.10) and (7.10))

$$= A(\text{PS}_\tau, T, 0, t_h + 1) - 2 \cdot W_{\text{max}} - A(S, T, 0, t_h + 1) + 2$$

(because exactly two subtask of $T$, $T_i$ and $T_j$, are scheduled in $[t_h - 1, t_h + 1]$)

$$= \text{lag}(T, t_h + 1, S) - 2 \cdot W_{\text{max}} + 2.$$  

Lemma 7.37 Let $T$ be a task with a subtask in $\tau^6_s$. Then, $\text{lag}(T, t_h - 1, S') > \text{lag}(T, t_h + 1, S)$.

Proof: Let $T_i$ denote $T$’s subtask in $\tau^6_s$. Because there is a hole in $t_h$ (by (H)) and $T$ is not scheduled at $t_h$, the eligibility time, and hence, the release time of $T_i$’s successor is at least $t_h + 1$. However, by Claim 7.4, the release time of every subtask in $\tau$ is at most $t_h$. Therefore, $T_i$ does not have a successor.

Since $T_i$ is not in $\tau^2_s$, $d(T_i) \leq t_h - 1$ holds. Thus, all subtasks of $T$ have their deadlines by $t_h - 1$ and complete executing by $t_h$ in both $\text{PS}_\tau$ and $S$. Therefore, $T$’s lag at $t_h + 1$ in $S$ is
Because \( d(T_i) \leq t_h - 1 \) and \( T_i \) does not have a successor, by Lemma 7.32 no subtask of \( T \) is displaced. Thus, in the ideal schedule for \( \tau' \), subtasks of \( T \) complete executing by \( t_h - 1 \), whereas \( T_i \) is not complete until \( t_h \) in \( S' \). Thus, \( \text{lag}(T, t_h - 1, S') > 0 \), from which the lemma follows.

Let \( \tau^c = \tau' \setminus (\cup_{i=1}^{6} \tau_i) \). Because \( \tau \) and \( \tau' \) are concrete instantiations of the same non-concrete task system, they both contain the same tasks, and hence, \( \tau^c = \tau \setminus (\cup_{i=1}^{6} \tau_i) \). We show the following concerning the \( \text{lag} \) of a task in \( \tau^c \) at \( t_h - 1 \) in \( S' \).

**Lemma 7.38** Let \( T \) be a task in \( \tau^c \). Then, \( \text{lag}(T, t_h - 1, S') = \text{lag}(T, t_h + 1, S) \).

**Proof:** Because \( T \) is in \( \tau^c \), \( T \) does not contain a subtask in sets \( \tau_i \), where \( 1 \leq i \leq 8 \). Hence, \( T \) does not have a subtask that is removed. We next show that \( T \) does not have a subtask that is scheduled at \( t_h \) or \( t_h - 1 \).

If \( T \) has a subtask \( T_i \) that is scheduled at \( t_h \), then \( T \) is in \( A \). By the condition of this case (Case C), \( A_q^0 = \emptyset \) and \( A_{q-1}^0 = \emptyset \). Hence, by (7.2), \( T \) is in one of \( A_0(t_h) \), \( A^1_q(t_h) \), \( A^2_q(t_h) \), and \( A^i_q(t_h) \), where \( i \geq 1 \). However, if \( T \) is in \( A_0(t_h) \), then \( T_i \) is in \( \tau^3_s \) or \( \tau^4_s \). On the other hand, if \( T \) is in one of the remaining sets, then \( T_i \) has a tardiness greater than zero, but is not a c-MI, and hence, \( T \) is scheduled at \( t_h - 1 \); therefore, \( T_i \) is in \( \tau^5_s \). Thus, \( T_i \) is in one of \( \tau^3_s \), \( \tau^4_s \), and \( \tau^5_s \), and hence, \( T \) is in one of \( \tau^3 \), \( \tau^4 \), and \( \tau^5 \). This contradicts the fact that \( T \) is in \( \tau^c \). Therefore, \( T \) cannot have a subtask scheduled at \( t_h \).

We now show that \( T \) does not have a subtask scheduled at \( t_h - 1 \). By the definitions of \( \tau^2_s \) and \( \tau^6_s \), any subtask that is scheduled at \( t_h - 1 \), but does not have a later subtask of its task scheduled at \( t_h \), is in one of these two subsets. Therefore, if \( T \) has a subtask \( T_i \) scheduled at \( t_h - 1 \), then because \( T \) is in \( \tau^c \) (and hence not in \( \tau^2 \) or \( \tau^6 \)), \( T \) is scheduled at \( t_h \) also. But as was shown above, \( T \) is not scheduled at \( t_h \), and hence, is not scheduled at \( t_h - 1 \) either. Thus, \( T \) is not scheduled in either \( t_h \) or \( t_h - 1 \).

By Claim 7.4 no subtask of \( T \) is released at or after \( t_h + 1 \). Therefore, because there is a hole in \( t_h \), and \( T \) is not scheduled in either \( t_h \) or \( t_h - 1 \), every subtask of \( T \) is scheduled before \( t_h - 1 \), and completes executing by \( t_h - 1 \) in \( S \). Hence, because there is a hole in \( t_h \), by Lemma 6.5, the deadline of every subtask of \( T \) is at or before \( t_h + 1 \).

To complete the proof, we show that the deadline of every subtask of \( T \) is at most \( t_h - 1 \). Suppose to the contrary some subtask of \( T \) has its deadline after \( t_h - 1 \). Let \( T_i \) be such a subtask with the largest index. Then, \( T_i \) is the critical subtask of \( T \) at either \( t_h \) or \( t_h - 1 \) or
at both times. Because $T$ is not scheduled at either $t_h$ or $t_h - 1$, $T_i$ is scheduled before $t_h - 1$. Hence, $T$ is in $B(t_h - 1)$ or $B(t_h)$ or both. Also, because $d(T_i) \geq t_h$ holds, by Definition 7.7, $t'_b$ exists and $T$ is scheduled at or before $t'_b$. But then, by the definition of $\tau^1_s$, $T_i$ is in $\tau^1_s$, which contradicts the fact that $T_i$ is in $\tau^c$. Therefore, our assumption that $T$ has a subtask with deadline after $t_h - 1$ is incorrect.

Thus, all subtasks of $T$ complete executing by $t_h - 1$ in both the ideal schedules. Hence, the lag of $T$ in $S$ at $t_h + 1$ is zero.

Because no subtask of $T$ is removed or displaced, and every subtask of $T$ is scheduled before $t_h - 1$ in $S$, all subtasks of $T$ complete executing by $t_h - 1$ in $S'$ also. Therefore, $\operatorname{lag}(T, t_h - 1, S') = 0$. The lemma follows. ■

Having determined bounds for the lags of tasks at $t_h - 1$ in $S'$, we now determine a lower bound for the LAG of $\tau'$ at $t_h - 1$ in $S'$, and show that $\operatorname{LAG}(\tau', t_h - 1, S') \geq qM + 1$.

**Lemma 7.39** If either $W_{\text{max}} \leq \frac{q+3}{2q+1}$ and $a_0 \leq \frac{(M-h)(q+1)}{q+2}$ or $W_{\text{max}} > \frac{q+3}{2q+1}$ and $a_0 \leq 2(M - h)(1 - W_{\text{max}})$, then $\operatorname{LAG}(\tau', t_h - 1, S') \geq qM + 1$.

**Proof:** By (3.26),

\[
\operatorname{LAG}(\tau', t_h - 1, S')
= \sum_{T \in \tau'} \operatorname{lag}(T, t_h - 1, S')
= \sum_{T \in \tau} \operatorname{lag}(T, t_h - 1, S') \quad \text{(by the construction of $\tau'$)}
= \sum_{i=1}^{6} \sum_{T \in \tau^i} \operatorname{lag}(T, t_h - 1, S') + \sum_{T \in \tau^c} \operatorname{lag}(T, t_h - 1, S')
\quad \text{(by Lemmas 7.31(c) and (d), and because $\tau^c = \tau \setminus \bigcup_{i=1}^{6} \tau^i$)}
\geq \sum_{T \in \tau^1 \cup \tau^2 \cup \tau^6 \cup \tau^c} \operatorname{lag}(T, t_h + 1, S) + \sum_{i=3}^{5} \sum_{T \in \tau^i} \operatorname{lag}(T, t_h - 1, S')
\quad \text{(by Lemmas 7.33, 7.37, and 7.38)}
\geq \sum_{i=1}^{6} \sum_{T \in \tau^i} \operatorname{lag}(T, t_h + 1, S) + \sum_{T \in \tau^c} \operatorname{lag}(T, t_h + 1, S) - |\tau^3| \cdot \frac{1}{q + 2}
+ |\tau^4| \cdot (1 - 2W_{\text{max}}) + |\tau^5| \cdot (2 - 2W_{\text{max}}) \quad \text{(by Lemmas 7.34, 7.36)}
= \operatorname{LAG}(\tau, t_h + 1, S) - |\tau^3| \cdot \frac{1}{q + 2} - |\tau^4| \cdot (2W_{\text{max}} - 1) + |\tau^5| \cdot (2 - 2W_{\text{max}}) \quad (7.29)
\quad \text{(by the definitions of sets $\tau^i$, where 1 \leq i \leq 6, and $\tau^c$).}
Case 2: \( W_a \) holds. As with Case 1, by (7.29), \( |\tau^5| = |A_q| + |A_{q-1}| = a_q + a_{q-1} \). By the definitions of \( A_q, A_q^0, A_q^1, \) and \( A_q^2 \), and by (7.2)–(7.4), \( a_q = a_q^0 + a_q^1 + a_q^2 \). However, because no MI is scheduled at \( t_h \) by the conditions of Case C, \( a_q^0 = 0 \), and hence, \( |\tau^5| = a_q^1 + a_q^2 + a_{q-1} = M - h - a_0 \) (by (7.13)). (7.31)

We now consider the following two cases based on the statement of the lemma.

**Case 1:** \( W_{\text{max}} > \frac{q+3}{2(q+4)} \) and \( a_0 \leq 2(M - h)(1 - W_{\text{max}}) \). Since \( W_{\text{max}} > \frac{q+3}{2(q+4)} \), \( 2W_{\text{max}} - 1 > \frac{1}{q+2} \) holds. By (7.29),

\[
\text{LAG}(\tau', t_h - 1, S') 
\geq \text{LAG}(\tau, t_h + 1, S) - |\tau^3| \cdot \frac{1}{q+2} - |\tau^4| \cdot (2W_{\text{max}} - 1) + |\tau^5| \cdot (2 - 2W_{\text{max}}) 
\geq \text{LAG}(\tau, t_h + 1, S) - |\tau^3| \cdot (2W_{\text{max}} - 1) - |\tau^4| \cdot (2W_{\text{max}} - 1) + |\tau^5| \cdot (2 - 2W_{\text{max}}) 
\quad \text{(because as mentioned above, } 2W_{\text{max}} - 1 > \frac{1}{q+2}) 
\geq \text{LAG}(\tau, t_h + 1, S) - a_0 \cdot (2W_{\text{max}} - 1) + (M - h - a_0) \cdot (2 - 2W_{\text{max}}) 
\quad \text{(by (7.30) and (7.31))} 
\geq \text{LAG}(\tau, t_h + 1, S) - a_0 + (M - h) \cdot (2 - 2W_{\text{max}}) 
\geq qM + 1 
\quad \text{(because } 2(M - h) \cdot (1 - W_{\text{max}}) \geq a_0 \text{ for this case)} 
\geq qM + 1 \quad \text{(by (T1)).} \tag{7.32}
\]

**Case 2:** \( W_{\text{max}} \leq \frac{q+3}{2(q+4)} \) and \( a_0 \leq \frac{(M-h)(q+1)}{q+2} \). Since \( W_{\text{max}} \leq \frac{q+3}{2(q+4)} \), \( 2 \cdot W_{\text{max}} - 1 \leq \frac{1}{q+2} \) holds. As with Case 1, by (7.29),

\[
\text{LAG}(\tau', t_h - 1, S') 
\geq \text{LAG}(\tau, t_h + 1, S) - |\tau^3| \cdot \frac{1}{q+2} - |\tau^4| \cdot (2W_{\text{max}} - 1) + |\tau^5| \cdot (2 - 2 \cdot W_{\text{max}}) 
\geq \text{LAG}(\tau, t_h + 1, S) - |\tau^3| \cdot \frac{1}{q+2} - |\tau^4| \cdot \frac{1}{q+2} + |\tau^5| \cdot (2 - 2 \cdot W_{\text{max}}) 
\quad \text{(because } 2 \cdot W_{\text{max}} - 1 \leq \frac{1}{q+2}) 
\geq \text{LAG}(\tau, t_h + 1, S) - |\tau^3| \cdot \frac{1}{q+2} - |\tau^4| \cdot \frac{1}{q+2} + |\tau^5| \cdot \frac{2q+2}{2(q+2)}
\]
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The lemma follows from (7.32) and (7.33), and by the conditions of Cases 1 and 2, respectively.

In completing Case C, we make use of this auxiliary algebraic lemma.

Lemma 7.40 The roots of \( f(W_{\text{max}}) \) are given by

\[
W_{\text{max}} = \frac{(q+2)(M-h)(q+1)}{\sqrt{9q^2(M-h)^2+\Delta}} \cdot \frac{1}{4(M-h)(q+1)}, \quad \text{where} \quad \Delta = 4(M-h)(M(q-1)+h(2q^2+q+1)+2q+2).
\]

Proof: The roots of \( f(W_{\text{max}}) \) are given by

\[
I = (q+2)^2(M-h)^2 + 8(M-h)q + (q-1)M + 1 + h.
\]

Let \( I = (q+2)^2(M-h)^2 + 8(M-h)(q+1)((q-1)M + 1 + h) \) (the term within the square root). Then,

\[
I = (q+2)^2(M-h)^2 + 8(M-h)(q+1)((q-1)M + 1 + h)
\]

\[
= q^2(M-h)^2 + (4q+4)(M-h)^2 + 8q^2(M-h)^2 - 8q^2(M-h)^2
\]

\[
+ 8(M-h)(q+1)((q-1)M + 1 + h)
\]

(splitting the first term, and adding and subtracting \( 8q^2(M-h)^2 \))

\[
= 9q^2(M-h)^2 + 4(M-h)(q-1)(2q^2+q+1)+2q+2
\]

\[
= 9q^2(M-h)^2 + \Delta.
\]

We conclude this case by establishing the following lemma.

Lemma 7.41 If either \( W_{\text{max}} \leq \frac{q+3}{2q+4} \) and \( a_0 > \frac{(M-h)(q+1)}{q+2} \) or \( W_{\text{max}} > \frac{q+3}{2q+4} \) and \( a_0 > 2(M-h)(1-W_{\text{max}}) \), then \( \text{LAG}(\tau, t_h+1, S) < qM + 1 \).

Proof: We consider two cases based on the statement of the lemma.
Case 1: $W_{\text{max}} > \frac{q+2}{2q+4}$ and $a_0 > 2(M-h)(1-W_{\text{max}})$. By (7.11),

\[
\text{LAG}(\tau, t_h+1, S)
\]

\[
< a_0 \cdot W_{\text{max}} + a^0_q(q+1)W_{\text{max}} + a_{q-1} \cdot q \cdot W_{\text{max}} + a^1_q((q+2)W_{\text{max}} - 1) + a^2_q((q+3)W_{\text{max}} - 2)
\]

(by the conditions of Case 1, $W_{\text{max}} > \frac{q+3}{2q+4} \geq \frac{1}{2}$, thus, $qW_{\text{max}} < (q+2)W_{\text{max}} - 1$)

\[
< a_0 \cdot W_{\text{max}} + a^0_q(q+1)W_{\text{max}} + (a_{q-1} + a^1_q)((q+2)W_{\text{max}} - 1) + a^2_q((q+3)W_{\text{max}} - 2)
\]

(\text{as $W_{\text{max}} < 1$})

\[
\leq a_0 \cdot W_{\text{max}} + (M-h-a_0) \cdot ((q+2)W_{\text{max}} - 1)
\]

(by (7.13) because $a^0_q = 0$ by the conditions of Case C)

\[
= a_0 \cdot (1 - (q+1)W_{\text{max}}) + (M-h) \cdot ((q+2)W_{\text{max}} - 1)
\]

\[
< 2(M-h)(1-W_{\text{max}}) \cdot (1-(q+1)W_{\text{max}}) + (M-h) \cdot ((q+2)W_{\text{max}} - 1)
\]

(because $W_{\text{max}} > \frac{q+3}{2q+4} \geq \frac{1}{2}$ for all $q \geq 1$, $1-(q+1)W_{\text{max}} < 0$; also, by the conditions of Case 1, $a_0 > 2(M-h)(1-W_{\text{max}})$)

\[
= 2(M-h)(q+1)W_{\text{max}}^2 - (q+2)(M-h)W_{\text{max}} + M-h.
\]

We next show that $\text{LAG}(\tau, t_h+1, S) < qM+1$ holds (if (W) holds). Suppose to the contrary that $\text{LAG}(\tau, t_h+1, S) \geq qM+1$; then by the derivation above

\[
2(M-h)(q+1)W_{\text{max}}^2 - (q+2)(M-h)W_{\text{max}} - ((q-1)M+1+h) > 0. \quad (7.34)
\]

By Lemma [7.40] the roots of $f(W_{\text{max}}) = 2(M-h)(q+1)W_{\text{max}}^2 - (q+2)(M-h)W_{\text{max}} - ((q-1)M+1+h) = 0$ are $W_{\text{max}} = (q+2)(M-h)+\sqrt{9q^2(M-h)^2+\Delta}$, where $\Delta = 4(M-h)(M+1)+h(2q^2+q+1)+2q+2$. Let $W_{\text{max},1} = \frac{(q+2)(M-h)+\sqrt{9q^2(M-h)^2+\Delta}}{4(M-h)(q+1)}$ and $W_{\text{max},2} = \frac{(q+2)(M-h)-\sqrt{9q^2(M-h)^2+\Delta}}{4(M-h)(q+1)}$. Since $0 < h < M$ and $q \geq 1$ hold, $\Delta > 0$ holds, and hence, $\sqrt{9q^2(M-h)^2+\Delta}$ is greater than $3q(M-h)$. Note that $W_{\text{max},1} > \frac{(q+2)(M-h)+3(M-h)q}{4(M-h)(q+1)} = \frac{3q+2}{q+1}$ since $4q+2 < 4q+4$; hence, $f(W_{\text{max}})$ is an increasing function of $W_{\text{max}}$ for $W_{\text{max}} \geq \frac{q+2}{4q+4}$; further, the following hold: $W_{\text{max},1} > \frac{4q+2}{4q+4} > \frac{q+2}{q+2}$, $f(W_{\text{max},1}) = 0$, and $f(W_{\text{max}})$ is quadratic. Therefore, we have $f(W_{\text{max}}) < 0$ for $W_{\text{max},2} < 0 < W_{\text{max}} < W_{\text{max},1}$. Because as mentioned earlier, $W_{\text{max},1} > \frac{(q+2)(M-h)+3(M-h)q}{4(M-h)(q+1)} = \frac{3q+2}{q+1} > \frac{q+2}{q+4}$, it follows that, for all $0 < W_{\text{max}} \leq \frac{q+2}{q+3}$,
\( f(W_{\text{max}}) < 0 \). By (W), \( W_{\text{max}} \leq \frac{q^3 + 2}{2q + 4} \) holds, and hence, \( LAG(\tau, t_h + 1) < qM + 1 \). Thus, by the conditions of Case 1, if \( W_{\text{max}} > \frac{q^3 + 3}{2q + 4} \) and \( a_0 > 2(M - h)(1 - W_{\text{max}}) \), then \( LAG(\tau, t_h + 1, S) < qM + 1 \) follows.

**Case 2:** \( W_{\text{max}} \leq \frac{q^3 + 3}{2q + 4} \) and \( a_0 > \frac{(M-h)(q+1)}{q+2} \). Because \( \frac{q^3 + 3}{2q + 4} \leq \frac{2}{3} \), for all \( q \geq 1 \), \( q \cdot W_{\text{max}} \geq (q+3)W_{\text{max}} - 2 \) holds. Hence, by (7.31), we have

\[
LAG(\tau, t_h + 1, S) < a_0 \cdot W_{\text{max}} + (a_{q-1} + a_q^2)q \cdot W_{\text{max}} + a_q^0(q + 1)W_{\text{max}} + a_q^1((q + 2)W_{\text{max}} - 1)
= a_0 \cdot W_{\text{max}} + (a_{q-1} + a_q^2)q \cdot W_{\text{max}} + a_q^1((q + 2)W_{\text{max}} - 1) \tag{7.35}
\]

(because \( a_q^0 = 0 \) by the conditions of Case C).

We consider two subcases based on the value of \( W_{\text{max}} \).

**Subcase 2(a):** \( \frac{1}{2} < W_{\text{max}} \leq \frac{q^3 + 3}{2q + 4} \). For this case, \( (q+2)W_{\text{max}} - 1 > q \cdot W_{\text{max}} \) holds. Hence, by (7.35), we have

\[
LAG(\tau, t_h + 1, S) < a_0 \cdot W_{\text{max}} + (a_{q-1} + a_q^2 + a_q^1)((q + 2)W_{\text{max}} - 1)
\leq a_0 \cdot W_{\text{max}} + (M - h - a_0) \cdot ((q + 2)W_{\text{max}} - 1) \tag{7.36}
\]

(by 7.13 because \( a_q^0 = 0 \))

\[
= a_0 \cdot (1 - (q + 1)W_{\text{max}}) + (M - h) \cdot ((q + 2)W_{\text{max}} - 1).
\]

Let \( f(a_0, W_{\text{max}}) \overset{\text{def}}{=} a_0 \cdot (1 - (q + 1)W_{\text{max}}) + (M - h) \cdot ((q + 2)W_{\text{max}} - 1) \), the right-hand side of the above inequality. Our goal is to determine an upper bound for \( f(a_0, W_{\text{max}}) \). We first show that \( f(a_0, W_{\text{max}}) \) is an increasing function of \( W_{\text{max}} \) for all \( a_0 \geq 0 \), and a decreasing function of \( a_0 \), for any \( W_{\text{max}} \geq \frac{1}{q + 1} \). (In the description that follows, we assume \( a_0 \) and \( W_{\text{max}} \) are non-negative.) The first derivative of \( f(a_0, W_{\text{max}}) \) with respect to \( W_{\text{max}} \) is \( (M-h)(q+2) - a_0(q+1) \). Therefore, since \( a_0 \leq M - h \) and \( M - h > 0 \), it follows that \( (M-h)(q+2) - a_0(q+1) \) is positive for all \( q \geq 0 \). Hence, \( f(a_0, W_{\text{max}}) \) is an increasing function of \( W_{\text{max}} \) for all \( a_0 \). Further, \( f(a_0, W_{\text{max}}) \) is a non-decreasing function of \( a_0 \) for all \( W_{\text{max}} \leq \frac{1}{q + 1} \), and is a decreasing function of \( a_0 \) for all \( W_{\text{max}} > \frac{1}{q + 1} \). Therefore, since \( W_{\text{max}} \leq \frac{q^3 + 3}{2q + 4} \) and \( a_0 \geq 1 \) (by Lemma 7.21), \( f(a_0, W_{\text{max}}) \) is maximized when either \( W_{\text{max}} = \frac{q^3 + 3}{2q + 4} \) and \( a_0 = 1 \) or \( W_{\text{max}} = \frac{1}{q + 1} \) and \( a_0 = M - h \). It can easily be verified that \( f(a_0, \frac{q^3 + 3}{2q + 4}) = a_0 \cdot \left( -\frac{q^2 - 2q + 1}{2q + 4} \right) + M \cdot \left( \frac{2 + 1}{2} \right) - h \cdot \left( \frac{2 + 1}{2} \right) < qM + 1 \)
for all $a_0 \geq 1$. It can also be verified that $f(a_0, \frac{1}{q+1}) = \frac{M-h}{q+1} < qM + 1$ for all $a_0$. Hence, $f(a_0, W_{\max}) < qM + 1$, and therefore, $\text{LAG}(\tau, t_h + 1, S) < qM + 1$ holds.

**Subcase 2(b): $W_{\max} \leq \frac{1}{2}$.** For this case, $(q + 2)W_{\max} - 1 \leq q \cdot W_{\max}$ holds. Hence, by (7.35), we have

$$\text{LAG}(\tau, t_h + 1, S)$$

$$\leq a_0 \cdot W_{\max} + (a_{q-1} + a_1^2 + a_q^2) \cdot q \cdot W_{\max}$$

(by (7.13) because $a_q^0 = 0$)

$$= a_0 \cdot W_{\max}(1 - q) + (M - h) \cdot q \cdot W_{\max}$$

$$\leq (M - h) \cdot q \cdot W_{\max}$$

(because $q \geq 1$)

$$< qM + 1.$$

By the reasoning in subcases 2(a) and 2(b), it follows that if $W_{\max} \leq \frac{q+3}{2q+4}$ and $a_0 \geq \frac{(M-h)(q+1)}{q+2}$, then $\text{LAG}(\tau, t_h + 1, S) < qM + 1$.

Finally, the lemma holds by the conclusions drawn in Cases 1 and 2.  

By Lemmas 7.39 and 7.41, for any $a_0$ and $W_{\max}$, either $\text{LAG}(\tau, t_h + 1, S) < qM + 1$ or $\text{LAG}(\tau', t_h - 1, S') \geq qM + 1$ holds. Thus, either (T1) or Definition 7.3 is contradicted.

**7.2.5.4 Case D ($A_0^0 = A_1^1 = \emptyset$)**

**Lemma 7.42** If $A_0^0 = A_1^1 = \emptyset$, then $\text{LAG}(\tau, t_h + 1) < qM + 1$.

**Proof:** Because $a_q^0 = a_q^1 = 0$, and $a_0$, $a_{q-1}$, and $a_q^2$ are independent of $W_{\max}$, as explained earlier (when (7.12) was established), we bound $\text{LAG}(\tau, t_h + 1)$ assuming $W_{\max} \geq 2/3$. Hence, by (7.12), and $A_0^0 = A_1^1 = \emptyset$, we have $\text{LAG}(\tau, t_h + 1) < a_0 \cdot W_{\max} + ((q + 3)W_{\max} - 2) \cdot (a_q^2 + a_{q-1})$, which, by (7.13), equals $a_0 \cdot W_{\max} + ((q + 3)W_{\max} - 2) \cdot (M - h - a_0)$.

Contrary to the statement of the lemma, assume $\text{LAG}(\tau, t_h + 1) \geq qM + 1$. This assumption implies that $a_0 \cdot W_{\max} + ((q + 3)W_{\max} - 2) \cdot (M - h - a_0) > qM + 1$, which, in turn, implies that $W_{\max} > f \overset{\text{def}}{=} \frac{(q + 2)M - 2h - 2a_0 + 1}{(q + 3)M - (q + 3)h - (q + 2)a_0}$. We now determine a lower bound for $f$ and show that $f$ lies outside the range of values assumed for $W_{\max}$ and arrive at a contradiction. Let $Y$ denote the denominator of $f$. The first derivative of $f$ with respect to $h$ is given by $\frac{q(q+3)M - 2a_0 + q+3}{(q+3)M - (q+3)h - (q+2)a_0}$, which is non-negative for all $M \geq 1$, $a_0 \geq 1$, and $q \geq 1$. The first derivative of $f$ with respect to $a_0$ is given by $\frac{M(q^2 + q - 2) + 2h + q + 2}{Y}$, which is also non-negative for all $M \geq 1$, $q \geq 1$, and
\[ h \geq 0. \text{ Hence, since } h \text{ and } a_0 \text{ are greater than zero, } f \text{ is minimized when } h = a_0 = 1, \text{ for which } f = \frac{(q+2)M-3}{(q+3)M-2q-5} > \frac{q+2}{q+3} \text{ holds, for all } q \geq 1, M > 1. \text{ This violates } (W), \text{ and hence, our assumption is false, and the lemma follows.}\]

By Lemmas 7.23, 7.30, 7.39, 7.41, and 7.42 if (W) is satisfied, then either \( \text{LAG}(\tau, t_h + 1) < qM + 1 \) or there exists another task system with \( \text{LAG} \) under \( \text{EPDF} \) at least \( qM + 1 \) at \( t_h - 1 \). Thus, either the minimality of \( t_h \) or \((T1)\) is contradicted. So, task system \( \tau \) as defined in Definition 7.4 does not exist, and Theorem 7.2 holds.

The following corollary follows easily from Theorem 7.2.

**Corollary 7.1** If the weight of each task in a feasible GIS task system \( \tau \) is at most \( W_{\max} \), then \( \text{EPDF} \) ensures a tardiness bound of \( \max(1, \left\lceil \frac{3W_{\max}-2}{1-W_{\max}} \right\rceil) \) for \( \tau \).

**Proof:** Assume to the contrary that the tardiness for some subtask in \( \tau \) is \( q \), where \( q > \max(1, \left\lceil \frac{3W_{\max}-2}{1-W_{\max}} \right\rceil) \). Then, \( q > \max(1, \frac{3W_{\max}-2}{1-W_{\max}}) \) holds, which implies that \( q > 1 \) and \( W_{\max} < \frac{q+2}{q+3} \). This contradicts Theorem 7.2.

### 7.3 A Sufficient Restriction on Total System Utilization for Bounded Tardiness

In the previous section, we determined a sufficient restriction on per-task weights for guaranteeing bounded tardiness under \( \text{EPDF} \), assuming that the total system utilization, \( U_{\sum} \), is not restricted (except not exceeding the number of processors, \( M \)) (Result 1). In Chapter 6, we determined a sufficient restriction on total system utilization for ensuring that no deadline is missed under \( \text{EPDF} \), given the maximum weight, \( W_{\max} \), of any task, including \( W_{\max} = 1 \) (Result 2). In this section, we provide a simple extension to the analysis developed in Chapter 6 to determine a sufficient restriction on \( U_{\sum} \) for ensuring a tardiness bound of \( q \) quanta when per-task weights are not capped (Result 3).

One may reasonably question whether a separate analysis is needed for each of the three results and whether a generalized analysis from which each of the three results can be deduced as special cases is not possible. Our answer to this question is as follows. Result 1, presented in this chapter, required analyzing four different cases in order to arrive at per-task utilization restrictions that are reasonably liberal. However, the analysis was centered around a single slot with a hole across which \( \text{LAG} \) increases and exploited the fact that the maximum task weight is capped. On the other hand, the analysis for Results 2 and 3 hinges on determining the number
of slots with no holes that precede or follow a slot with a hole across which LAG increases, and bounding the decrease in LAG that is possible in those slots. (because the total system utilization may be less than the number of processors). Hence, establishing a reasonable upper bound on LAG requires considering more than one slot with a hole across which LAG increases. Detailed case analyses, as was considered in the previous section, becomes intractable when it has to be combined with reasoning that is possible when total utilization is capped. Similarly, Results 2 and 3 each consists of analysis that is specific to it, and hence, it is much cleaner to keep them both separate.

As mentioned above, in this section, we establish a sufficient restriction on total system utilization, which is given by Theorem 7.3 for ensuring a tardiness bound of \( q \) quanta under EPDF. For this section, let \((W)\) be as defined below. (To simplify the analysis, we restrict the maximum weight of a task to be strictly less than one. The result can be shown to hold even when \( W_{\text{max}} = 1 \) holds at the expense of some extra analysis that was used for the problem considered in the previous chapter.)

(W) The weight of each task in the task system under consideration is less than \( W_{\text{max}} < 1 \), and the sum of the weights of all the tasks is at most
\[
\min(M, \frac{(q+1)W_{\text{max}}+(q+2)M+(2q+1)W_{\text{max}}+1)}{2(q+1)W_{\text{max}}+2}).
\]

**Theorem 7.3** Tardiness under EPDF is at most \( q \) quanta, where \( q \geq 1 \), for every GIS task system satisfying \((W)\).

Our setup is similar to that used in Section 7.2. Assume that Theorem 7.3 does not hold. Hence, there exists a time \( t_d \) as defined in Definition 7.1.

**Definition 7.8:** \( \tau \) is a concrete GIS task system satisfying \((W)\), (S1), (S2), and (S3), where (S1) and (S2) are as defined in Section 7.2 (but with respect to \( \tau \)), (W) is as defined in this section, and (S3) is as defined below.

(S3) No task system satisfying \((W)\), (S1), and (S2) has a larger rank than \( \tau \).

Recall that the rank of a task system refers to the sum of the eligibility times of all its subtasks, i.e., \( \text{rank}(\tau, t) = \sum_{\{T_i \in \tau\}} e(T_i) \).
As mentioned in Section 7.2 though there are some differences in the task system considered here from those considered in the previous section and in the context of other problems, some basic properties can be shown to hold for all these task systems, each of which is defined as a minimal system violating a theorem to be proved. We borrow such properties without proof.

In what follows, let $S$ denote an EPDF schedule for $\tau$ in which a subtask of $\tau$ with deadline at $t_d$ has a tardiness of $q + 1$. The following claim and lemma are counterparts of Claim 7.1 and Lemma 7.1. Their proofs are also identical with the exception of substituting $\tau$ for $\sigma$ and $S$ for $S'$.

**Claim 7.5** There is no hole in any slot in $[t_d - 1, t_d + q)$ in $S$.

**Lemma 7.43** $\text{LAG}(\tau, t_d, S) = qM + 1$.

Based on the above, we establish Claim 7.6 and Lemma 7.44. As in Chapter 6, let $\alpha$ be defined as follows. ($\alpha$ denotes the total utilization of $\tau$, expressed as a fraction of $M$.)

$$\alpha \overset{\text{def}}{=} \frac{\sum_{T \in \tau} \text{wt}(T)}{M}$$  \hspace{1cm} (7.37)

**Claim 7.6** There is no hole in slot $t_d - 2$.

**Proof:** By Claim 7.5, there is no hole in slot $t_d - 1$. The deadline of every subtask that is scheduled at $t_d - 1$ is at or before $t_d$ (otherwise, such a subtask can be removed, contradicting (S2)). By (W), the weight of every task in $\tau$ is less than one. Hence, by Lemma 3.1, $|\omega(T_i)| \geq 2$ holds for every subtask $T_i$ in $\tau$. Therefore, the release time of each of the $M$ subtasks scheduled in slot $t_d - 1$ is at or before $t_d - 2$, and hence, each such subtask is eligible at $t_d - 2$. Thus, if there is a hole in $t_d - 2$, then it contradicts the fact that EPDF is work conserving.  \hspace{1cm} ■

**Lemma 7.44** $\text{LAG}(\tau, t_d - 2, S) = M(q + 2) - 2\alpha \cdot M + 1$.

**Proof:** By (3.31) (with $t'$ and $t + 1$ as $t_d - 2$ and $t_d$, respectively),

$$\text{LAG}(\tau, t_d - 2) \geq \text{LAG}(\tau, t_d) - (t_d - (t_d - 2)) \cdot \sum_{T \in \tau} \text{wt}(T) + \sum_{u=t_d-2}^{t_d-1} \sum_{T \in \tau} S(T, u)$$

$$= \text{LAG}(\tau, t_d) - 2\alpha M + 2M$$

(by 7.37) and as there is no hole in slots $t_d - 2$ and $t_d - 1$ by Claims 7.5 & 7.6

$$= qM + 1 + 2M - 2\alpha \cdot M \quad \text{(by Lemma 7.43).}$$
By Lemma 7.44 above, \( \text{LAG}(\tau, t_d - 2, S) = (q + 2)M - 2\alpha \cdot M + 1 \). Since \( \text{LAG} \) is zero at time zero, this implies that there exists some time \( t_L \) such that \( t_L \) is the earliest time slot across which \( \text{LAG} \) increases to at least \( (q + 2)M - 2\alpha \cdot M + 1 \). This is stated below.

\[
0 \leq t_L < t_d - 2 \quad \land \\
(\forall t : 0 \leq t \leq t_L :: \text{LAG}(\tau, t, S) < (q + 2)M - 2\alpha \cdot M + 1) \quad \land \\
\text{LAG}(\tau, t_L + 1, S) \geq (q + 2)M - 2\alpha \cdot M + 1 \tag{7.38}
\]

Our goal is to contradict the existence of \( t_L \), specifically, to show that there does not exist a time at which \( \text{LAG} \) in \( S \) exceeds or equals \( (q + 2)M - 2\alpha M + 1 \), and thereby, derive a contradiction to Lemma 7.44 and hence, to the existence of \( \tau \). Theorem 7.3 will then follow.

By Lemma 6.12(b) proved in Chapter 6, if \( \text{LAG}(\tau, t + 1) \geq \text{LAG}(\tau, t - \lambda + 2) \), where \( \lambda = \max(2, \left\lceil \frac{1}{W_{\text{max}}} \right\rceil) \), then there is no hole in slot \( t - \lambda + 1 \). If \( W_{\text{max}} \leq \frac{q+2}{q+3} \), then by Theorem 7.2 tardiness is at most one quantum even if the total utilization is \( M \). Hence, assume \( W_{\text{max}} > \frac{q+2}{q+3} > \frac{1}{2} \), which implies that \( \lambda = 2 \). By Lemma 6.11 of Chapter 6 \( \text{LAG}(\tau, 1) \leq \text{LAG}(\tau, 0) \).

Thus, we have the following corollary.

**Corollary 7.2** If \( \text{LAG}(\tau, t + 1) > \text{LAG}(\tau, t) \), then \( t \geq 1 \), and there is no hole in slot \( t - 1 \).

**Lemma 7.45** Let \( t \leq t_L \) be a slot across which \( \text{LAG} \) increases. Then, \( \text{LAG}(\tau, t + 1) < (2 + q)M - 2\alpha M + 1 \).

**Proof:** Let \( x \) denote the number of tasks scheduled in \( t \). Because there is an increase in \( \text{LAG} \) across \( t \), by Corollary 7.2 slot \( t - 1 \) exists and there is no hole there. Therefore, by by (3.31),

\[
\text{LAG}(\tau, t + 1) \leq \text{LAG}(\tau, t - 1) + (t + 1 - (t - 1)) \cdot \sum_{T \in \tau} wt(T) \\
- \sum_{T \in \tau} S(T, t - 1) - \sum_{T \in \tau} S(T, t) \\
= \text{LAG}(\tau, t - 1) + 2 \cdot \sum_{T \in \tau} wt(T) - \sum_{T \in \tau} S(T, t - 1) - \sum_{T \in \tau} S(T, t) \\
\leq \text{LAG}(\tau, t - 1) + 2\alpha M - M - x \\
\text{(by (7.37), and because there is no hole in } t - 1, \text{ and } x \text{ tasks are scheduled at } t) \\
< (q + 1)M - x \tag{7.39}
\]

(because \( t \leq t_L \), \( \text{LAG}(\tau, t - 1) < (q + 2)M - 2\alpha M \) by (7.38)).
We will next express the LAG of $\tau$ at $t$ as a sum of the lags of the tasks in $\tau$. Because there is an increase in LAG across slot $t$, by Lemma 3.4 there is at least one hole in $t$. Hence, by Lemmas 7.11 and 7.12, the lag of a task in $B(t)$ or $I(t)$ is zero. Therefore, by (3.34), $\text{LAG}(\tau, t + 1) = \sum_{T \in A(t)} \text{LAG}(T, t + 1)$. Further, by Lemma 7.21 there is at least one task $T$ that is scheduled at $t$ with a tardiness of zero, i.e., $T \in A_0(t)$. Hence, by Lemma 7.13, $\text{LAG}(T, t + 1) < wt(T) \leq W_{\text{max}}$. Because $t \leq t_L < t_d$, the tardiness of every other task scheduled at $t$ is at most $q$. Hence, by Lemmas 7.14–7.16, $\text{LAG}(U, t + 1) < (q + 1) \cdot wt(U) \leq (q + 1)W_{\text{max}}$ holds for every task $U$ scheduled at $t$ other than $T$. To summarize, of the $x$ tasks scheduled at $t$, at least one task’s lag is less than $W_{\text{max}}$, and those of the remaining tasks are less than $(q + 1)W_{\text{max}}$. Hence, $\text{LAG}(\tau, t + 1) = \sum_{T \in A(t)} \text{LAG}(T, t + 1) < (x - 1)(q + 1)W_{\text{max}} + W_{\text{max}}$. Therefore, because (7.39) also holds, $\text{LAG}(\tau, t + 1) < \min((x - 1)(q + 1)W_{\text{max}} + W_{\text{max}}, (q + 1)M - x)$. Because the first expression within this min term is increasing with $x$ while the second is decreasing, $\text{LAG}$ is maximized for $x$ obtained by solving $(x - 1)(q + 1)W_{\text{max}} + W_{\text{max}} = (q + 1)M - x$. Solving for $x$, we have $x = \left(\frac{q + 1}{1 + (q + 1)W_{\text{max}}}\right)M + \frac{qW_{\text{max}}}{1 + (q + 1)W_{\text{max}}}$. Substituting $x$ in the first expression within the min expression above, we have

$$\text{LAG}(\tau, t + 1) < (x - 1) \cdot (q + 1) \cdot W_{\text{max}} + W_{\text{max}}$$

$$= x \cdot (q + 1) \cdot W_{\text{max}} - q \cdot W_{\text{max}}$$

$$= \left(\frac{(q + 1)^2W_{\text{max}}}{1 + (q + 1)W_{\text{max}}}\right) \cdot M + \frac{q(q + 1)W_{\text{max}}^2}{1 + (q + 1)W_{\text{max}}} - q \cdot W_{\text{max}}$$

$$= \left(\frac{(q + 1)^2W_{\text{max}}}{1 + (q + 1)W_{\text{max}}}\right) \cdot M - \frac{q \cdot W_{\text{max}}}{1 + (q + 1)W_{\text{max}}}.$$

If $\text{LAG}(\tau, t + 1)$ is at least $f \text{def} (q + 2)M - 2\alpha M + 1$, then the right-hand side of the above inequality exceeds $f$. This implies that $\alpha M > \frac{(q + 1)W_{\text{max}} + (q + 2)M + (2q + 1)W_{\text{max}} + 1}{2(q + 1)W_{\text{max}} + 2}$, which by (7.37) contradicts (W). The lemma thus follows.

Lemma 7.45 above contradicts the (7.38). Hence, if (W) holds, then there does not exist a time slot across which LAG increases to $(q + 2)M - 2\alpha \cdot M + 1$. Thus, our assumption that $\tau$ is as defined in Definition 7.8 is incorrect, which establishes Theorem 7.3.

For a given $q$, the sufficient total utilization determined decreases with $M$ and $W_{\text{max}}$, and it is asymptotically 83.3% for $q = 1$. However, the permissible utilization exceeds 90.0% when $M \leq 10$, and 87.0%, when $W_{\text{max}} = 0.85$. Similarly, for $q = 2$, the asymptotic value is 87.5%, while those for $M = 10$ and $W_{\text{max}} = 0.85$ are 95.0% and 92.99%, respectively. If $M \leq 4$, then the total utilization need not be capped below 100% to ensure that tardiness does not exceed
one quantum. It is worth pointing out that deadlines are known to be missed by two quanta on six or more processors.

7.4 Summary

We have presented counterexamples that show that, in general, on \( M \) processors, tardiness under the EPDF Pfair algorithm can exceed a small constant number of quanta for task systems feasible on \( M \) processors, but whose per-task utilizations are not restricted. Thus, the conjecture that EPDF ensures a tardiness bound of one quantum for all feasible task systems is proved false. We have also presented sufficient per-task utilization restrictions that are more liberal than those previously known for ensuring a tardiness of \( q \) quanta under EPDF, where \( q \geq 1 \). Finally, we have presented a sufficient restriction of \( \min(M, ((q+1)W_{\text{max}}+(q+2))M+((2q+1)W_{\text{max}}+1)) \) on total system utilization for ensuring a tardiness bound of \( q \) quanta for use with task systems with \( W_{\text{max}} > \frac{q+2}{q+3} \).
Chapter 8

Pfair Scheduling with Non-Integral Task Parameters

In this chapter, we address relaxing Restriction (R2) of Pfair scheduling algorithms. This restriction is specified in Section 3.2 and requires the execution cost and period of each periodic or sporadic task to be specified as integral multiples of the quantum size. In Section 8.1, we consider allowing only periods to be non-integral; handling non-integral execution costs is addressed afterwards in Section 8.2. Finally, in Section 8.3, the impact of non-integral periods in tick-based implementations of non-Pfair scheduling algorithms is briefly considered.

8.1 Pfair Scheduling with Non-Integral Periods

In this section, we consider relaxing a part of Restriction (R2) (specified in Section 3.2), by considering the Pfair scheduling of a periodic or sporadic task system $\tau$ with the characteristic that not all tasks of $\tau$ have integral periods, but have integral execution costs. We show that $\tau$ can be scheduled under PD$^2$ such that tardiness for any job of $\tau$ is less than two quanta. We also show that if $\tau$ is scheduled under EPDF, then tardiness for its jobs is worsened by less than two quanta in comparison to the tardiness that can be guaranteed to a task system with the same task weights as those in $\tau$ but with integral periods. (It is assumed that $U_{\text{sum}}(\tau) \leq M$ holds.)

We make the reasonable assumption that though non-integral, task periods are still positive rational numbers. Therefore, the period $T.p$ of each task $T$ can be specified as a ratio of two

---

1 As described in Chapter 3 without loss of generality, a quantum is assumed to be one time unit in duration.
positive integers denoted $T.n$ and $T.m$, such that $T.n$ and $T.m$ are relatively prime. Since $wt(T) = \frac{T.e}{T.p} = \frac{T.e \times T.m}{T.n}$ and $wt(T) \leq 1$, it follows that $T.e \times T.m \leq T.n$. As mentioned above, $T.m$ and $T.n$ are positive integers, and since task execution costs are integral, $T.e$ is a positive integer, as well.

In this chapter, the notation $T^k$ will be used to denote the $k^{\text{th}}$ job of $T$, and hence, subtasks $T_{(k-1) \cdot T.e+1}, \ldots, T_{k \cdot T.e}$ comprise $T^k$. If $T$ is sporadic, then all subtasks of $T^k$ have the same offset or intra-sporadic separation parameter given by the $\Theta$ function. We will let $\Theta(T^k)$ denote the offset of job $T^k$, i.e., the amount of time by which $T^k$ is released late in comparison to its release time if $T$ were synchronous, periodic. Therefore $\Theta(T_i) = \Theta(T^k)$, for all $i \in [(k - 1) \cdot T.e + 1, k \cdot T.e]$.

As with the Pfair scheduling of task systems for which (R2) holds, we propose scheduling $\tau$ by using task weights to assign pseudo-release times and pseudo-deadlines for $\tau$’s subtasks. However, if subtask release times and deadlines are assigned according to formulas (3.9) and (3.10), respectively, then relaxing the assumption that not all tasks in $\tau$ have integer periods poses the following two complications. (In what follows, let $T$ be a task in $\tau$ with a non-integral period.)

(C1) There can exist one or more jobs of $T$ whose deadlines do not correspond to the deadline of any subtask of $T$. Hence, meeting all subtask deadlines is not sufficient to ensure that all job deadlines of $T$ are met.

(C2) There can exist one or more jobs of $T$ whose release times do not correspond to the release time of any subtask of $T$.

For an illustration of (C1) and (C2), refer to Figure 8.1. In this figure, $T$ is a synchronous, periodic task with $T.e = 2$, $T.p = \frac{10}{3} = 3.3\bar{3}$, and $wt(T) = \frac{3}{4}$. The PF-windows of the first few subtasks of $T$ are shown in inset (a) and the windows of the first few jobs of $T$ are shown in inset (b). The first job of $T$, $T^1$, has a deadline at time $3.3\bar{3}$. This deadline will be met only if $T$ executes for two quanta by $3.3\bar{3}$. However, the pseudo-deadline of the second subtask of $T$, $T^1$, is at time 4. Hence, $T^1$ will miss its deadline unless $T^1$ is scheduled before time 3, i.e., even if $T^1$’s deadline is met by scheduling it at time 3. Thus, meeting all subtask deadlines is not sufficient to ensure that all job deadlines are met.

(C2) is exemplified by subtask $T^3$ and the release time assigned to it under regular Pfair scheduling. By (3.9), $r(T^3) = 3$ ($\Theta(T^3) = 0$, since $T$ is synchronous, periodic). However, since $T.e = 2$, $T^3$ begins the second job of $T$, and hence, since $T.p = 3.3\bar{3}$, $T^3$ is not ready before
Figure 8.1: $T$ is a synchronous, periodic task with $T.e = 2$, $T.p = \frac{10}{3} = 3.33$, and $wt(T) = \frac{3}{5}$.

(a) PF-Windows of the first few subtasks of a task with weight $\frac{3}{5}$.
(b) Windows of the first few jobs of $T$.

time 3.33. Therefore, $T_3$ cannot be scheduled at time 3. The impact of (C2) is illustrated in Figure 8.2(b), which shows a schedule under PD$^2$ for five tasks each of whose parameters are identical to those of $T$. In this schedule, two processors are idle at time 3 as the third subtask (i.e., the second job) of no task is ready at that time. This idling leads to several deadline misses in the future.

Lemmas 8.1 and 8.2 below formally quantify the loss to timeliness under PD$^2$ due to (C1) and (C2), respectively. In Lemma 8.1, we show that for any job, its actual deadline is less than the deadline assigned under regular Pfair scheduling to its final subtask by less than one quantum. It can similarly be shown that for any job, its actual release time is later than the release time assigned under regular Pfair scheduling to its first subtask by less than one quantum. Therefore, the impact of (C2) can be quantified by determining the loss to timeliness when the release times of some needed subtasks of $\tau$ are increased by one quantum in comparison to the release times assigned to them under regular Pfair scheduling. For example, for the task system in Figure 8.2, the release time assigned to the third subtask of each task under regular Pfair scheduling is 3; however, since for each task, the third subtask begins the second job whose release time is at 3.33, the release time of the third subtask is increased to 4. The impact of this change is quantified in Lemma 8.2 by showing that if $\tau$ is
Figure 8.2: Dashed vertical lines denote some initial release times and deadlines of jobs of a synchronous, periodic task with period = \( \frac{10}{3} \). (a) PF-windows of the first few subtasks of a synchronous, periodic task with weight \( \frac{3}{5} \). Release times and deadlines of the subtasks are given by (3.9) and (3.10), respectively. (b) A PD\(^2\) schedule on three processors in the interval \([0, 26]\) for a task system \( \tau \) with five synchronous, periodic tasks with execution cost = 2 and period = \( \frac{10}{3} \) for each task. Since the weight of each task is \( \frac{3}{5} \), the PF-windows for the subtasks of each task under regular Pfair scheduling are as in inset (a). However, the third, fifth, ninth, eleventh, and fifteenth subtasks of each task are not ready in the first slot of their regular PF-windows as these subtasks begin new jobs whose release times are not at slot boundaries. Hence, the release times for these subtasks in \( \tau \) are increased by one quantum as given by (8.1), and are as shown in this inset. Each subtask window shown represents five instances. An “n” over, or after but aligned with, the \( i^{th} \) subtask window indicates that \( n \) \( i^{th} \) subtasks are scheduled in the corresponding slot. (c) An initial segment of a PD\(^2\) schedule for \( \tau' \) obtained from \( \tau \) by increasing the release time and deadline of each subtask by one slot. The eligibility time of each subtask is equal to its release time in \( \tau \). Note that this schedule is identical to the schedule in inset (b) (assuming that the same “n” tasks as in inset (b) are scheduled in each slot).

scheduled with release times for its subtasks as given by

\[
    r(T_i) = \begin{cases} 
        \Theta(T_i) + \left\lfloor \frac{i-1}{w(T)} \right\rfloor + 1, & \text{if } \frac{i-1}{w(T)} \text{ is not integral and } i = k \cdot T.e + 1, \text{ for all } k \geq 0 \\
        \Theta(T_i) + \left\lfloor \frac{i-1}{w(T)} \right\rfloor, & \text{otherwise}
    \end{cases}
\]

(8.1)
then tardiness for the subtasks (not jobs) of \( \tau \) is at most one quantum. Finally, Lemmas 8.1 and 8.2 are used to show that deadlines are missed by less than two quanta under PD\(^2\) if the restriction that periods be integral is relaxed. For clarity and ease of description, we assume that \( \Theta(T_i) \) is integral. It can be shown that eliminating this assumption does not lead to any additional loss to timeliness.

Lemma 8.1 Let \( \tau \) be a sporadic task system such that the execution cost of every task in \( \tau \) is integral. Let \( T \) be a task in \( \tau \) with a non-integral period. Then, for any job \( T^k \) of \( T \), \( d(T^k) > d(T_{k,T,e}) - 1 \), where \( d(T_i) \) is as given by (7.14).

Proof: Since \( T^k \) is the \( k \)th job of \( T \), its deadline is given by

\[
d(T^k) = \Theta(T^k) + k \cdot T.p,
\]

where, as discussed in the beginning of this section, \( \Theta(T^k) \) is the offset of \( T^k \).

As discussed in the beginning of this section again, subtasks \( T_{k-1,T,e+1}, \ldots, T_{k,T,e} \) comprise the \( k \)th job of \( T \), and since \( T \) is sporadic, each subtask of \( T^k \) has the same offset, which is equal to \( \Theta(T^k) \). Specifically, \( \Theta(T_{k,T,e}) = \Theta(T^k) \). Therefore, by (8.1), we have

\[
d(T_{k,T,e}) = \Theta(T^k) + \left\lceil \frac{k \cdot T.e}{wt(T)} \right\rceil = \Theta(T^k) + \lceil k \cdot T.p \rceil.
\]

By (8.2) and (8.3), \( d(T_{k,T,e}) - d(T^k) < 1 \), from which the lemma follows.

The next lemma makes use of two task systems that differ only in the release times and deadlines assigned to their subtasks. Hence, in order to identify the task system under consideration, we overload the release time and deadline functions to take a task system as a second parameter. For instance, \( d(T_i, \tau) \) will denote the deadline assigned to a subtask \( T_i \) in task system \( \tau \).

Lemma 8.2 Let \( \tau \) be a sporadic task system with an integral execution cost for every task and a non-integral period for one or more tasks, and let \( U_{sum}(\tau) \leq M \). Let the deadline and release time of every subtask \( T_i \) of every task \( T \) in \( \tau \) (denoted \( d(T_i, \tau) \) and \( r(T_i, \tau) \)) be given by (3.10) and (8.1), respectively. Let the \( b \)-bit and the group deadline be as given by (3.6) and (3.7), respectively. Then, tardiness for subtasks of \( \tau \) is at most one quantum under PD\(^2\), and is worsened by at most one quantum under EPDF, in comparison to the tardiness to which \( \tau \) may be subject when all task periods are integral but no task weight is altered.
Proof: Let $\tau'$ be a task system obtained from $\tau$ such that $\tau'$ contains every subtask that is in $\tau$. Let $r(T_i, \tau')$ and $d(T_i, \tau')$, the release time and deadline of subtask $T_i$ in $\tau'$, be increased by one quantum (in comparison to the values given by (3.9) and (3.10)) to $\Theta(T_i) + \lfloor \frac{i-1}{wt(T)} \rfloor + 1$ and $\Theta(T_i) + \lceil \frac{i}{wt(T)} \rceil + 1$, respectively. (Note that since $r(T_i, \tau)$ is given by (8.1) and not (3.9), some subtasks can have equal release times in $\tau$ and $\tau'$.) Let the eligibility time of $T_i$ in $\tau'$, $e(T_i, \tau')$, be the same as in $\tau$. Hence, $e(T_i, \tau') = e(T_i, \tau) \leq r(T_i, \tau)$.

For instance, if $\tau$ is as in Figure 8.2(b), then in $\tau'$, the subtasks that correspond to the first few subtasks of $\tau$ are as in Figure 8.2(c). Since in $\tau'$, all release times and deadlines are uniformly increased by one quantum (in comparison to those assigned under regular Pfair scheduling), and the $b$-bit and group deadline are not altered for any subtask, the relative priority between any two subtasks is unaltered under PD$^2$ or EPDF by the increase in release times and deadlines. Hence, since PD$^2$ is optimal even when subtasks may be early released, it is easy to see that every subtask $T_i$ of $\tau'$ completes executing by $d(T_i, \tau')$ when $\tau'$ is scheduled under PD$^2$. Similarly, a tardiness bound of $q$ can be guaranteed to $\tau'$ under EPDF, where $q$ denotes the tardiness bound derived in Chapter 7 for a task system with the same maximum task weight as that of $\tau'$.

By the definition of $e(T_i, \tau')$, the IS-window of every subtask in $\tau'$ begins at the same time as in $\tau$, but is extended by one slot to the right (because $d(T_i, \tau') = d(T_i, \tau) + 1$ holds for every $T_i$). Thus, the relative priority between any two subtasks is the same in $\tau$ and $\tau'$. Hence, since a subtask remains eligible from its eligibility time until it is scheduled, and the relative priority between any two subtasks is the same in $\tau$ and $\tau'$, assuming a consistent scheduler that resolves ties identically, the same set of subtasks contend for execution at each slot in corresponding schedules for $\tau$ and $\tau'$. Also, the same set of subtasks is scheduled in each slot. Hence, completion times are identical for every subtask in corresponding schedules under the same algorithm (either PD$^2$ or EPDF) for $\tau$ and $\tau'$. For example, initial segments of schedules for $\tau$ and $\tau'$ under PD$^2$ depicted in insets (b) and (c) of Figure 8.2 are identical. Finally, as described above, since every subtask $T_i$ of $\tau'$ meets its deadline under PD$^2$, and $d(T_i, \tau') = d(T_i) + 1 = d(T_i, \tau) + 1$ for every $T_i$, tardiness for $\tau$ under PD$^2$ is at most one quantum. Similarly, tardiness for $\tau$ under EPDF is at most $q + 1$ quanta.

The theorem below follows from Lemmas 8.1 and 8.2.
Theorem 8.1 Let $\tau$ be a sporadic task system with an integral execution cost for every task and a non-integral period for one or more tasks, and let $U_{\text{sum}}(\tau) \leq M$. Then, $\tau$ can be scheduled under $\text{PD}^2$ such that the tardiness of every job of $\tau$ is less than two quanta, and under $\text{EPDF}$ such that the tardiness of every job of $\tau$ is worsened by less than two quanta in comparison to the tardiness to which the job may be subject if all task periods are integral, but no task weight is altered.

Proof: One way of scheduling $\tau$ using Pfair scheduling algorithms is by assigning each subtask $T_i$ of $\tau$ a release time that is at least the release time of the job of which $T_i$ is a part, and appropriate values for its deadline and the two tie-break parameters. We propose the following assignments: $d(T_i)$, $b(T_i)$, and $D(T_i)$ are as given by (3.10), (3.6), and (3.7), respectively, and $r(T_i)$ is as defined in (8.1). As discussed earlier, release times assigned by (8.1) differ from those assigned under regular Pfair scheduling by one quantum for certain subtasks. Refer to Figure 8.2 for an example.

The release time of the $k$th job of $T$, $T^k$, is given by $r(T^k) = \Theta(T^k) + (k-1) \cdot T.p$. Subtasks $T_{(k-1)\cdot T.e+1}, \ldots, T_{k\cdot T.e}$ comprise the $k$th job of $T$, and it can be verified that the release time assigned to the first subtask of $T^k$ using (8.1) is at or after $r(T^k)$. For example, in Figure 8.2(b), the release time of the third job of each task is at time 6.67. The fifth subtask is the first subtask of the third job and the release time assigned to it is 7. If subtasks of $\tau$ are assigned values for the various parameters as proposed above, then by Lemma 8.2, tardiness for the subtasks of $\tau$ is at most one quantum under $\text{PD}^2$, and is worsened by at most one quantum under $\text{EPDF}$ in comparison to the tardiness bound that can be guaranteed if every task period is integral. By Lemma 8.1, the deadline assigned to the last subtask of a job is less than one quantum later than the actual deadline of the job. The theorem therefore follows.

Tightness of the tardiness bound under $\text{PD}^2$. In the schedule in Figure 8.2, the fourth subtask of one of the five tasks does not complete executing until time 8. Since the execution cost of each task is 2.0, it follows that the second job of one of the tasks does not complete executing until that time, whereas its deadline is at time 6.66. Thus, tardiness for that job is slightly more than 1.33 time units. It is easy to construct examples in which tardiness is arbitrarily close to, but less than, two quanta under $\text{PD}^2$. For example, consider a synchronous, periodic task system $\tau$ with $k \cdot e + 1$ tasks with an execution cost of $e$ and a period of $e + \frac{1}{k}$ for each task, where $k$ and $e$ are positive integers. The weight of each task in $\tau$ is $\frac{k \cdot e}{k \cdot e + 1}$ and the total utilization of $\tau$ is $k \cdot e$. The deadline of the second job of each task is at $2 \cdot e + \frac{1}{k}$, and it is
easy to show that the second job (i.e., subtask \(2 \cdot e\)) of \(e\) tasks do not complete executing until time \(2 \cdot e + 2\) for a tardiness of \(2 - \frac{2}{k}\). This tardiness can be made arbitrarily close to two by choosing a large enough value for \(k\), and therefore, the tardiness bound given by Theorem 8.1 is tight for PD\(^2\).

8.2 Scheduling with Non-Integral Execution Costs

Unfortunately, unlike in the case of task periods, we have not been able to identify an elegant way of eliminating the restriction of Pfair scheduling that task execution costs be integral. However, such tasks can be scheduled in a “Pfair-like” manner by using g-NP-EDF.

To see this, observe that one way of scheduling tasks with non-integral execution costs is by dividing each job of a task into uniform-sized “sub-jobs,” allowing different sub-job sizes, if needed, for different tasks, associating a pseudo-release and a pseudo-deadline with each sub-job based on the parameters of its task, and scheduling sub-jobs non-preemptively in an earliest-pseudo-deadline-first basis. There is to be no restriction on job migration in that different sub-jobs of a job can execute on different processors. Since this algorithm is essentially g-NP-EDF applied to sub-jobs, we will refer to it as EDF-sliced, and since g-NP-EDF is not optimal, EDF-sliced is not optimal, either. A tardiness bound that can be guaranteed to a task system \(\tau\) under EDF-sliced can be computed using the formula provided in Chapter 4 (in Corollary 4.3) by using the highest \(M - 1\) task utilizations for \(\mu_1, \ldots, \mu_{M-1}\), and highest \(M\) sub-job execution costs of tasks (as opposed to the highest \(M\) task execution costs) for \(\epsilon_1, \ldots, \epsilon_M\). Since the tardiness bound of g-NP-EDF given by Corollary 4.3 increases with increasing values for \(\epsilon_i\), tardiness can be lowered by choosing smaller sub-job sizes at the expense of increased scheduling and migration overhead.

Though straightforward to compute, for completeness, we provide formulas for the pseudo-release and pseudo-deadline of the \(i^{th}\) sub-job of a task (assuming that sub-jobs are numbered sequentially from the first job). At the risk of some notational overload, let \(T_i\) denote the \(i^{th}\) sub-job of \(T\). Let \(T.s\) denote the number of sub-jobs into which each job of \(T\) is sliced. Then the pseudo-release \(r(T_i)\) and the pseudo-deadline \(d(T_i)\) of \(T_i\) are as follows. (In the formulas below, \(\Theta(T_i)\) is the offset of the \(i^{th}\) sub-job, and if \(T\) is sporadic, then all the sub-jobs of a job have the same offset.)

\[
    r(T_i) = \Theta(T_i) + \frac{(i - 1) \cdot T.e}{T.s \cdot wt(T)} = \Theta(T_i) + \frac{(i - 1) \cdot T.p}{T.s}
\]
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\[ d(T_i) = \Theta(T_i) + \frac{i \cdot T.e}{T.s \cdot \text{wt}(T)} = \Theta(T_i) + \frac{i \cdot T.p}{T.s} \]

For an example application of the above formulas, let \( T \) be a synchronous, periodic task with \( T.e = 3.2 \) and \( T.p = 5 \), and let each job of \( T \) be subdivided into two sub-jobs (\( i.e. \), \( T.s = 2 \)). Then, \( \frac{T.p}{T.s} = 2.5 \), and \( r(T_i) = 2.5 \times (i - 1) \) and \( d(T_i) = 2.5 \times i \) (since \( T \) is synchronous, periodic, \( \Theta(T_i) = 0 \)). The first sub-job of the first job, \( T_1 \), has a deadline of 2.5 and the second sub-job of the same job has a release time of 2.5.

**Implementation considerations.** Handling non-integral values for sub-job deadlines is similar to handling non-integral periods under g-NP-EDF, which is described in the next section. However, handling non-integral execution costs for sub-jobs cannot be considered to be similar to handling non-integral execution costs for jobs. This is due to the following facts. Assuming a well-behaved system in which tasks do not overrun, job completions need not be policed by the scheduler, and the process thread corresponding to each job either terminates or relinquishes voluntarily when it has executed for its WCET or earlier. In other words, the event that marks the completion of a job is part of the job, upon whose occurrence the scheduler is invoked. On the other hand, sub-jobs are in some sense “artificial,” and the execution cost of a sub-job can be viewed as simply defining a point within the job’s execution at which its deadline is altered. Further, there is no indication in the job itself that marks the completion of a sub-job, and hence, sub-job completions need to be monitored and enforced using timers. Therefore, practical considerations may require that all sub-jobs except the last of any job have execution costs that are integral multiples of the minimum possible system timer period. This timer period may be equal to the system quantum size in tick-based implementations. (Tick-based scheduling is discussed in detail in Chapter 9.) To account for such varying sub-job execution costs, sub-job release times and deadlines given earlier also need to be appropriately modified.

As before, letting \( T.s \) denote the number of sub-jobs per job of \( T \), the first \( T.s - 1 \) sub-jobs can be assigned an execution cost of \( \lceil \frac{T.e}{T.s} \rceil \) (provided \( \lceil \frac{T.e}{T.s} \rceil \cdot (T.s - 1) < T.e \)) or \( \lfloor \frac{T.e}{T.s} \rfloor \) each, and the remaining execution cost can be assigned to the final sub-job. Let \( T.e_1 \) denote the execution cost of each of the initial \( T.s - 1 \) sub-jobs of a job of \( T \) and \( T.e_2 \) that of the final sub-job. Then, \( T.e_2 = T.e - (T.s - 1) \cdot T.e_1 \), and the release time and deadline of the \( i^{th} \) sub-job, \( T_i \), can be computed as follows. Note that because there are \( T.s \) sub-jobs per job of \( T \), \( T_i \) is part of job \( \lceil \frac{i}{T.s} \rceil \). Let \( I \) denote the sub-job index of \( T_i \) within its job, \( i.e. \), \( I = ((i - 1) \mod T.s) + 1 \).
Then,
\[
\begin{align*}
    r(T_i) &= \Theta(T_i) + \left( \left\lfloor \frac{i}{T.s} \right\rfloor - 1 \right) \cdot T.p + \frac{(I-1) \cdot T.e_1}{wt(T)} \\
    d(T_i) &= \begin{cases} \\
    \Theta(T_i) + \frac{i \cdot T.p}{T.s}, & \text{if } T.s \mid i \\
    \Theta(T_i) + \left( \left\lfloor \frac{i}{T.s} \right\rfloor - 1 \right) \cdot T.p + \frac{I \cdot T.e_1}{wt(T)}, & \text{otherwise.} \\
    \end{cases}
\end{align*}
\]

For the example task considered earlier (with uniform-sized sub-jobs), letting \(T.s = 3\), \(T.e_1 = \left\lfloor \frac{T.e_2}{T.s} \right\rfloor = \left\lfloor \frac{3.2}{3} \right\rfloor = 1\), \(T.e_2 = 3.2 - (T.s - 1) \cdot T.e_1 = 1.2\). Since \(T\) is synchronous, periodic, all offsets are zero. Hence, \(r(T_1) = 0\), \(d(T_1) = r(T_2) = \frac{1 \times 1}{3} = 0.3333\), \(d(T_2) = 1.5625\), \(d(T_3) = 3.125\), \(r(T_3) = 3.125\), and \(d(T_3) = 5\). As discussed in Section 8.1, sub-jobs with varying execution costs can be modeled using the extended sporadic task model described there, and the tardiness bounds derived in Chapter 4 for g-NP-EDF apply.

### 8.3 Non-Integral Periods under EDF-based Algorithms

Throughout this dissertation, we have assumed that periods and execution costs can be non-integral for non-Pfair algorithms. While a non-integral execution cost is not likely to be problematic in practical implementations, a non-integral period may not be acceptable in tick-based implementations. As mentioned earlier, tick-based scheduling is discussed in detail in Chapter 9 and, under it, new job releases are noticed only at quantum boundaries. Hence, if the period of a task is non-integral, then its jobs may arrive in the middle of a quantum, but will not be considered for scheduling until the next quantum boundary. This is similar to the problem faced under Pfair scheduling when periods are non-integral, which was discussed in Section 8.1. The transformation technique that was used in Lemma 8.2 can be used to show that if practical considerations require periods to be integral, but one or more tasks have non-integral periods, then tardiness under g-EDF, g-NP-EDF, and EDF-sliced is worsened by at most one quantum. (The same technique can be used because the tardiness bounds derived for g-EDF and g-NP-EDF in Chapter 4 apply even if jobs may be early released.) Furthermore, by the same argument, if a task system \(\tau\) is schedulable without deadline misses under one of these algorithms even if jobs may be early released, then deadlines will be missed by at most one quantum if tasks in \(\tau\) have non-integral periods but scheduling is tick-based.

Finally, though the tardiness bounds derived for EDF-fm in Chapter 5 cannot be shown to hold if jobs of migrating tasks are arbitrarily early-released, the bounds can be shown to hold...
if each job is early released by at most one quantum. Hence, the transformation technique of Lemma 8.2 can be used to show that tardiness for fixed tasks is worsened by at most one quantum and that migrating tasks may miss their deadlines by at most one quantum.

8.4 Summary

In this chapter, we considered the Pfair scheduling of tasks with non-integral periods and execution costs. We showed that a task system with non-integral periods for one or more tasks but integral execution costs for all the tasks can be scheduled under PD\textsuperscript{2} such that job deadlines are missed by less than two quanta, and under EPDF such that the tardiness bounds guaranteed to its jobs is worsened by less than two quanta in comparison to what can be guaranteed to a task system with comparable task weights but integral task periods. We also proposed an algorithm called EDF-sliced for scheduling tasks in a “Pfair-like” manner when both task periods and execution costs may be non-integral. Finally, we considered the impact to timeliness of non-integral periods in tick-based implementations of non-Pfair scheduling algorithms.
Chapter 9

Performance Evaluation of Scheduling Algorithms

In the previous chapters, we analytically determined some soft real-time guarantees that can be provided by some multiprocessor real-time scheduling algorithms. In this chapter, we attempt to compare the practical performance of the algorithms through simulations. Our metrics for comparison are the percentage of task systems for which each algorithm can guarantee bounded tardiness and the average tardiness bound guaranteed after accounting for system implementation overheads.

The tardiness bound guaranteed by each algorithm considered in this dissertation for a task system is dependent upon the total system utilization, $U_{sum}$, and holds only if $U_{sum}$ is at most the number of processors. $U_{sum}$ in turn depends on the WCETs and periods of the tasks in $\tau$. As discussed in Chapter 1, system implementation overheads, such as scheduler invocations, and task preemption and migration costs, can take time away from the application tasks at hand and delay them. It was also mentioned that one way of accounting for the time lost due to overheads is to inflate, in an efficient (i.e., non-pessimistic) and a safe manner, the WCETs of tasks above the time required for the execution of each task on a dedicated processor (i.e., in isolation). Further, the extent of the overhead from each extrinsic source can vary with the scheduling algorithm, characteristics of the application, and the implementation platform. Thus, in practice, the tardiness bound guaranteed by an algorithm is dependent on the overheads incurred (because it is dependent on $U_{sum}$), apart from the intrinsic properties of the algorithm.

Therefore, in this chapter, we seek to empirically determine how the different algorithms
compare if external overheads are accounted for. We also include the partitioned-EDF (pEDF) algorithm in our study. Recall that p-EDF is a no-migration algorithm with EDF as the per-processor scheduler, and as such does not incur any migration overhead. Further, a task system’s tardiness under p-EDF is zero if it can be partitioned among the available processors, and unbounded otherwise. Since partitioning algorithms are currently preferred to global algorithms for scheduling real-time multiprocessor systems, we evaluate the other algorithms with respect to p-EDF, which is believed to be among the best partitioning algorithms.

The rest of this chapter is organized as follows. Our assumptions regarding scheduler implementations and task models are stated in Section 9.1. This is followed by a discussion of some significant external sources of overhead in Section 9.2. Then, in Section 9.3 for each algorithm, we give formulas for determining the WCET of a task in the presence of overheads. Finally, a simulation-based evaluation of the algorithms is presented in Section 9.4.

9.1 Assumptions

Before discussing system overheads, we state some notational conventions and our assumptions concerning how tasks are specified and scheduled. As mentioned in Chapter 1, we assume that the underlying hardware platform is a symmetric, shared-memory multiprocessor.

The WCET of a task $T$ on a dedicated processor will be referred to as its base WCET and will be denoted $T.e(b)$. The WCET obtained after accounting for overheads will be referred to as its inflated WCET, or simply WCET, when unambiguous from context. $T.e$ will refer to $T$’s inflated WCET.

**Assumption A1:** All task periods are assumed to be expressed as integral multiples of the system’s quantum size. However, the base WCET of each task may be non-integral (but a positive, rational number). As shown in Chapter 8 if periods are non-integral, then under all the algorithms considered, tardiness is worsened by comparable amounts that are minimal. Hence, assuming non-integral values for periods does not lead to a loss of generality. Recall that Pfair algorithms require integral values for execution costs as well. This requirement is met by simply rounding up each non-integral inflated WCET. Thus, a non-integral execution cost results in an extra source of overhead for a Pfair algorithm.

**Assumption A2:** Scheduling is time driven (also referred to as tick scheduling) under the EPDF and PD² Pfair algorithms. As discussed in Chapter 8 quanta are assumed to be aligned
on all processors, and scheduling decisions are made only at the beginning of each quantum on each processor. If a Pfair subtask completes executing in the middle of a quantum, then the remainder of that quantum on the associated processor is wasted.

Scheduling under the remaining algorithms is a mix of time-driven and event-driven scheduling. As with Pfair algorithms, each processor’s scheduler is invoked at the beginning of each quantum to context switch to a higher-priority ready job, if any, and in that sense is time driven. However, unlike Pfair algorithms, a processor’s scheduler is also invoked whenever a job completes executing on that processor, even if the completion time is within a quantum (i.e., not at a quantum boundary). In this sense, scheduling is event driven. For illustration, refer to Figure 9.2(a) (considered in detail later), which shows an example schedule under g-NP-EDF. In this schedule, the first jobs of $U$ and $V$ complete execution at time 3.5. Hence, the scheduler is invoked at time 3.5, even though this time is not a quantum boundary, to schedule at most two ready, but waiting, jobs with the highest priorities. As with Pfair algorithms, we assume that quanta are aligned on all processors. Relaxing this assumption will worsen the tardiness bounds guaranteed by the amount by which the quanta are misaligned.

Since periods are assumed to be integral multiples of the quantum size, in a periodic task system, a job becomes ready at a quantum boundary only. Hence, in periodic systems, tardiness is not impacted due to time-driven scheduling. On the other hand, in a sporadic task system, a higher-priority job may arrive within a quantum. In such systems, not scheduling a higher-priority job as soon as it arrives worsens the tardiness of a job by at most one quantum under all of the algorithms, and is thus negligible. Hence, like Assumption A1, this assumption also does not lead to a loss of generality.

It should also be noted that, unlike Pfair algorithms, tick scheduling is not mandatory for non-Pfair algorithms. In implementations that are entirely event driven, the overhead due to tick scheduling is eliminated; the remaining overheads should be similar to those incurred in implementations based on tick scheduling.

Tick scheduling is generally implemented by delivering timer interrupts to each processor at a frequency of $\frac{n}{Q}$ interrupts/sec. (or, equivalently, by using a tick period of $\frac{Q}{n}$), where $Q$ is the quantum size and $n$ is a positive integer. $n$ ticks then comprise a quantum, and a new quantum can be thought of as starting at the beginning of tick $k \cdot n$, for all $k \geq 0$. The scheduler on each processor is invoked at the beginning of each new quantum.
**Assumption A3.** The amount of data output by a job that is also used by a later job of the same task is minimal. This assumption implies that when a job is scheduled and begins execution for the first time, its working set is not resident on a remote cache in a read-write state. Hence, a new job does not incur overhead involved in invalidating remote cache lines. We believe this to be a reasonable assumption for applications that use time-varying data such as tracking systems. Relaxing this assumption in a non-pessimistic manner requires application-specific details.

**Assumption A4.** The time taken to load each job’s initial working set is included in its base WCET. Because A3 is assumed, this assumption does not cause the base WCET to be dependent on the algorithm.

(Assumptions A3 and A4 will be clearer when preemption and migration overheads are considered.)

**Assumption A5.** Jobs (or subtasks) are not early released.

### 9.2 System Overheads

In this section, we discuss several external sources of overhead and the impact of each on the various algorithms. These overheads include *scheduler*, *context-switching*, *cache-related preemption*, and *migration* costs.

Each time a job is preempted, scheduling and context-switching overheads are incurred, and migration overhead is incurred if the preempted job is later scheduled on a different processor. While a job preemption is necessary for a migration, scheduling and context-switching overheads can be incurred even without a preemption, such as, when a lower-priority job is scheduled after a higher-priority job completes execution. Hence, by cache-related preemption overhead, we refer to the overhead due to the eviction from cache of a job’s working set, which will be needed later when the job resumes execution on the same processor. This overhead includes neither the scheduling and context-switching costs nor the overhead due to migration.

Before delving into a detailed discussion of the above overheads, we will briefly describe relevant scheduler data structures.
Scheduler data structures. One common approach for implementing periodic tasks is by associating a release queue with each needed future quantum. A quantum’s release queue is a priority queue of all the jobs (or subtasks) that are to be released at the beginning of that quantum. Whenever a job (or subtask) completes executing, if the release time of the next job (or subtask) of the same task is later than the current time, then the next job (or subtask) is enqueued onto the release queue associated with its release time; otherwise, it is enqueued onto the ready queue. Each release queue is merged with the ready queue at the queue’s release time. Hence, the number of release queues to be maintained at a given time is bounded by the number of tasks. Further, the release time of any non-empty queue is at most \( p_{\text{max}} \) quanta in the future, where \( p_{\text{max}} \) denotes the maximum period of any task. (Each queue is local to a processor under partitioning and is globally shared otherwise.)

In sporadic systems, job releases are assumed to be triggered by interrupts, either hardware or software, and a job may arrive within a quantum. (Job releases dependent on events external to the system will be delivered using hardware interrupts, whereas those dependent on events in other tasks can be signaled using software interrupts, such as POSIX signals.) Each arriving job is queued in the pending queue, which is a queue of all jobs arriving within the current quantum (as opposed to a release queue). The pending queue is merged with the ready queue at the beginning of the next quantum. Therefore, there is one logical pending queue under global scheduling, and one pending queue per processor under partitioning (as opposed to multiple release queues).

Under both Pfair and non-Pfair algorithms, the scheduler is invoked at the beginning of each quantum. However, under the non-Pfair algorithms considered here, a change in the set of executing jobs (i.e., jobs that are scheduled on the various processors) may be needed only if some current job completes execution, or some new job (that was not ready at the previous quantum) becomes ready, i.e., the release queue of the next quantum (or pending queue) is non-empty, and the job at the head of the release (or pending) queue has a higher priority than some executing job. Even if no change is needed to the set of executing jobs, housekeeping functions, such as, merging a release (or pending) queue with the ready queue, should be performed at the beginning of each quantum to ensure that the scheduler data structures are updated and consistent. We refer to the time taken at each quantum boundary to perform such housekeeping functions, including the time taken to ensure that no change is needed to
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1 A ready queue is a priority queue of ready jobs (or subtasks).
the set of executing jobs (which can vary with the scheduling algorithm), as the *tick-scheduling overhead*, and the time taken to actually effect a change in the set of executing jobs as the *scheduling overhead*.

**Tick-scheduling overhead.** Let $oh_{\text{tick}}(A)$ denote the worst-case time needed by Algorithm $A$ in performing housekeeping functions, but not effecting a change in the set of executing jobs, at any quantum boundary. (The housekeeping functions and the tick-scheduling overhead can vary with the scheduler, and are discussed in detail later.)

For non-Pfair algorithms, this overhead is potentially incurred at the beginning of every quantum. That is, effectively at most $Q - oh_{\text{tick}}(A)$ time units are guaranteed to be available within each quantum for executing any job, including the time needed for handling other overheads. Hence, even if a job is allocated an entire quantum, the amount of time that the job actually executes for within that quantum can be lower by $oh_{\text{tick}}(A)$. On the other hand, if a job either commences or resumes execution in the middle of a quantum, then the tick-scheduling overhead is not incurred by the job in that quantum, which is only partially allocated to it. By Assumption A2, a job is not preempted in the middle of a quantum. Hence, for each job, there is at most one quantum, namely, the quantum in which the job completes execution, that is partially allocated to it in which it incurs tick-scheduling overhead. Refer to Figure 9.1 for an illustration. Let the WCET of a task $T$ be $e$ quanta (which may be non-integral), that is, $e \cdot Q$ time units (after accounting for all overheads except that due to tick scheduling). By the above discussion, for non-Pfair algorithms, the number of quanta spanned by any job of $T$ after accounting for the tick-scheduling overhead is given by $\left\lfloor \frac{e \cdot Q}{Q - oh_{\text{tick}}(A)} \right\rfloor$. Since the number of quanta that are fully allocated to each job of $T$ is at most $\left\lfloor \frac{e \cdot Q}{Q - oh_{\text{tick}}(A)} \right\rfloor$ and each job may incur tick-scheduling overhead in at most one quantum that is partially allocated to it, the number of tick-scheduling costs to charge for each job of $T$ is at most $\left\lceil \frac{e \cdot Q}{Q - oh_{\text{tick}}(A)} \right\rceil$. Hence, the overhead due to tick scheduling is at most $e \cdot Q + \left\lceil \frac{e \cdot Q}{Q - oh_{\text{tick}}(A)} \right\rceil \cdot oh_{\text{tick}}(A)$ time units. By adding this overhead to $e \cdot Q$ (the WCET that includes all overheads except that due to tick scheduling), the overall inflated execution cost of $T$ is at most $e \cdot Q + \left\lceil \frac{e \cdot Q}{Q - oh_{\text{tick}}(A)} \right\rceil \cdot oh_{\text{tick}}(A)$ quanta.

For Pfair algorithms, the same set of functions is performed at each quantum boundary regardless of whether the set of executing jobs changes; hence, the tick-scheduling overhead is subsumed in the scheduling overhead.
Figure 9.1: Accounting for tick-scheduling overhead in a non-Pfair algorithm. Note that a job is preempted only at quantum boundaries, whereas it may commence, resume, or complete execution within a quantum.

**Scheduling overhead.** *Scheduling overhead* refers to the time taken in effecting a change to the set of jobs executing on a processor, and, like the tick-scheduling overhead, is dependent on the scheduling algorithm.

The tick-scheduling and scheduling overheads consist of one or more of the following: *enqueueing overhead*, *merging overhead*, and *dequeuing overhead*. Each of these overheads is described in turn below.

Enqueueing overhead refers to the time taken to enqueue a preempted job onto the ready queue, or, in the case of periodic task systems, the next job (or subtask) of a task (whose job or subtask completes executing) onto a release queue or the ready queue. In sporadic systems, enqueueing overhead includes the time needed to enqueue a newly-arriving job onto the pending queue.

It is immediate that in periodic task systems, enqueueing overhead is incurred only when a change is needed to the set of executing jobs, and hence, is a part of the scheduling overhead. On the other hand, for sporadic task systems, though the arrival of one or more new jobs within a quantum implies that one or more jobs will be ready at the next quantum boundary, necessitating a merge of the pending queue with the ready queue, a change to the set of executing jobs may not be warranted. In other words, in sporadic task systems, enqueueing overhead can be incurred even at quantum boundaries at which there is no change to the set of executing jobs. Therefore, it is not appropriate to consider the enqueueing overhead to be part of the scheduling overhead; it should rather be considered to be part of the tick-scheduling overhead. Furthermore, the magnitude of the enqueueing overhead can be higher for sporadic task systems due to the following reasons. First, in a periodic system, at most one job is enqueued per change in the set of executing jobs. On the other hand, in a sporadic system, potentially $O(N)$ jobs could arrive at or before a quantum boundary all of which need to be
enqueued. Secondly, in a sporadic system, each job arrival can require the interrupt service routine (ISR) or the signal handler of the job-arrival interrupt to be invoked, and hence, enqueues are only logically but not physically part of the scheduler. On the other hand, in a periodic system, the cost of invoking a separate ISR before an enqueue operation can be eliminated because the single enqueue can be physically part of the scheduler.

Merging overhead refers to the time taken at a quantum boundary to merge the next quantum’s release (pending) queue with the ready queue in periodic (sporadic) systems. As discussed earlier (in the context of scheduler data structures), a merge operation may potentially be required at each quantum boundary, and hence, is a part of the tick-scheduling overhead.

Finally, dequeuing overhead refers to the time required to extract or dequeue the highest priority job from the ready queue, and is a part of the scheduling overhead.

The time complexities of each of the above overheads, and hence, those of tick-scheduling and scheduling, depend on the size of the ready queue (from which the highest priority job is chosen) and the sizes of the release and pending queues and whether a processor’s queues are exclusive to it or shared. Since each task can have at most one ready job (or subtask) at any time (even though more than one is pending), for global algorithms, the size of the global ready queue is at most $N$. Under p-EDF and EDF-fm, the number of tasks assigned to a processor is $N - (M - 1)$ in the worst-case (assuming at least one task is assigned to each processor), and $\frac{N}{M}$ on an average. (It should be noted that in sporadic systems, additional mechanisms are needed to ensure that multiple pending jobs of a task are not present in the ready queue. Otherwise, the size of the ready queue will depend on the number of jobs that can be pending per task, which in turn depends on the tardiness bound. One mechanism is to associate a pending queue per task, as opposed to a single common pending queue for all the tasks, and enqueue each arriving job onto the pending queue of its task in a FIFO manner. At each quantum boundary, only jobs at the head of each pending queue, and whose predecessors have completed execution, should be merged with the ready queue.) In a periodic system, because a job is enqueued onto a release queue only after its predecessor completes executing, each task can have at most one job in all the release queues taken together. Hence, the size of
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2Recall that in a periodic system, a new job is enqueued (either in a release queue or in the ready queue) when the prior job of the same task completes. Hence, though $O(N)$ jobs can have their release times at some quantum boundary, such as the hyperperiod, this does not imply that $O(N)$ jobs are enqueued at that time. The number of jobs enqueued at any time, including the hyperperiod, is given by the number of jobs completing execution at that time, which is at most $M$.  
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a release queue has the same upper bound as that of the ready queue. Similarly, in a sporadic system, since at most one job per task will be merged with the ready queue at any quantum, the size of the pending queue can be taken to be at most $N$ in determining the time complexity of a merge.

**Digression: Implementation of EDF-fm.** Before continuing with the discussion of time complexity, a brief description of how EDF-fm can be implemented is in order. Recall that under EDF-fm, each processor is assigned some number of fixed tasks and at most two migrating tasks, and a fixed task is assigned to a single processor, while a migrating task is assigned to two processors. Also recall that each job of a migrating task executes on one of its two processors only. Further, the processor to which a migrating task’s job is assigned can be determined based on the job index. Hence, if a migrating task is periodic, each of its processor schedulers can easily determine the release time of the next job to be assigned to it, and can enqueue it in the appropriate release queue when the current job of that task completes execution. (Such an approach is sufficient since migrating tasks have zero tardiness.) On the other hand, if a migrating task is sporadic, then each of its job arrivals can be programmed to trigger interrupts on both of its processors. Here again, since the processor on which the job executes depends on the job index, one of the processors can simply ignore arrival interrupts that are not meant for it. Further, the two logical ready queues (one each for the ready jobs of fixed and migrating tasks) associated with each processor can be implemented using a single physical ready queue with a bit to denote whether a job belongs to a fixed task. Thus, implementing EDF-fm incurs very little overhead, if any, in comparison to p-EDF.

**Scheduler time complexity.** We now turn to determining the worst-case time complexity of the various priority-queue operations, and the total complexity of the sequence of operations associated with scheduling and tick-scheduling. We will first ignore synchronization costs incurred under global algorithms and include them later. Assuming that binomial heaps are used for implementing the ready queue and release queues, from our earlier discussion on queue sizes, it follows that the worst-case cost of one enqueue, dequeue, or merge operation is $O(lg N)$ under all the algorithms for both periodic and sporadic systems. Hence, for periodic systems, the worst-case complexity of both tick-scheduling and scheduling on any processor
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3 The worst-case time complexity of merging two binomial heaps is $O(lg n)$ whereas it is $O(n)$ for binary heaps, where $n$ is the total number of elements in the two heaps. Further, binomial heaps are not more complicated than binary heaps to implement.
in $O(lg N)$. On the other hand, for sporadic systems, while the worst-case complexity of scheduling is $O(N)$, that of tick-scheduling is $O(N + lg N)$. This is because, $O(N)$ jobs (or subtasks) can arrive within a quantum, or be at the heads of the pending queues of tasks, waiting to be merged. Constructing a binomial heap for the pending jobs that need to be merged requires $O(N)$ time, while merging the constructed heap with the ready queue requires $O(lg N)$ time. If tasks are partitioned approximately evenly among processors, then the complexity of scheduling under $p$-EDF and EDF-fm can be lowered to $O(lg N)$ for periodic systems, and $O(N + lg N)$ for sporadic systems.

We now consider the overhead incurred by global scheduling algorithms due to the use of shared, global queues. Apart from having to deal with larger queue sizes, global algorithms also suffer from the drawback that accesses to the shared queues must be serialized. Hence, in the worst case, any processor waits for every other processor to complete its scheduling or tick-scheduling operations. Thus, for both periodic and sporadic task systems, the complexity of scheduling under global algorithms is $O(M lg N)$. Since “merging” is the predominant source of tick-scheduling overhead, and at most one processor needs to perform a merge for any quantum, for periodic systems, the complexity of tick scheduling on each processor is $O(M + lg N)$ (and not $O(M + M lg N)$). The term $M$ in $O(M + lg N)$ accounts for the constant-time overhead incurred on each processor to ensure that the merge has completed. Similarly, for sporadic systems, the complexity of tick-scheduling overhead per processor is $O(M + N + lg N)$ (and not $O(M + MN + M lg N)$).

**Context-switching overhead.** Context-switching overhead refers to the actual cost of switching between two tasks and does not include any task-specific cache-related overheads. Overhead due to context switches primarily includes the time needed to save the hardware context of the preempted or completing job in its process control block (PCB), load into cache the PCB of the newly-scheduled job, and populate needed hardware registers from the loaded PCB. If tasks do not share a common address space, then some additional overhead may be incurred to invalidate and repopulate the translation look-aside buffer (TLB), and to load into cache the page-table entries of the task that is being switched to. The cost of this overhead should be nearly equal for all the algorithms.

**Cache-related preemption overhead.** This overhead refers to the delay associated with servicing the cache misses suffered by a preempted job (misses that would have been hits but
for the preemption) when it resumes execution on the same processor (that it executed upon before preemption). Preemption overhead is maximized when the tasks executing on all the processors load their caches at the same time. Further, the delay depends on the amount of data and instructions being fetched. Hence, the worst-case preemption cost is dependent on task characteristics such as the size of its working set and its code size, and is independent of the scheduling algorithm. Though it may be argued that this overhead can be incurred by a newly-scheduled job also, and not just a job resuming execution after a preemption, we assume that Assumption A4 holds.

**Migration overhead.** This overhead refers to the delay associated with servicing the cache misses suffered by a preempted job when it resumes execution on a different processor. Even though a preempted job is assumed in this case to resume execution on a different processor, the worst-case migration cost is the same as the worst-case preemption cost if the data being loaded is not resident on another processor’s cache (specifically, the processor on which the job executed before the preemption) in a conflicting state (i.e., read-only versus read-write or read-write versus read-write states). Otherwise, additional delay may be incurred in invalidating appropriate cache lines in the cache of the first processor. (As with preemption overhead, the worst case is when data is moved from a remote cache to the local cache on each processor, though such a scenario seems highly unlikely.) Hence, since code segments are read-only, migration costs are the same as preemption costs for instructions. (Note that an un-flushed cache constitutes a worst-case scenario if a job migrates and a best-case scenario if the job resumes on the same processor.) Finally, because jobs do not migrate under p-EDF, EDF-fm, or NP-EDF, by Assumptions A3 and A4, migration overhead is zero for these three algorithms. For the remaining algorithms, it is dependent on the working set size of the migrating task. Hence, for a given task, the worst-case value should be identical for all unrestricted-migration algorithms.

The worst-case overhead incurred by Algorithm $\mathcal{A}$ due to each of the above factors will be denoted using the following notation. Since cache-related preemption and migration overheads are dependent on task characteristics, these overheads take a task as a second parameter.

\[
\text{oh}_{\text{tick}}(\mathcal{A}) \overset{\text{def}}{=} \text{overhead due to tick scheduling}
\]
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4When unambiguous, we will refer to cache-related preemption overhead as just preemption overhead.
\[
\begin{align*}
\text{oh}_{\text{sch}}(A) & \overset{\text{def}}{=} \text{scheduling overhead} \\
\text{oh}_{\text{cs}}(A) & \overset{\text{def}}{=} \text{context-switching overhead} \\
\text{oh}_{\text{pr}}(A, T) & \overset{\text{def}}{=} \text{preemption overhead} \\
\text{oh}_{\text{mig}}(A, T) & \overset{\text{def}}{=} \text{migration overhead}
\end{align*}
\]

### 9.3 Accounting for Overheads

In this section, we show how to account for the overheads discussed in Section 9.2, except the overhead due to tick scheduling, under each algorithm considered. For non-Pfair algorithms, the tick-scheduling overhead \( \text{oh}_{\text{tick}}(A) \) should be incorporated using the formula provided in Section 9.2 after the remaining overheads are accounted for as described below. We do discuss elements that contribute to \( \text{oh}_{\text{tick}}(A) \) (apart from the merging overhead discussed earlier) and how to determine this value for each algorithm. For Pfair algorithms, as mentioned earlier, the tick-scheduling overhead is included in the scheduling overhead. Our approach to accounting for all the overheads considered is similar to that commonly used in work on real-time systems.

We will begin with \( \text{g-NP-EDF} \).

**Algorithm \( \text{g-NP-EDF} \).** Since there are no preemptions under \( \text{g-NP-EDF} \), each job is scheduled exactly once. Thus, the total number of scheduling decisions (i.e., the total number of dequeue operations in which the highest priority job is dequeued from the ready queue) needed to effect changes in the set of executing jobs is equal to the total number of jobs. Similarly, the total number of context switches is equal to the total number of jobs. Hence, overhead due to scheduling and context switches is fully accounted for under \( \text{g-NP-EDF} \) if each job is charged with one worst-case scheduling cost and one worst-case context-switching cost (to account for scheduling that job and context switching to it). Refer to Figure 9.2 for an example. Inset (a) shows an \( \text{NP-EDF} \) schedule in which overheads are assumed to be zero. If this assumption does not hold, then job executions may be delayed due to scheduling and context switching costs as shown in inset (b). Since there are no job preemptions or migrations, by Assumption A3, cache-related preemption and migration costs are zero. Therefore, overhead under \( \text{g-NP-EDF} \) (excluding that due to tick scheduling) can be fully accounted for if the WCET of each task \( T \) is determined as follows. (Recall that \( T.e \) and \( T.e^{(b)} \) denote \( T \)'s inflated and base WCETs,
Figure 9.2: Example g-NP-EDF schedules with (a) zero overhead and (b) non-zero overhead. respectively.)

\[ T.e = T.e^{(b)} + \text{oh}_{\text{sch}}(g\text{-NP-EDF}) + \text{oh}_{\text{cs}}(g\text{-NP-EDF}) \]

Under g-NP-EDF, tick-scheduling overhead consists of the time taken at the beginning of a quantum to merge that quantum’s release queue or the pending queue with the ready queue. Although this overhead is incurred on at most one processor, since tasks are not bound to processors, the worst case is to assume that the overhead is incurred on every processor, and to charge each task.

**Algorithm g-EDF.** g-EDF differs from g-NP-EDF in that jobs may be preempted. Hence, overhead under g-EDF is higher than that under g-NP-EDF by the overhead induced by preemptions.

To see how to account for all the overheads induced by preemptions (including additional scheduling and context switching overheads), consider an arbitrary preemption in which \( J_2 \) is the preempted job. Consider the scenario when \( J_2 \) resumes execution after this preemption. Since g-EDF is work conserving, there exists a unique job \( J_1 \) with higher priority than \( J_2 \) such that \( J_2 \) resumes execution immediately after \( J_1 \)'s completion (on the processor on
which \( J_1 \) completes). Therefore, all the overhead incurred in resuming \( J_2 \), namely scheduling, context-switching, and either cache-related preemption or migration overhead (depending on the processor on which \( J_2 \) executed before being preempted), as discussed in Section 9.2, can be charged to \( J_1 \). (Since the worst-case migration cost is at least equal to the worst-case cache-related preemption cost, it is conservative to charge \( J_1 \) with \( J_2 \)'s migration cost regardless of whether \( J_2 \) migrates.) Since \( J_1 \) completes execution exactly once, at most one preempted lower-priority job can resume execution after \( J_1 \) completes, and hence, it suffices to charge \( J_1 \) with the overhead incurred in resuming at most one lower-priority job. Refer to Figure 9.3 for an illustration. In this example, jobs of \( U \) and \( V \) resume after the second jobs of \( T \) and \( W \), respectively, complete execution, and the completing jobs are charged with the overhead incurred in resuming the preempted jobs. Therefore, because each preempted job resumes execution after some higher-priority job completes execution, it follows that all the overheads due to preemptions are fully accounted for if each job \( J \) is charged with the overhead of resuming exactly one lower-priority job in addition to the overhead incurred when \( J \) is scheduled and executed for the first time (which is the same as that under \( g \)-NP-EDF).

It should be mentioned that though the accounting mechanism described above will never underestimate the actual overhead incurred, it can be a little too conservative and overestimate.
Figure 9.4: Example to illustrate that if a job of task $U$ resumes after a job of task $T$ completes, then $U.D > T.D$ need not hold.

For instance, in a soft real-time system, if some job is tardy, then it is very likely that its successor job or a job that has not yet commenced execution is scheduled when this tardy job completes, as opposed to a preempted job of a different task. In such a scenario, the completing job incurs no overhead associated with resuming a preempted job. Similarly, since the total utilization of a multiprocessor-based hard real-time system scheduled under $g$-EDF will be much less than 100%, the number of preemptions is likely to be much fewer than that required for each completing job to resume a preempted job. Thus, charging each job with the overhead incurred in resuming one lower priority job can be overkill. However, it is not straightforward to improve the accounting mechanism without guaranteeing that tasks will never be undercharged. We defer further investigation on this problem to future work.

Of all the overheads charged to a job of a task $T$, only the cache-related preemption and migration costs are task dependent. We will now determine an upper bound for these costs. Note that these costs depend on each task $U$ whose jobs may resume execution after any job of $T$. On a uniprocessor, it can be shown that the relative deadline of each such task $U$, $U.D$, is larger than that of $T$ (because, by Assumption A5, there are no early releases). However, the same does not hold for multiprocessors. For this, consider the example in Figure 9.4. In this example, job $J_2$ of task $U$ resumes immediately after job $J_1$ of task $T$ completes execution. However, $T.D > U.D$. Thus, since no relation can be established between $T$ and $U$, the worst case is to assume that a job of a task with the largest migration overhead resumes execution after a job of $T$. Hence, for all $T$ (in the absence of other task-system-specific information), it is necessary to charge a value of $\max_{U \in \tau \land U \neq T} oh_{\text{mig}}(g\text{-EDF}, U)$ to fully account for cache-related
overheads incurred with a preemption.

To summarize, under g-EDF, all system overheads (except that due to tick scheduling) can be fully accounted for by inflating the WCET of each job of each task by the worst-case costs of two scheduling decisions, two context switches, and the cost of refetching some data and instructions evicted from the cache for one lower priority job. By the discussion above, the following formula can be used to determine an inflated WCET for task $T$.

$$T.e = T.e^{(b)} + 2 \cdot oh_{sch}(g\text{-EDF}) + 2 \cdot oh_{cs}(g\text{-EDF}) + \max_{\{U \in \tau \land U \neq T\}} (oh_{mig}(g\text{-EDF}, U))$$

**Tick-scheduling under g-EDF.** In what follows, we describe some complexities in ensuring that a job whose execution spans multiple, contiguous quanta is scheduled on the same processor, and is not migrated needlessly, when a change is needed to the set of executing jobs at a quantum boundary. Such complexities necessitate additional operations apart from a queue merge at quantum boundaries, and hence, the overhead due to tick scheduling is likely to be higher under g-EDF than under g-NP-EDF. We will use the g-EDF schedule in Figure 9.5 to illustrate the complexities involved and some possible solutions. In this schedule, delays due to tick scheduling are not depicted; the schedule is rather used to illustrate why additional operations will be needed at some quanta. We will begin by considering some simple scenarios and then move to complex ones.

In Figure 9.5, at time 1 or time 2, no new job is released. Hence, at these times, the jobs that are executing can be resumed after brief interruptions incurred in switching to kernel mode, verifying the status of the quantum’s release queue, and returning to user mode; thus, the overhead due to tick-scheduling is limited to these operations. At time 21, task $W$’s second job, $W^2$, is released. Therefore, the tick-scheduling activity for time 21 requires that the kernel on one of the processors merge the release queue with the ready queue (in addition to every processor switching to kernel mode and testing the status of the release queue). However, the deadline of $W^2$ is at time 42, and hence, $W^2$, which is the only job in the release queue for time 21 (and is also the job at the head of that release queue), has lower priority than each

---

5 It should be mentioned that some additional operations will be necessary under g-EDF even if contiguous job executions need not be scheduled on the same processor.

6 More accurately, since the first processor that finds a non-empty release queue will merge it with the ready queue, when a processor finds an empty release queue, it must verify that no new job with higher priority is at the head of the ready queue. For ease of description, we will refer to this operation as verifying the status of the release queue.
Figure 9.5: Example g-EDF schedule to illustrate some complexities in ensuring that a job whose execution spans contiguous quanta is not migrated needlessly.

of the executing jobs and the job at the head of the ready queue (which is $V^2$ with deadline at time 28). Therefore, in comparison to g-NP-EDF, the only additional operations (over a queue merge) needed at this time are for each processor to compare the priority of its current job (i.e., the job executing at a quantum boundary when the occurrence of a tick interrupt invokes the scheduler) to that of the job at the head of the release queue, and to resume its current job. Thus, the overhead incurred here is nearly the same as the worst-case overhead incurred under g-NP-EDF.

Moving to more complex scenarios, if at a quantum boundary, some newly-released job has higher priority than some current job, then the priority comparison described above will not suffice: selecting the set of jobs to be scheduled in the following quantum may require making $M$ scheduling decisions even if the execution of some jobs will span contiguous quanta (i.e., even if not every current job will be preempted) before a processor decides whether its current job needs preemption. This is because if a newly-released job has higher priority than
some current job, then a processor whose current job’s priority is lower cannot *independently* determine through a single priority comparison how many of the currently executing jobs have higher priority than its job and whether its job should continue. To ensure that jobs are not needlessly migrated, in the worst case, each processor must wait until $M$ highest priority jobs have been determined before identifying the job to execute on it in the next quantum. Also, housekeeping operations associated with each current job and its task should have been completed by its processor’s scheduler before job selections for the next quantum can commence. Such operations include updating the job’s status to pending or complete, and if the job is complete, enqueuing the task’s next job in the ready or the release queue.

For an illustration of the above aspects, consider times 4 and 20 in Figure 9.5 when $T^2$ and $T^6$, respectively, are released with higher priorities than any executing or ready job. If scheduling is centralized (distributed scheduling is considered afterwards), then regardless of which processor is the central scheduler, at time 4, the execution of $V^1$ has to be temporarily stalled on processor $P_1$ until $M = 2$ scheduling decisions have been made to conclude that $V^1$ has the second highest priority, and hence, can continue execution. Similarly, at time 20, the executions of both $U^3$ and $V^2$ should be stalled and $M = 2$ highest priority jobs identified before deciding to resume $U^3$ and preempt $V^2$. Also, as mentioned above, before determining the jobs to be scheduled, the central scheduler should wait until the remaining processors have updated the status of their current jobs, and have completed enqueue operations for next jobs of tasks of completing jobs, if any. For instance, if $P_1$ is the central processor, then at time 4, unless $P_2$ has updated the status of job $U^1$ as complete and enqueued its next job, the scheduling decisions of $P_1$ may be incorrect (in that $U^1$ may be included in the set of jobs for time 4). If scheduling is distributed, wherein each processor selects one highest priority job, then each processor should wait for all the other processors to complete making their selections so that any job whose execution is contiguous can be correctly assigned. In the example, at time 4, if $P_1$ is the first processor to make a scheduling decision and selects the job with the highest priority, and hence, chooses $T^2$, then unless $P_1$ waits for $P_2$ to select $V^1$ (which is the job with the second highest priority), and does not dispatch $T^2$ prematurely, $V^1$ can migrate to

---

7 Of course, a processor whose current job’s priority is not lower than that of the job at the head of the release queue can safely continue executing its current job.

8 The alternative of entrusting the central processor with the responsibility of updating the status of jobs running on other processors is likely to be cumbersome, especially when a job executes for less than its WCET, or when a job commences or resumes execution within a quantum (and not at a boundary) on a remote processor.
Furthermore, as with the centralized case, each processor should wait for other processors to complete updating the status of their current jobs before making its selection, and thus, tick scheduling may require two passes. Finally, mechanisms will be needed to ensure that the current jobs are considered efficiently along with those in the ready queue while making scheduling decisions. For instance, consider time 20, when both the executing jobs have to be considered along with $T^6$, the job merged onto the ready queue, in deciding which jobs run during [20, 21).

**g-EDF implementation.** We now describe one possible approach, which is distributed, for efficiently ensuring that all possible complexities are handled and needless job migrations are eliminated. We propose ordering the processors such that each processor can make just one selection, and yet, dispatch the job it selects without waiting for the remaining processors to complete their selections. (In other words, the proposed processor order can ensure that each current job that will execute in the next quantum is selected by its current processor.) This processor order is given by the reverse priority order of the processors’ current jobs that will not complete by the end of the current quantum (and hence will be eligible and contend for execution in the next quantum)\(^9\) and is maintained in a reverse priority queue called a running queue. A processor that is idle, or whose current job will complete by the end of the current quantum, will have a dummy or placeholder job with the lowest priority to represent it in the running queue.

Given this running queue data structure, while making selections at the next quantum boundary, each processor should wait for its dummy or current job to be at the head of the running queue. If it has a dummy job at the head, then the processor simply selects the job (if any)\(^10\) at the head of the ready queue for execution on it; else, the processor selects either its current job or the job at the head of the ready queue, depending on which job has higher priority, resolving any tie in favor of its current job. In either case, the processor deletes its entry (current or dummy job) from the current running queue, and enqueues its new entry in the running queue for the next quantum. Since a processor that is idle or whose current job will not be pending at the next quantum has no constraints on selecting a newly-released job, letting such a processor select a highest priority job from the ready queue before processors

---

\(^9\)For now, assume that each job executes for its WCET. Handling premature job completions is addressed below.

\(^10\)If the ready queue is empty, then the processor will idle during the next quantum.
whose jobs may continue execution is appropriate. In a similar vein, since the running queue is ordered by non-decreasing priority and has one entry for each processor, if a processor’s current (not dummy) job reaches the running queue’s head and has lower priority than that currently at the head of the ready queue, then this job is guaranteed to be not scheduled in the next quantum, and so, deleting it from the running queue (after enqueuing it in the ready queue) is appropriate. Finally, running queues of at most two consecutive quanta will be needed at any time, and so, maintaining just two queues and switching their roles at every quantum suffices. (In other words, queues for the different quanta can be maintained as a circular queue of queues of length two.)

The above approach can be made to be robust in the face of jobs not executing for their full WCET as follows. To account for the case wherein jobs complete early exactly at quantum boundaries, a pre-scheduling phase or pre-phase, in which processors of such jobs make their selections before the remaining processors, can be included. Processors selecting during the pre-phase will not select during the regular phase; the regular phase can commence after processors have reached consensus (e.g., through barrier synchronization) that they are through with the pre-phase. On the other hand, if a job’s early completion is within a quantum (as opposed to a quantum boundary), then when the scheduler is invoked at the early completion time, a new job is selected, the processor can modify its entry in the ready queue to correspond to the newly-scheduled job or a dummy job (by changing the entry’s priority and other details such as task and job identifiers) in $O(\lg M)$ time (assuming a binomial or binary heap implementation).

One important caveat of the above approach, however, is that if quanta are not aligned on processors, then to ensure both minimal processor waiting times and scheduling contiguous job executions on the same processor, scheduling may have to be centralized, with the first processor arriving at the beginning of a logical quantum serving as the central processor. Hence, additional synchronization and other mechanisms will be needed to communicate early job completions, wherein jobs execute for less than their WCETs, to the central scheduler (to account for scenarios in which the central scheduler makes selections assuming that a job will continue, whereas the job completes early after the scheduler’s decision).

Though the complexities described above will have to be addressed only at those quanta at which new jobs that have higher priority than one or more of the executing jobs are released, and hence, the number of “complex” quantum boundaries is bounded by the number of jobs,

---

\[1]^{\text{The amount of time elapsed since the beginning of that quantum can be determined with high precision using high-resolution timing devices such as the Pentium® Time-Stamp Counter of Intel®.}}
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it is not straightforward, and perhaps impossible, to distribute this incurred overhead evenly among all the jobs as is done with certain other types of overhead. Hence, the worst case is to assume that the extra overhead is incurred by every job at every quantum boundary, and charge each job based on the number of quanta it spans. Of course, the exact magnitude of the overhead can be lowered through efficient implementations.

**Algorithm EDF-sliced.** Recall from Chapter 8 that under EDF-sliced, each job of a task is sliced into equal-sized sub-jobs (with the possible exception that the execution cost of the final sub-job is different), which are then scheduled under g-NP-EDF. Thus, overhead accounting under EDF-sliced is similar to that under g-NP-EDF with the following differences. Let $T.s$ denote the number of sub-jobs of $T$. Then, since each job of $T$ is scheduled $T.s$ times, each job needs to be charged with $T.s$ scheduling and context-switching overheads. Further, each job can suffer from cache-related preemption or migration overhead whenever a second or a later sub-job begins execution. Hence, WCET for $T$ under EDF-sliced is given by the following. (Overhead due to tick-scheduling should be accounted for as described earlier after the inflation due to the remaining overheads is computed. Sub-job execution costs should be determined after the tick-scheduling overhead is also accounted for even though the “number” of sub-jobs, $T.s$, is determined before accounting for any overhead.)

$$T.e = T.e^{(b)} + T.s \cdot (oh_{sch}(EDF-sliced) + oh_{cs}(EDF-sliced)) + (T.s - 1) \cdot oh_{mig}(EDF-sliced, T)$$

**Algorithm p-EDF.** Accounting under p-EDF differs from accounting under g-EDF in the following. First, no job incurs cache-related migration overhead, but only cache-related pre-emption overhead. Hence, while charging each job $J_1$ with the overhead associated in resuming a lower-priority job $J_2$, apart from charging $J_1$ with one scheduling and context-switching cost, it is sufficient to charge one cache-related preemption cost (as opposed to a migration cost). Next, assuming that no job is early released, as argued in [111], it can be shown that if job $J_2$ of task $U$ resumes immediately after job $J_1$ of task $T$ completes, then $U.D > T.D$ holds. Therefore, only tasks with relative deadlines larger than that of $T$ need to be considered in determining the amount of cache-related overhead to charge. Finally, since tasks do not migrate, it may appear that it is sufficient to consider only tasks assigned to the same processor as that of $J_1$ in determining this overhead. However, note that inflated WCETs of tasks are needed in determining a feasible partition, and accounting for overheads after determining a partitioning may render it infeasible. Therefore, if only tasks assigned to a processor are
to be considered in determining the preemption overhead to charge, then, since part of the accounting has to be postponed until after a partition is determined, re-partitioning may be needed. Hence, for simplicity, we consider all the tasks in determining how much cache-related preemption cost to charge. The cache-related preemption cost to charge to task $T$ is thus given by $\max\{U | U.D > T.D\} \cdot oh_{pr}(p-EDF, U)$, and the inflated WCET of $T$ by

$$T.e = T.e^{(b)} + 2\cdot oh_{sch}(p-EDF) + 2\cdot oh_{cs}(p-EDF) + \max\{U | U.D > T.D\} \cdot (oh_{pr}(p-EDF, U)) \quad (9.1)$$

Under $p$-EDF, the worst-case tick-scheduling cost is given by the time taken to merge a per-processor release or pending queue.

Algorithm EDF-fm. For both fixed and migrating tasks, inflation needed under EDF-fm differs from that needed for any task under $p$-EDF in the final term of (9.1) given above. This is because a migrating task has a higher priority than any fixed task, and hence, a preempted job of a migrating task would not wait for a job of a fixed task to complete execution and resume after it. Hence, in charging a fixed task with the overhead incurred in resuming a lower priority job, migrating tasks need not be considered. For a migrating task $T$, the difference is due to the following. Since any fixed task, regardless of its relative deadline, assigned to either of $T$’s processors has a lower priority than $T$, all these tasks need to be considered in determining the preemption overhead to charge to $T$. As before, since inflated execution costs and utilizations are needed in determining task assignments, it is simpler to consider all the tasks while charging overhead costs related to resuming lower-priority jobs. Hence, inflation under EDF-fm is given by the following.

$$T.e = \begin{cases} 
T.e^{(b)} + 2\cdot oh_{sch}(EDF-fm) + 2\cdot oh_{cs}(EDF-fm) + \\
\max\{U | U is fixed and U.D > T.D\} \cdot (oh_{pr}(EDF-fm, U)) & , T is fixed \\
T.e^{(b)} + 2\cdot oh_{sch}(EDF-fm) + 2\cdot oh_{cs}(EDF-fm) + \\
\max\{U \in \tau\} \cdot (oh_{pr}(EDF-fm, U)) & , T is migrating 
\end{cases}$$

Tick-scheduling overhead under EDF-fm is the same as that under $p$-EDF.

Algorithm EPDF. Accounting under EPDF is similar to accounting under PD$^2$ presented in [11]. Like PD$^2$, EPDF schedules quantum-length subtasks, and if some subtask completes execution in the middle of a quantum, idles the associated processor for the remainder of the quantum. Hence, if the WCET of a task is not an integral number of quanta, then some quanta
may be partially wasted, and thus, in comparison to the algorithms considered above, EPDF can incur an additional overhead. This overhead can be accounted for by rounding each task execution cost (obtained after accounting for the remaining overheads) up to the next integer, and hence is referred to as rounding overhead.

Rounding overhead also necessitates the use of an iterative formula for determining the overall inflation needed for each task. To see this, let \( T.e^{(0)} \) denote the base WCET of \( T \). Then, the number of scheduling decisions needed for each job of \( T \) is \( \lceil T.e^{(0)} \rceil \). Similarly, since each job may be preempted at the end of every quantum, a safe upper bound on the number of preemptions is \( \lceil T.e^{(0)} \rceil - 1 \). Hence, the number of context switches and migrations (because each preemption may result in a migration) to account for are \( \lceil T.e^{(0)} \rceil \) and \( \lceil T.e^{(0)} \rceil - 1 \), respectively. Accounting for these, we arrive at

\[
T.e = T.e^{(0)} + \lceil T.e^{(0)} \rceil \cdot (oh_{sch}(\text{EPDF}) + oh_{cs}(\text{EPDF})) + ([T.e^{(0)}] - 1) \cdot oh_{mig}(\text{EPDF}, T)
\]

and accounting for the rounding overhead, we have

\[
T.e = \lceil T.e \rceil.
\]

Expressed another way, \( T \)'s inflated WCET \( T.e \) under EPDF is given by

\[
T.e = \min \left( T.p, \left( \min t : t = \lceil T.e^{(0)} \rceil + [t] \cdot (oh_{sch}(\text{EPDF}) + oh_{cs}(\text{EPDF})) + ([t] - 1) \cdot oh_{mig}(\text{EPDF}, T) \right) \right)
\]

A difference in the above formula with respect to that provided in [111] for PD\(^2\) is in the last term. Under PD\(^2\), since no deadlines are missed, a better estimate on the number of preemptions is possible by noting that each job of \( T \) completes execution within \( T.p \) quanta of its release. Hence, if \( T.p < 2 \cdot T.e \), then each job of \( T \) can be preempted at most \( T.p - T.e \) times, which is at most \( T.e - 1 \). Thus, the number of preemptions under PD\(^2\) is bounded by

\[
\min(T.e - 1, T.p - T.e)
\]

However, since deadlines can be missed under EPDF, each job of \( T \) may...
not complete until before \( T.p + q \) quanta after its release, where \( q \) is a tardiness bound for the task system under consideration. Therefore, only a weaker bound of \( \min(T.e - 1, T.p + q - T.e) \) on the number of preemptions can be shown to hold under EPDF\(^{12}\). However, since a bound on \( q \) requires a bound on the maximum task weight, which in turn depends on the overheads, for simplicity, we just use the looser bound of \( T.e - 1 \).

9.4 Performance Evaluation

In this section, we present the results of experiments conducted to evaluate the algorithms considered in this dissertation and p-EDF. In these experiments, base WCETs and periods for tasks were generated randomly. On the other hand, overhead costs were assigned based on measurements obtained from an experimental test-bed containing prototype implementations of the algorithms. As mentioned earlier, our objective is to evaluate the algorithms with respect to the percentage of task sets for which bounded tardiness can be guaranteed and the range for the guaranteed bounds. We first describe the procedure used to select overhead costs. The procedure used to generate task sets and the results of the evaluation are presented afterwards.

9.4.1 Estimation of Overheads

Worst-case values for the overheads described in Section 9.2 were measured using an experimental prototype called LITMUS\textsuperscript{RT}. LITMUS\textsuperscript{RT} stands for LI
ux T estbed for MUltiprocessor S cheduling in R eal-T ime systems and its current version was developed in collaboration with Calandrino et al. \cite{41}, with facilitating comparison of real-time scheduling algorithms on a multiprocessor as one of its purposes.

LITMUS\textsuperscript{RT} was not built from scratch, but rather by modifying Linux such that its underlying scheduler is configurable at boot time. This was facilitated by modularizing the Linux scheduler so that a new algorithm can be plugged in easily. Currently, implementations are available for g-EDF, g-NP-EDF, p-EDF, PD\textsuperscript{2}, and two variants of PD\textsuperscript{2}. Further details on LITMUS\textsuperscript{RT} and its implementation can be found in \cite{41}. Some relevant aspects are as follows: to ensure that all sources of unpredictability are eliminated, paging is disabled; further, all pages are locked in memory, and all real-time tasks are restricted to sharing a common address space. LITMUS\textsuperscript{RT} currently runs on the 2.6.9 version of the Linux kernel. Our measurements

\(^{12}\)It should be pointed out that the bound derived for PD\textsuperscript{2} can be shown to hold under EPDF asymptotically (that is, over long periods) for periodic task systems.
were performed on an SMP consisting of four 32-bit Intel® Xeon® processors running at 2.7 GHz with 2GB memory. Each processor had 8K instruction and data caches, and a unified 512K L2 cache. Cache lines were 64 bytes wide.

**Cache-related preemption and migration costs.** Recall that a worst-case scenario for cache-related delays due to preemptions and migrations occurs when each processor has some preempted task resuming on it, and each is refetching data and/or instructions evicted from the cache. Also note that the actual delay depends on the code and working-set sizes (WSSs) of the tasks. Hence, we determined worst-case preemption and migration costs for five WSSs of 4K, 32K, 64K, 128K, and 256K (in an attempt to estimate these costs for systems with varying data dependencies). (While the WSSs considered may appear to be small, these represent the amount of data that a task fetches at the beginning of a quantum, typically within one ms, concurrently with every other processor, and it is not possible to read a much larger amount of data in that time. On the other hand, if a preemption may cause much larger working sets to be lost from the cache and much higher contention, then preemptive algorithms may not be appropriate for the underlying application.)

Worst-case costs were determined by emulating worst-case scenarios. To emulate worst-case preemptions, we let each processor write a block of memory of a specified size at the same time. The time taken for the write to complete, less the time taken to write the same amount of data in the same scenario, but with all written data being locally cached, was taken as an estimate of the worst-case preemption cost. Migration costs were measured similarly, but by including the emulation of migration of data from one cache to another. This was done by reading data into the cache of one processor, and then writing that same data on a second processor. This had the effect of bringing the data into the cache of the second processor, while invalidating it in the cache of the first processor. The amount of time taken for the second processor to write its working set (less the time taken to write the same amount of data resident in cache as was done with preemption costs) was taken as an upper bound on the worst-case migration cost. Preemption costs for the five WSSs considered were found to be 16µs, 67µs, 115µs, 230µs, and 439µs, while migration costs were 16µs, 68µs, 126µs, 272µs, and 561µs.

Since our measurements were on a four-processor system, in our simulation studies, we used the above costs for experiments on four processors. We expect contention on the shared bus to increase at most linearly with the number of processors, so for an arbitrary number
$M$ of processors, where $M \in \{2, 4, 8, 16\}$, we scaled the above costs linearly. Specifically, if $x$ denoted the cost on four processors, then the cost on $M$ processors was taken as $Mx/4$. (The discrepancies, if any, in costs thus computed for $M \neq 4$ from the actual costs that can be observed on an $M$ processor system remain to be determined.)

**Context-switching overhead.** Context-switching overhead was measured by recording the times before and after a context-switch call assuming that all processors perform a context switch concurrently. This cost was found to be of the order of $0.5\mu s$ for p-EDF, and $1\mu s$ for the remaining algorithms. For all the algorithms, in comparison to the other costs, the cost of a context switch was thus negligible.

**Scheduling overhead.** In assigning scheduling costs, we assumed all tasks to be periodic. In the current version of LITMUS$^{RT}$, priority queues are implemented using linked lists (which are not the most efficient way for implementing priority queues). Further, the implementation of g-EDF is not efficient. We considered these to be limiting, and hence, did not use LITMUS$^{RT}$ to measure scheduling costs. Rather, we approximated scheduling costs by measuring times in a binomial heap implementation. The predominant cost in making a scheduling decision consists of switching to kernel mode, enqueuing the completing job’s next instance or the preempted job in a release queue or the ready queue, merging the ready queue and a release (or the pending queue), and dequeuing the highest-priority task from the ready queue. Hence, we measured the total time taken to perform these operations in our binomial heap implementation. The heap node contained all the fields that would be present in a priority-queue node of a scheduler. A cold cache was ensured before each fresh set of operations (enqueue, merge, and extract) was performed.

We measured the average time taken to perform the entire set of operations described above, including the time taken to switch to kernel mode, for $n$ ranging from ten to 2000, where $n$ denotes the number of nodes. For each $n$, the average time taken was between $2.0\mu s$ and $3.0\mu s$, of which approximately $0.75\mu s$ is the time taken to switch to kernel mode. Since the worst-case time complexity of all the operations of interest to us is $O(\lg n)$ when a binomial heap is used, we (somewhat arbitrarily) fixed the cost of a scheduling decision for a queue size of $n$ on a single processor as $2.0 + \lg n \cdot 0.125\mu s = 0.75 + 1.25 + \lg n \cdot 0.125\mu s$. (The actual reasoning behind the second term is as follows. $\lg n$ increases approximately by 8 as $n$ increases from 10 to 2000. Hence, since the measured time increased by $1000\mu s$ as $n$ increased from 10 to 2000, 272
to 2000, it seemed appropriate to increase the total cost by $1000/8 = 125\text{ns}$ as $\log n$ increases by one.) Thus, for $p$-EDF and EDF-fm, since the number of tasks per processor is $N/M$ on average, a cost of $2.0 + \log \frac{N}{M} \cdot 0.125\mu s$ was charged.

We next describe the cost assigned to global algorithms and the reasoning behind it. Global algorithms use a shared queue and are restricted to accessing it in a mutually-exclusive manner. Scheduling is either centralized, with a single central processor making scheduling decisions for all the processors as with Pfair algorithms, or distributed, with each processor making its own scheduling decision. Either way, in the worst case, each processor is delayed by the time taken to make $M - 1$ scheduling decisions, and hence, for global algorithms, we charged a scheduling cost of $0.75 + M \cdot (1.25 + \log n \cdot 0.125)\mu s$ per scheduling decision. Compare this expression with the one provided above for partitioned algorithms. The $0.75\mu s$ term in this expression accounts for the time taken to switch to kernel mode. Since each processor can switch to kernel mode independently, and is not delayed by other processors, this cost need not be multiplied by $M$. We ignored queue-based spin lock acquisition times, as these were measured to be minimal (of the order of nanoseconds). Also, since measurements were made with a cold cache, the migration of priority-queue nodes from one cache to another is accounted for. Further, measurements with scheduler implementations on LITMUS$^RT$ show that in comparison to $p$-EDF, the cost of a scheduling decision is higher under global algorithms by less than $1\mu s$ (except under $g$-EDF, whose LITMUS$^RT$ implementation is not efficient). Hence, we believe that our accounting for global algorithms is safe by a wide margin.

**Overhead due to tick scheduling.** For all non-Pfair algorithms considered, except $g$-EDF, the predominant cost incurred due to tick scheduling is the time taken to switch to kernel mode, and merge a release queue or the pending queue with the ready queue. This cost was measured to be almost the same as the scheduling cost described above, and hence, we charged $2.0 + \log n \cdot 0.125\mu s$ for $g$-NP-EDF and EDF-sliced, and $2.0 + \log \frac{N}{M} \cdot 0.125\mu s$ for $p$-EDF and EDF-fm. For global algorithms, since at most one processor performs a merge, and lock acquisition times within the kernel (after switching to kernel mode) are negligible, per-processor delays are negligible. Hence, there is no term accounting for per-processor delays. Under $g$-EDF, to
ensure that jobs whose executions span contiguous quanta are not migrated, in the worst case, apart from one merge by any of the processors, each processor may have to wait for every other processor to update the status of its current job, and perform one enqueue and dequeue operation, and hence, we charged $0.75 + M \cdot (1.25 + \log n \cdot 0.125) \mu s$ as the tick-scheduling cost for g-EDF. (As with the scheduling overhead, the term $0.75 \mu s$ corresponds to the time taken to switch to kernel mode, and since each processor can switch to kernel mode independently and is not delayed by any of the remaining processors, this term is not multiplied by $M$.)

9.4.2 Experimental Setup

We are now ready to describe our simulation procedure. Since the processors-to-memory interconnection can be quite different and need not be a bus when the number of processors is greater than 16, we do not believe that overheads measured on a four-processor system can be extrapolated to systems with greater than 16 processors. Hence, in our simulations we limited $M$ to be at most 16. Simulations were performed for each combination of the parameters listed below for algorithms p-EDF, g-EDF, g-NP-EDF, EDF-fm, EDF-sliced, and EPDF. (PD was not included as overheads under it are almost the same as that under EPDF.) As mentioned earlier, each task set was assumed to be periodic. In our LITMUSRT implementation, all tasks share a single address space, and hence, we assume this for our experiments. As Under EDF-sliced, jobs were sliced such that the base execution cost of each sub-job (except that of a job’s last sub-job) was integral and at least two quanta. The parameters below were chosen so that the two conflicting goals of ensuring that scenarios that arise in practice are covered and of maintaining a manageable simulation process are both reasonably met. Overhead costs were based on measurements described in the previous section.

- $M$ in $\{2, 4, 8, 16\}$;
- quantum size $Q$ in $\{500 \mu s, 1000 \mu s, 5000 \mu s\}$;
- base task utilization limits, $[u_{\min}, u_{\max}]$, in $\{[0.1, 0.5], [0.3, 0.7], [0.5, 0.9], [0.1, 0.9]\}$;
- task period limits, $[p_{\min}, p_{\max}]$, in $\{[10, 100], [100, 500]\}$;
- preemption and migration costs, denoted as a pair, in $\{(4M \mu s, 4M \mu s), (29M \mu s, 32M \mu s), (58M \mu s, 68M \mu s)\}$ for WSSs of 4K, 64K, and 128K respectively; (all tasks of a task set...
were assigned equal preemption and migration costs)\(^{14}\)

- context-switching cost fixed at 2.0\(\mu s\);

- scheduling cost set to \(2.0 + \lg\left(\frac{N}{M}\right) \cdot 0.125\mu s\) for p-EDF and EDF-fm and to \(0.75 + M \cdot (1.25 + \lg(N) \cdot 0.125)\mu s\) for the remaining algorithms;

- overhead due to tick scheduling set to \(2.0 + \lg\left(\frac{N}{M}\right) \cdot 0.125\mu s\) for p-EDF and EDF-fm, to \(2.0 + \lg N \cdot 0.125\mu s\) for g-NP-EDF and EDF-sliced, and to \(0.75 + M \cdot (1.25 + \lg(N) \cdot 0.125)\mu s\) for g-EDF.

Quantum size was primarily varied to determine the impact on EPDF and EDF-sliced. Recall that either quantum-length subtasks, or sub-jobs (of uniform size that is at least one quantum and that can be chosen arbitrarily) are scheduled under these algorithms. Hence, scheduling and migration overheads are lowered as quantum size is increased. On the other hand, for EPDF, rounding error can increase. (Since tick-scheduling overhead is less in comparison to other overheads, we do not expect the remaining algorithms to be impacted much.)

The range for task periods was varied for a similar reason. For a given base task utilization, a larger period implies a larger base execution cost. Since under the non-Pfair algorithms considered, the number of preemptions is at most the number of jobs, and all overhead, except the tick-scheduling overhead, charged to a job is independent of the job size, the overhead cost per base unit of execution decreases with increasing execution costs.

For each combination of the parameters listed above (referred to as a run), a certain number of random task sets was generated. (The exact number is discussed later.) The task set generation procedure was as follows. For each new task set, \(M+1\) tasks were initially generated. Each task’s period and utilization were distributed uniformly in the range \([p_{\min}, p_{\max})\) and \([u_{\min}, u_{\max})\), respectively. Tasks were added one at a time to the initial task set as long as the base total utilization was less than \(M\). Upon addition of each new task, overheads were determined, and a tardiness bound was computed if the inflated utilization, after accounting for the overheads, was less than \(M\). (The addition of tasks terminated when the inflated utilization exceeded \(M\).) Thus, schedulability was determined for several subsets of the entire task set. The total number of complete (or independent) task sets generated depended on the per-task utilization range, and was limited to 30,000, 45,000, 60,000, and 45,000, in that order, for the four ranges listed earlier. These numbers were chosen after some trial-and-error so

---

\(^{14}\)There was no noticeable difference in the results if these costs differed slightly for different tasks.
that enough task sets were generated for each base total utilization. The number of generated task sets had to be varied with the per-task utilizations to ensure that a sufficient number of task subsets with lower total utilizations were generated even when per-task utilizations were high. (Note that when the utilization of each task is at least 0.5, with \( M + 1 \) tasks, the base total utilization is at least \( (M + 1)/2 \).) In computing inflated WCETs, the formulas provided in Section 9.2 were used. The total number of task sets (including subsets) that each algorithm could schedule was determined for each run and is plotted against varying total base utilizations. Under p-EDF, the first-fit decreasing heuristic (in which tasks are considered in non-increasing order of their utilizations) was used for partitioning tasks among processors, and under EDF-fm, the LEF (resp., LUF) task assignment heuristic was used when \( u_{\text{max}} \) (after inflation) was at most 0.5 (resp., exceeded 0.5). (Recall from Chapter 5 that LEF guaranteed the lowest tardiness if an assignment under it was possible and LUF could assign the maximum number of task sets with \( u_{\text{max}} > 0.5 \).) The average of the tardiness bound guaranteed was also computed for each algorithm, and is also plotted against varying base utilizations. In computing the average tardiness bounds, only schedulable task sets were included. Hence, the tardiness results should be used only in conjunction with the schedulability results.

9.4.3 Experimental Results

Graphical plots of the results of the simulation runs described above are presented in the following manner. As mentioned above, two graphs were generated for each run. The x axis represents the total base task system utilization in both the graphs; the y axis represents the number of task sets in the first graph, and the mean of maximum tardiness, normalized with respect to the average execution cost, in the second graph. The first graph plots the total number of task sets generated and the number found to be schedulable under each algorithm, while the second graph plots the mean normalized tardiness for each algorithm, considering only schedulable task sets. For example, if Algorithm \( A \) could guarantee bounded tardiness to 1000 task sets in some run, whereas Algorithm \( B \) could do so for only 10 task sets in the same run, then the tardiness bounds plotted for \( A \) and \( B \) are averages of the tardiness bounds computed for the 1000 and 10 schedulable task sets, respectively. Therefore, a lower tardiness bound plotted for \( B \) does not imply that \( B \) is necessarily “better,” and hence, as mentioned

\[ In the rest of this chapter, at the risk of abusing terminology, we refer to a task set that can be guaranteed bounded tardiness under Algorithm \( A \) as schedulable under \( A \).

\[ Plots in which \( M = 16 \) or \( Q = 500\mu s \) have been omitted to limit the amount of data presented. \]
above, tardiness results should not be considered independent of schedulability results. 99% confidence intervals are shown in the second graph. (99% confidence intervals were determined for the plots in the first graph also, but have been omitted as their ranges are minimal, and their inclusion obscures the identification marks of the different curves.)

The generated graphs are grouped as follows. Four graphs, one each for each task utilization range, and equal values for the remaining parameters (such as periods, quantum size, etc.), are grouped and are shown in a common figure in a single page. In each figure, all four graphs (or insets (a) through (d)) plot either the number of schedulable task sets or the mean of the maximum tardiness. The task utilization range is the lowest for inset (a), highest for inset (c), and in between for inset (b). In inset (d), task utilizations span the range [0.1, 0.9), which includes the ranges of the other three insets. For each set of parameters, the figure with schedulability plots is presented first followed by the figure with tardiness plots. This should facilitate comparing the tardiness bounds to the percentage of task sets for which the bound is applicable. It should be noted that since the tardiness bounds plotted are average values computed considering only schedulable task sets, a drop (which may seem counterintuitive) can be observed with increasing base utilization for some algorithms, most notably for EDF-fm (discussed further later). This drop is due to a steep decrease in the number of schedulable task sets. For the same reason, as described above, a lower tardiness bound does not imply better overall performance. Another aspect that needs explanation is the variation in the shape of the “Total Task Sets” curve, and hence, those of the other curves, with varying per-task utilizations. Note that in almost every figure with schedulability plots, the “Total Task Sets” curve is a straight line in inset (a) (i.e., for low per-task utilizations), and is in general (except at the extreme end) a non-decreasing function of the base total utilization in insets (b)–(d). This variation is due to the difficulty in generating sufficient number of task sets with low base total utilizations when per-task utilizations are high, as explained earlier.

Figures are presented in increasing order of $M$. For each choice of $M$, figures are shown for the three preemption and migration costs, and the two period ranges considered. In what follows, we discuss performance trends exhibited by the algorithms as parameters are varied.

**Impact of task utilizations.** To study the impact of task utilizations, we will consider the results in Figures 9.6 and 9.7. For the runs here, $M = 2$, and preemption and migration costs are the lowest (of those considered). Referring to inset (a) of Figure 9.6, when task utilizations are low, schedulability is 100% for all the algorithms even when the total base
utilization exceeds 75%. In this inset, schedulability drops first for **EPDF**, followed by **p-EDF** and **EDF-sliced** in that order. The remaining three algorithms (**g-EDF**, **g-NP-EDF**, and **EDF-fm**) could schedule 100% of the task sets even when the base load is 90%. However, because **g-NP-EDF** does not suffer from job preemptions or migrations, and **EDF-fm** incurs lower scheduling overhead, these two algorithms perform better than **g-EDF** by over 25% when the base load is 95%. The main difference between **EPDF** and **EDF-sliced** is in the absence of rounding overhead for the latter, and hence, the difference in the schedulabilities of these two algorithms is a rough indicator of the loss due to rounding. Similarly, since preemption costs are minimal here, the loss suffered by **p-EDF** is primarily due to an inability to feasibly partition a task set. Note that even when both task utilizations and preemption costs are low, which is the best case for **p-EDF**, **g-NP-EDF** and **EDF-fm** perform better than **p-EDF** by over 50%, and **g-EDF** performs better by 20%, when the total load is 1.9, which is near the maximum allowed.

As we move to inset (b), schedulability decreases for **p-EDF**, and in inset (c), it drops to close to 0%. However, there is no significant change for the remaining algorithms. (As mentioned earlier, the variations in the shapes of the “Total Task Sets” curve and other curves with per-task utilization ranges is due to the variation in the total number of task sets generated for each base total utilization, and do not indicate differences in schedulability.) Note that **EDF-fm** performs strikingly well even with high task utilizations. This is due to fact that $M = 2$ here, and on two processors, all feasible task systems can be successfully assigned (refer to Chapter 5).

Considering the tardiness bounds guaranteed by the algorithms, the three algorithms with higher schedulability suffer from higher tardiness as well. **p-EDF** performs well only when per-task and total utilizations are both low. However, this is not an interesting scenario. **EPDF** performs well (when migration costs are low to moderate) even when total utilization is moderately high regardless of task utilizations. On the other hand, if per-task or total utilization or both are high, **g-EDF**, **g-NP-EDF**, or **EDF-fm** may be used depending on tardiness tolerance limits. Referring to inset (a) of Figure 9.7, at low task utilizations, tardiness is lowest for **EDF-fm**; when task utilizations are high, **g-EDF** performs better. In all cases, schedulability is highest for **g-NP-EDF**, implying that **g-NP-EDF** may be the only choice for some task systems.

Similar trends are observed for all of the algorithms except **EDF-fm** in the other figures also, that is, when task utilizations are varied for other values (than considered above) of the remaining parameters also. (Note that we are referring only to the changes observed among the insets in one of Figures 9.19–9.43 and not to the changes between two different figures.) For
$M > 2$, schedulability drops significantly for EDF-fm when moving from inset (b) to inset (c), that is, when all tasks are heavy. For example, refer to insets (b) and (c) of Figure 9.19. Note that the performance of EDF-fm is significantly better than that of p-EDF in insets (b) and (d), even though not all tasks are light in these task sets. (Recall from Chapter 5 that bounded tardiness is guaranteed under EDF-fm only if all tasks are light.)

Two trends warrant explanation in the tardiness figures. First, tardiness plots are not smooth for g-EDF and g-NP-EDF for any $M$, but contain jumps. The expressions for tardiness bounds for these algorithms contain $\lfloor U_{\text{sum}} \rfloor$ as part of the upper limit of the summation in the first term of the numerator and the second term of the denominator, and hence, the tardiness bound changes abruptly at each integral value of $U_{\text{sum}}$. Since $U_{\text{sum}}$ denotes the total inflated utilization and the plots are against the total base utilization, which is less than the inflated utilization, abrupt jumps can be observed at non-integral values of the total base utilization. (The next integral value would represent the corresponding total inflated utilization.) The second trend of interest is that when $M > 2$, the tardiness bound for EDF-fm is not strictly non-decreasing in insets (b) and (c), and in some cases in inset (d). Specifically, some undulations can be observed in insets (b) and (d), and a steep drop when the total base utilization is in the 80%-85% range in inset (c). In insets (b)–(d), the maximum inflated utilization of a task exceeds 0.5, and hence, the LUF heuristic is used for task assignment for task sets in these insets. We surmise that the undulations, and to some extent, the steep drop, are due to the uniform distribution of the spare capacity among the processors when assigning tasks. Hence, as the base total utilization is only slightly increased, a slightly higher percentage of each processor’s capacity is made available for assignment to tasks, and so, for a given per-task utilization range, it may be possible to lower the utilizations of migrating tasks in comparison to when the total base utilization is slightly lower. Since the tardiness bound under EDF-fm increases with the utilizations of the migrating tasks, a decrease in the tardiness bound can ensue. To see this, suppose that a task system’s maximum inflated per-task utilization and total inflated utilization are 0.8 and 0.75M, respectively. Then, because the distribution of spare capacity across processors is uniform, each processor is utilized only up to 75%. Hence, no task with utilization exceeding 0.75 can be assigned as a fixed task. On the other hand, if the total utilization is increased to 0.8M, then since the total utilization on each processor can be up to 80%, and under LUF, fixed tasks are assigned in the order of non-increasing utilizations, there is a significantly higher scope for tasks with utilizations in the range (0.75, 0.8] to be assigned as fixed tasks. On the other hand, task assignment becomes harder as the total utilization
increases, and so, whether tardiness increases or decreases depends on which of the two factors dominates as the base total utilization is slightly increased, and can be arbitrary and difficult to explain around certain points. We also surmise that the tardiness plots will be smoother if the task assignment heuristic is modified so that the uniform distribution of spare capacity guideline is relaxed to facilitate assigning heavier tasks as fixed tasks. The steep drop in the tardiness bound in inset (c) could additionally be due to the deep plunge in schedulability that accompanies at the corresponding point. Recall that the tardiness bound plotted is the average computed for schedulable task sets only.

**Bimodal distribution for task utilizations.** In all the schedulability figures, when all tasks are heavy (i.e., in inset (c)), even EPDF and EDF-sliced — the algorithms that incur the most overhead — perform better than p-EDF and EDF-fm. However, since the practical significance of task systems composed exclusively of heavy tasks is not known, we also determined the schedulability for task systems that are not exclusively but only predominantly heavy, by including a few light tasks using a bimodal distribution for task utilizations, distributed between the ranges \([0.1, 0.5]\) and \([0.5, 0.9]\) with probabilities 0.1 and 0.9, respectively. Schedulability results for this bimodal distribution for task utilizations are available in Figures 9.18, 9.31, and 9.44, for \(M = 2\), \(M = 4\), and \(M = 8\), respectively. Though schedulability is much higher for p-EDF and EDF-fm in these figures than when all tasks are heavy, EPDF and EDF-sliced are still always better than p-EDF, and are better than EDF-fm in most cases. Schedulability can be expected to improve for p-EDF and EDF-fm as the percentage of light tasks is increased and deteriorate for EPDF and EDF-sliced. Insets (d) of the schedulability figures, in which task utilizations are uniformly distributed in \([0.1, 0.9]\), correspond to the case when the percentages of light and heavy tasks are nearly equal.
Figure 9.6: Schedulability comparison for $M = 2$, $Q = 1000\mu s$, $p_{\text{min}} = 10ms$, $p_{\text{max}} = 100ms$, $WSS = 4K$ (preemption cost = $8\mu s$, and migration cost = $8\mu s$), and (a) $[u_{\text{min}}, u_{\text{max}}) = [0.1, 0.5)$, (b) $[u_{\text{min}}, u_{\text{max}}) = [0.3, 0.7)$, (c) $[u_{\text{min}}, u_{\text{max}}) = [0.5, 0.9)$, and (d) $[u_{\text{min}}, u_{\text{max}}) = [0.1, 0.9)$. 
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Figure 9.7: Comparison of tardiness bounds for $M = 2$, $Q = 1000\mu s$, $p_{\min} = 10ms$, $p_{\max} = 100ms$, WSS = 4K (preemption cost = 8$\mu$s, migration cost = 8$s$), and (a) $[u_{\min}, u_{\max}] = [0, 0.5)$, (b) $[u_{\min}, u_{\max}] = [0.3, 0.7)$, (c) $[u_{\min}, u_{\max}] = [0.5, 0.9)$, and (d) $[u_{\min}, u_{\max}] = [0, 0.9]$.
Figure 9.8: Schedulability comparison for $M = 2$, $Q = 1000\mu s$, $p_{\min} = 10ms$, $p_{\max} = 100ms$, WSS = 64K (preemption cost = 58\mu s, migration cost = 64\mu s), and (a) $[u_{\min}, u_{\max}] = [0, 0.5)$, (b) $[u_{\min}, u_{\max}] = [0.3, 0.7)$, (c) $[u_{\min}, u_{\max}] = [0.5, 0.9)$, and (d) $[u_{\min}, u_{\max}] = [0, 0.9)$. 
Figure 9.9: Comparison of tardiness bounds for $M = 2$, $Q = 1000\mu s$, $p_{\text{min}} = 10ms$, $p_{\text{max}} = 100ms$, WSS = 64K (preemption cost = 58$\mu$s, migration cost = 64$\mu$s), and (a) $[u_{\text{min}}, u_{\text{max}}) = [0.1, 0.5)$, (b) $[u_{\text{min}}, u_{\text{max}}) = [0.3, 0.7)$, (c) $[u_{\text{min}}, u_{\text{max}}) = [0.5, 0.9)$, and (d) $[u_{\text{min}}, u_{\text{max}}) = [0.1, 0.9)$. 
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Figure 9.10: Schedulability comparison for $M = 2$, $Q = 1000\mu s$, $p_{\min} = 10ms$, $p_{\max} = 100ms$, $WSS = 128K$ (preemption cost = $116\mu s$, migration cost = $136\mu s$), and (a) $[u_{\min}, u_{\max}] = [0.1, 0.5)$, (b) $[u_{\min}, u_{\max}] = [0.3, 0.7)$, (c) $[u_{\min}, u_{\max}] = [0.5, 0.9)$, and (d) $[u_{\min}, u_{\max}] = [0.1, 0.9)$. 
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Figure 9.11: Comparison of tardiness bounds for $M = 2$, $Q = 1000\mu s$, $p_{\min} = 10ms$, $p_{\max} = 100ms$, WSS = 128K (preemption cost = 116\mu s, migration cost = 136\mu s), and (a) $[u_{\min}, u_{\max}] = [0.1, 0.5)$, (b) $[u_{\min}, u_{\max}] = [0.3, 0.7]$, (c) $[u_{\min}, u_{\max}] = [0.5, 0.9]$, and (d) $[u_{\min}, u_{\max}] = [0.1, 0.9]$. 
Figure 9.12: Schedulability comparison for $M = 2, Q = 1000\mu s, p_{\text{min}} = 100ms, p_{\text{max}} = 500ms$, WSS = 4K (preemption cost = $8\mu s$, and migration cost = $8\mu s$), and (a) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.5)$, (b) $[u_{\text{min}}, u_{\text{max}}] = [0.3, 0.7)$, (c) $[u_{\text{min}}, u_{\text{max}}] = [0.5, 0.9)$, and (d) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.9)$. 
Figure 9.13: Comparison of tardiness bounds for $M = 2$, $Q = 1000\mu s$, $p_{\min} = 100ms$, $p_{\max} = 500ms$, $WSS = 4K$ (preemption cost = $8\mu s$, migration cost = $8\mu s$), and (a) $[u_{\min}, u_{\max}] = [0.1, 0.5)$, (b) $[u_{\min}, u_{\max}] = [0.3, 0.7)$, (c) $[u_{\min}, u_{\max}] = [0.5, 0.9)$, and (d) $[u_{\min}, u_{\max}] = [0.1, 0.9)$.
Figure 9.14: Schedulability comparison for $M = 2$, $Q = 1000\mu s$, $p_{\text{min}} = 100\, ms$, $p_{\text{max}} = 500\, ms$, WSS = 64K (preemption cost = 58\mu s, migration cost = 64\mu s), and (a) $[u_{\text{min}}, u_{\text{max}}) = [0.1, 0.5)$, (b) $[u_{\text{min}}, u_{\text{max}}) = [0.3, 0.7)$, (c) $[u_{\text{min}}, u_{\text{max}}) = [0.5, 0.9)$, and (d) $[u_{\text{min}}, u_{\text{max}}) = [0.1, 0.9)$. 
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Figure 9.15: Comparison of tardiness bounds for $M = 2$, $Q = 1000\mu s$, $p_{\min} = 100ms$, $p_{\max} = 500ms$, WSS = 64K (preemption cost = 58\mu s, migration cost = 64\mu s), and (a) $[u_{\min}, u_{\max}] = [0.1, 0.5]$, (b) $[u_{\min}, u_{\max}] = [0.3, 0.7]$, (c) $[u_{\min}, u_{\max}] = [0.5, 0.9]$, and (d) $[u_{\min}, u_{\max}] = [0.1, 0.9]$. 
Figure 9.16: Schedulability comparison for $M = 2$, $Q = 1000\mu s$, $p_{\text{min}} = 100ms$, $p_{\text{max}} = 500ms$, WSS = 128K (preemption cost = 116\mu s, migration cost = 136\mu s), and (a) $[u_{\text{min}}, u_{\text{max}}) = [0.1, 0.5)$, (b) $[u_{\text{min}}, u_{\text{max}}) = [0.3, 0.7)$, (c) $[u_{\text{min}}, u_{\text{max}}) = [0.5, 0.9)$, and (d) $[u_{\text{min}}, u_{\text{max}}) = [0.1, 0.9)$. 
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Figure 9.17: Comparison of tardiness bounds for $M = 2$, $Q = 1000\mu s$, $p_{\text{min}} = 100\text{ms}$, $p_{\text{max}} = 500\text{ms}$, WSS = 128K (preemption cost = 116$\mu$s, migration cost = 136$\mu$s), and (a) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.5]$, (b) $[u_{\text{min}}, u_{\text{max}}] = [0.3, 0.7]$, (c) $[u_{\text{min}}, u_{\text{max}}] = [0.5, 0.9]$, and (d) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.9]$. 
Figure 9.18: Schedulability comparison with task utilizations distributed bimodally between the ranges [0.1, 0.5) and [0.5, 0.9) with probabilities 0.1 and 0.9, respectively, for $M = 4$, $Q = 1000\mu s$, $p_{\min} = 10ms$, $p_{\max} = 100ms$, and (a) WSS = 4K (preemption cost = $8\mu s$; migration cost = $8\mu s$), (b) WSS = 64K (preemption cost = $58\mu s$; migration cost = $64\mu s$), and (c) WSS = 128K (preemption cost = $116\mu s$; migration cost = $136\mu s$),
Impact of preemption and migration costs. To study the impact of preemption and migration costs on the various algorithms, we will consider Figures 9.19–9.24 which plot the results for the three preemption and migration costs considered when $M = 4$. Comparing corresponding insets of Figures 9.19, 9.21, and 9.23, which are for WSSs of 4K (preemption cost = $16 \mu s$, migration cost = $16 \mu s$), 64K (preemption cost = $116 \mu s$, migration cost = $128 \mu s$), and 128K (preemption cost = $232 \mu s$, migration cost = $272 \mu s$), respectively, it is evident that EPDF and EDF-sliced are impacted the most by increasing preemption and migration costs. This is in line with the fact that under EPDF and EDF-sliced, each job can be charged with the cost of multiple migrations, whereas under the remaining algorithms, each job is charged with exactly one migration or preemption cost. Considering the remaining algorithms, g-NP-EDF is unaffected as it suffers no preemptions or migrations, and g-EDF is impacted by approximately equal extents at all per-task utilization ranges, whereas the impact to p-EDF and EDF-fm is higher at lower per-task utilizations. This trend observed with p-EDF and EDF-fm is due to the fact that under these algorithms, as task utilizations increase, schedulability is more adversely impacted by difficulties in partitioning tasks among processors than by preemption overheads. Some other trends to observe are as follows. Though g-EDF is impacted by increasing preemption and migration costs, its performance is comparable to that of g-NP-EDF for all WSSs even when total utilization is as high as 90%. The schedulability of g-EDF is higher than that of p-EDF for all WSSs considered, and that of EPDF and EDF-sliced are higher than that of p-EDF when tasks are predominantly heavy, again, for all WSSs).

Comparing the tardiness bounds reported in Figures 9.20, 9.22, and 9.24, trends among the insets of any figure are as described in the context of the impact of task utilization costs. Not much difference is exhibited by corresponding insets of figures associated with different preemption and migration costs.

Impact of $M$. Barring a few exceptions, varying $M$ while keeping other parameters fixed (or, in the case of preemption and migration costs normalized with respect to $M$), worsens schedulability equally for all the algorithms. For example, compare corresponding insets of Figures 9.6 and 9.19 or of Figures 9.8 and 9.21. This is due to the assumption that preemption and migration costs increase linearly with increasing $M$. Therefore, the impact is higher when higher normalized (base) preemption and migration costs are assumed. One significant deviation from this general trend is that the loss incurred by EDF-fm is significantly higher when moving from $M = 2$ to $M = 4$ when task utilizations are high. This is due to the
difficulties in task assignment with heavy tasks on more than two processors. In a somewhat similar vein, EPDF and EDF-sliced take a heavy hit when moving from $M = 4$ to $M = 8$ for periods in the range $[10, 100]$ due to high migration costs. It can also be seen that tardiness bounds guaranteed by the non-partitioned EDF algorithms increase with increasing $M$.

**Impact of task periods.** As discussed earlier, for algorithms other than EPDF and EDF-sliced, most overheads, with the significant exception of the tick-scheduling overhead, charged per unit of execution cost of a job, decrease with increasing base execution costs (and hence, increasing task periods for a given task utilization). (The tick-scheduling overhead charged per unit of job execution cost is independent of the total execution cost of a job.) Therefore, for these algorithms, in general, the larger the job size, the lower the overheads. A rough estimate of the improvement in schedulability, if any, as the range for periods is increased from $[10, 100]$ to $[100, 500]$ for a given per-task utilization range can be discerned by comparing corresponding insets of any two schedulability figures that differ only in the period parameter. Since preemption and migration costs constitute the predominant overhead, gains are the highest when migration costs are the highest. For example, compare Figures 9.23 and 9.29, $[p_{\text{min}}, p_{\text{max}}]$ is $[10, 100]$ for the former and $[100, 500]$ for the latter. Preemption and migration costs are $232\mu s$ and $272\mu s$, respectively, in both these figures. In inset (a) of the first figure, the percentage of schedulable task sets for $g$-EDF is zero when base total utilization is 3.9, whereas it is close to 20% in the second figure. Similar, though slightly lower, gains can be observed for $g$-EDF in the other insets also. For $p$-EDF and EDF-fm, gains are noticeably higher for lower per-task utilizations than for higher per-task utilizations. This trend again, as explained in other contexts, is due to the fact that difficulties in partitioning more adversely impact schedulability than the other overheads as task utilizations increase.

Considering the remaining three algorithms, surprisingly, schedulability improves significantly for EPDF, which can be attributed to a decrease in the rounding overhead with increasing execution cost (regardless of the period). Though schedulability seems to be decreasing for EDF-sliced and $g$-NP-EDF, this trend is simply an artifact of the bin sizes used on the $x$-axis. In our schedulability plots, each point along the $x$-axis spans a utilization range that is 0.1 units wide; for instance, point 3.0 corresponds to the range $[3.0, 3.1)$. With larger periods, the distribution of total utilizations of task sets is skewed toward the higher end of the range, i.e., within a range, more task sets are generated with total base utilizations in the higher end, and hence, more are found to be not schedulable. For instance, if our point of interest along the
---

The $x$-axis is 3.8 and the associated utilization range is $[3.8, 3.9)$, then the total base utilization is above, say, 3.85, for far more task sets when the task periods are larger than when shorter. This argument is further corroborated by the observation that differences in schedulability can be observed only at the final one or two points in the plot for shorter periods at which schedulability is less than 100%, but significantly higher than 0%. We expect this perceived, apparent difference will be rectified if the bin size along the $x$-axis is decreased. The reason for the skew in the distribution of utilizations, though, is not very clear.

**Impact of the quantum size.** The impact of the quantum size $Q$ can be seen by comparing the schedulability plots of Figures 9.19–9.29 with those of Figures 9.45–9.50. $Q$ is 1ms for the figures in the first set and 5ms for those in the second set. The increase in schedulability is the highest for EDF-sliced, with higher gains at higher migration costs, since the number of sub-jobs, and hence, the migration overhead decreases with increasing quantum size. EDF-sliced also benefits from lower scheduling overhead at higher quantum sizes. Though the number of subtasks decreases for EPDF also with increasing $Q$, leading to a decrease in migration and scheduling overhead, rounding error increases with increasing $Q$. At low migration cost (WSS=4K and WSS=64K), in our experiments, the increase in rounding error is not less than the decrease in migration and scheduling overhead, and hence, overall, EPDF incurs a loss. When migration cost is higher (WSS=128K), schedulability increases for EPDF as the decrease in the other overhead more than compensate for the increase in rounding overhead. An increase in schedulability can be observed for the remaining algorithms also. This is due to the decrease in tick-scheduling overhead with increasing quantum sizes.

To summarize, our findings are as follows. These findings are subject to our assumptions holding and are with respect to the task sets generated. First, schedulability is highest under g-NP-EDF; however, tardiness bounds are also higher under it than under the other algorithms. Hence, g-NP-EDF may be used if no other algorithm is capable of scheduling the system at hand and if the tardiness bound that it can guarantee is tolerable. Second, unless migration costs and total utilization are both high, in most cases, g-EDF closely trails g-NP-EDF in terms of schedulability while guaranteeing a tardiness bound that is lower than that of g-NP-EDF by approximately a value equal to the average execution cost. Similarly, when task utilizations are low, EDF-fm exhibits good schedulability and guarantees lower tardiness (sometimes by a significant amount) than both g-EDF and g-NP-EDF. Finally, except when the per-task utilization range or the total base utilization is low, schedulability is somewhat low under
the remaining three algorithms (EPDF, EDF-sliced, and p-EDF). However, tardiness is either zero or minimal under these algorithms for schedulable task systems. Among these three algorithms, p-EDF performs better than EPDF and EDF-sliced (in terms of schedulability) if task utilizations are low and the total utilization is approximately 90%, while at higher per-task utilizations, EPDF and EDF-sliced fare much better. One of these algorithms may be preferable for systems with low per-task and / or total utilizations.
Figure 9.20: Comparison of tardiness bounds for $M = 4$, $Q = 1000\mu s$, $p_{\text{min}} = 10ms$, $p_{\text{max}} = 100ms$, WSS = 4K (preemption cost = $16\mu s$, migration cost = $16\mu s$), and (a) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.5)$, (b) $[u_{\text{min}}, u_{\text{max}}] = [0.3, 0.7)$, (c) $[u_{\text{min}}, u_{\text{max}}] = [0.5, 0.9)$, and (d) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.9)$.
Figure 9.21: Schedulability comparison for $M = 4$, $Q = 1000\mu s$, $p_{\text{min}} = 10ms$, $p_{\text{max}} = 100ms$, $WSS = 64K$ (preemption cost = $116\mu s$, migration cost = $128\mu s$), and (a) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.5)$, (b) $[u_{\text{min}}, u_{\text{max}}] = [0.3, 0.7)$, (c) $[u_{\text{min}}, u_{\text{max}}] = [0.5, 0.9)$, and (d) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.9)$. 
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Figure 9.22: Comparison of tardiness bounds for $M = 4$, $Q = 1000\mu s$, $p_{\text{min}} = 10ms$, $p_{\text{max}} = 100ms$, WSS = 64K (preemption cost = 116\mu s, migration cost = 128\mu s), and (a) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.5)$, (b) $[u_{\text{min}}, u_{\text{max}}] = [0.3, 0.7)$, (c) $[u_{\text{min}}, u_{\text{max}}] = [0.5, 0.9)$, and (d) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.9)$. 
Figure 9.23: Schedulability comparison for $M = 4$, $Q = 1000\mu s$, $p_{\text{min}} = 10ms$, $p_{\text{max}} = 100ms$, WSS = 128K (preemption cost = 232$\mu$s, migration cost = 272$\mu$s), and (a) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.5]$, (b) $[u_{\text{min}}, u_{\text{max}}] = [0.3, 0.7]$, (c) $[u_{\text{min}}, u_{\text{max}}] = [0.5, 0.9]$, and (d) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.9]$. 
Figure 9.24: Tardiness bounds results for $M = 4$, $Q = 1000\mu s$, $p_{\text{min}} = 10ms$, $p_{\text{max}} = 100ms$, WSS = 128K Comparison of tardiness bounds for $M = 4$, $Q = 1000\mu s$, $p_{\text{min}} = 10ms$, $p_{\text{max}} = 100ms$, WSS = 128K (preemption cost = 232$\mu$s, migration cost = 272$\mu$s), and (a) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.5]$, (b) $[u_{\text{min}}, u_{\text{max}}] = [0.3, 0.7]$, (c) $[u_{\text{min}}, u_{\text{max}}] = [0.5, 0.9]$, and (d) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.9]$.
Figure 9.25: Schedulability comparison for $M = 4$, $Q = 1000\mu s$, $p_{\min} = 100ms$, $p_{\max} = 500ms$, WSS = 4K (preemption cost = 16\mu s, and migration cost = 16\mu s), and (a) $[u_{\min}, u_{\max}] = [0.1, 0.5]$, (b) $[u_{\min}, u_{\max}] = [0.3, 0.7]$, (c) $[u_{\min}, u_{\max}] = [0.5, 0.9]$, and (d) $[u_{\min}, u_{\max}] = [0.1, 0.9]$. 
Figure 9.26: Comparison of tardiness bounds for $M = 4$, $Q = 1000\mu s$, $p_{\min} = 100ms$, $p_{\max} = 500ms$, WSS = 4K (preemption cost = 16$\mu$s, migration cost = 16$\mu$s), and (a) $[u_{\min}, u_{\max}] = [0.1, 0.5)$, (b) $[u_{\min}, u_{\max}] = [0.3, 0.7)$, (c) $[u_{\min}, u_{\max}] = [0.5, 0.9)$, and (d) $[u_{\min}, u_{\max}] = [0.1, 0.9)$. 
Figure 9.27: Schedulability comparison for $M = 4$, $Q = 1000\mu s$, $p_{\text{min}} = 100ms$, $p_{\text{max}} = 500ms$, WSS = 64K (preemption cost = 116\mu s, migration cost = 128\mu s), and (a) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.5]$, (b) $[u_{\text{min}}, u_{\text{max}}] = [0.3, 0.7]$, (c) $[u_{\text{min}}, u_{\text{max}}] = [0.5, 0.9]$, and (d) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.9]$. 
Figure 9.28: Comparison of tardiness bounds for $M = 4$, $Q = 1000\mu s$, $p_{\min} = 100ms$, $p_{\max} = 500ms$, WSS = 64K (preemption cost = 116$\mu s$, migration cost = 128$\mu s$), and (a) $[u_{\min}, u_{\max}) = [0, 1, 0.5)$, (b) $[u_{\min}, u_{\max}) = [0.3, 0.7)$, (c) $[u_{\min}, u_{\max}) = [0.5, 0.9)$, and (d) $[u_{\min}, u_{\max}) = [0.1, 0.9)$. 

Figure 9.29: Schedulability comparison for $M = 4, Q = 1000\mu s, p_{\text{min}} = 100ms, p_{\text{max}} = 500ms$, WSS = 128K (preemption cost = 232$\mu$s, migration cost = 272$\mu$s), and (a) $[u_{\text{min}}, u_{\text{max}}) = [0.1, 0.5)$, (b) $[u_{\text{min}}, u_{\text{max}}) = [0.3, 0.7)$, (c) $[u_{\text{min}}, u_{\text{max}}) = [0.5, 0.9)$, and (d) $[u_{\text{min}}, u_{\text{max}}) = [0.1, 0.9)$.
Figure 9.30: Comparison of tardiness bounds for $M = 4$, $Q = 1000\mu s$, $p_{\min} = 100ms$, $p_{\max} = 500ms$, WSS = 128K (preemption cost = 232$\mu$s, migration cost = 272$\mu$s), and (a) $[u_{\min}, u_{\max}] = [0.1, 0.5)$, (b) $[u_{\min}, u_{\max}] = [0.3, 0.7)$, (c) $[u_{\min}, u_{\max}] = [0.5, 0.9)$, and (d) $[u_{\min}, u_{\max}] = [0.1, 0.9)$. 
Figure 9.31: Schedulability comparison with task utilizations distributed bimodally between the ranges $[0.1, 0.5]$ and $[0.5, 0.9]$ with probabilities 0.1 and 0.9, respectively, for $M = 4$, $Q = 1000\mu s$, $p_{\min} = 10ms$, $p_{\max} = 100ms$, and (a) WSS = 4K (preemption cost = $16\mu s$; migration cost = $16\mu s$), (b) WSS = 64K (preemption cost = $116\mu s$; migration cost = $128\mu s$), and (c) WSS = 128K (preemption cost = $232\mu s$; migration cost = $272\mu s$),
Figure 9.32: Schedulability comparison for $M = 8$, $Q = 1000\mu s$, $p_{min} = 10ms$, $p_{max} = 100ms$, WSS = 4K (preemption cost = 32$\mu$s, and migration cost = 32$\mu$s), and (a) $[u_{min}, u_{max}) = [0.1, 0.5)$, (b) $[u_{min}, u_{max}) = [0.3, 0.7)$, (c) $[u_{min}, u_{max}) = [0.5, 0.9)$, and (d) $[u_{min}, u_{max}) = [0.1, 0.9)$. 
Figure 9.33: Comparison of tardiness bounds for $M = 8$, $Q = 1000\mu s$, $p_{\min} = 10ms$, $p_{\max} = 100ms$, WSS = 4K (preemption cost = $32\mu s$, migration cost = $32\mu s$), and (a) $[u_{\min}, u_{\max}] = [0.1, 0.5)$, (b) $[u_{\min}, u_{\max}] = [0.3, 0.7)$, (c) $[u_{\min}, u_{\max}] = [0.5, 0.9)$, and (d) $[u_{\min}, u_{\max}] = [0.1, 0.9)$. 
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Figure 9.34: Schedulability comparison for $M = 8$, $Q = 1000\mu s$, $p_{\text{min}} = 10ms$, $p_{\text{max}} = 100ms$, WSS = 64K (preemption cost = 232$\mu s$, migration cost = 256$\mu s$), and (a) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.5)$, (b) $[u_{\text{min}}, u_{\text{max}}] = [0.3, 0.7)$, (c) $[u_{\text{min}}, u_{\text{max}}] = [0.5, 0.9)$, and (d) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.9)$. 
Figure 9.35: Comparison of tardiness bounds for $M = 8$, $Q = 1000\mu s$, $p_{min} = 10ms$, $p_{max} = 100ms$, WSS = 64K (preemption cost = 232$\mu$s, migration cost = 256$\mu$s), and (a) $[u_{min}, u_{max}] = [0.1, 0.5]$, (b) $[u_{min}, u_{max}] = [0.3, 0.7]$, (c) $[u_{min}, u_{max}] = [0.5, 0.9]$, and (d) $[u_{min}, u_{max}] = [0.1, 0.9]$. 
Figure 9.36: Schedulability comparison for $M = 8$, $Q = 1000\mu s$, $p_{\text{min}} = 10ms$, $p_{\text{max}} = 100ms$, WSS = 128K (preemption cost = 464$\mu s$, migration cost = 544$\mu s$), and (a) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.5)$, (b) $[u_{\text{min}}, u_{\text{max}}] = [0.3, 0.7)$, (c) $[u_{\text{min}}, u_{\text{max}}] = [0.5, 0.9)$, and (d) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.9)$. 
Figure 9.37: Comparison of tardiness bounds for $M = 8$, $Q = 1000\mu s$, $p_{\min} = 10ms$, $p_{\max} = 100ms$, WSS = 128K (preemption cost = 464$\mu s$, migration cost = 544$\mu s$), and (a) $[u_{\min}, u_{\max}) = [0.1, 0.5)$, (b) $[u_{\min}, u_{\max}) = [0.3, 0.7)$, (c) $[u_{\min}, u_{\max}) = [0.5, 0.9)$, and (d) $[u_{\min}, u_{\max}) = [0.1, 0.9)$.
Figure 9.38: Schedulability comparison for $M = 8$, $Q = 1000\mu s$, $p_{\min} = 100 ms$, $p_{\max} = 500 ms$, WSS = 4K (preemption cost = 32$\mu s$, and migration cost = 32$\mu s$), and (a) $[u_{\min}, u_{\max}) = [0.1, 0.5)$, (b) $[u_{\min}, u_{\max}) = [0.3, 0.7)$, (c) $[u_{\min}, u_{\max}) = [0.5, 0.9)$, and (d) $[u_{\min}, u_{\max}) = [0.1, 0.9)$. 

Figure 9.39: Comparison of tardiness bounds for $M = 8$, $Q = 1000\mu s$, $p_{\min} = 100ms$, $p_{\max} = 500ms$, WSS = 4K (preemption cost = 32\mu s, migration cost = 32\mu s), and (a) $[u_{\min}, u_{\max}] = [0.1, 0.5]$, (b) $[u_{\min}, u_{\max}] = [0.3, 0.7]$, (c) $[u_{\min}, u_{\max}] = [0.5, 0.9]$, and (d) $[u_{\min}, u_{\max}] = [0.1, 0.9]$. 
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Figure 9.40: Schedulability comparison for $M = 8$, $Q = 1000\mu s$, $p_{\text{min}} = 100ms$, $p_{\text{max}} = 500ms$, WSS = 64K (preemption cost = 232\mu s, migration cost = 256\mu s), and (a) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.5)$, (b) $[u_{\text{min}}, u_{\text{max}}] = [0.3, 0.7)$, (c) $[u_{\text{min}}, u_{\text{max}}] = [0.5, 0.9)$, and (d) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.9)$.
Figure 9.41: Comparison of tardiness bounds for $M = 8$, $Q = 1000\mu s$, $p_{\text{min}} = 100ms$, $p_{\text{max}} = 500ms$, WSS = 64K (preemption cost = 232$\mu s$, migration cost = 256$\mu s$), and (a) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.5)$, (b) $[u_{\text{min}}, u_{\text{max}}] = [0.3, 0.7)$, (c) $[u_{\text{min}}, u_{\text{max}}] = [0.5, 0.9)$, and (d) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.9)$. 
Figure 9.42: Schedulability comparison for $M = 8$, $Q = 1000\mu s$, $p_{\text{min}} = 100ms$, $p_{\text{max}} = 500ms$, WSS = 128K (preemption cost = 464\mu s, migration cost = 544\mu s), and (a) $[u_{\text{min}}, u_{\text{max}}) = [0.1, 0.5)$, (b) $[u_{\text{min}}, u_{\text{max}}) = [0.3, 0.7)$, (c) $[u_{\text{min}}, u_{\text{max}}) = [0.5, 0.9)$, and (d) $[u_{\text{min}}, u_{\text{max}}) = [0.1, 0.9)$. 
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Figure 9.43: Comparison of tardiness bounds for $M = 8$, $Q = 1000\mu s$, $p_{\text{min}} = 100ms$, $p_{\text{max}} = 500ms$, WSS = 256K (preemption cost = 464\mu s, migration cost = 544\mu s), and (a) $[u_{\text{min}}, u_{\text{max}}) = [0.1, 0.5)$, (b) $[u_{\text{min}}, u_{\text{max}}) = [0.3, 0.7)$, (c) $[u_{\text{min}}, u_{\text{max}}) = [0.5, 0.9)$, and (d) $[u_{\text{min}}, u_{\text{max}}) = [0.1, 0.9)$. 
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Figure 9.44: Schedulability comparison with task utilizations distributed bimodally between the ranges [0.1, 0.5) and [0.5, 0.9) with probabilities 0.1 and 0.9, respectively, for $M = 8$, $Q = 1000\mu s$, $p_{\text{min}} = 10ms$, $p_{\text{max}} = 100ms$, and (a) WSS = 4K (preemption cost = 32$\mu$s; migration cost = 32$\mu$s), (b) WSS = 64K (preemption cost = 232$\mu$s; migration cost = 256$\mu$s), and (c) WSS = 128K (preemption cost = 464$\mu$s; migration cost = 544$\mu$s),
Figure 9.45: Schedulability comparison for $M = 4$, $Q = 5000\mu s$, $p_{\text{min}} = 10ms$, $p_{\text{max}} = 100ms$, WSS = 4K (preemption cost = 16$\mu s$, and migration cost = 16$\mu s$), and (a) $[u_{\text{min}}, u_{\text{max}}) = [0, 0.5)$, (b) $[u_{\text{min}}, u_{\text{max}}) = [0.3, 0.7)$, (c) $[u_{\text{min}}, u_{\text{max}}) = [0.5, 0.9)$, and (d) $[u_{\text{min}}, u_{\text{max}}) = [0.1, 0.9)$. 
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Figure 9.46: Schedulability comparison for $M = 4$, $Q = 5000\mu s$, $p_{\min} = 10ms$, $p_{\max} = 100ms$, WSS = 64K (preemption cost = 116$\mu$s, migration cost = 128$\mu$s), and (a) $[u_{\min}, u_{\max}) = [0.1, 0.5)$, (b) $[u_{\min}, u_{\max}) = [0.3, 0.7)$, (c) $[u_{\min}, u_{\max}) = [0.5, 0.9)$, and (d) $[u_{\min}, u_{\max}) = [0.1, 0.9)$.  
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Figure 9.47: Schedulability comparison for $M = 4, Q = 5000\mu s, p_{\text{min}} = 10 ms, p_{\text{max}} = 100 ms, WSS = 128K$ (preemption cost = $232 \mu s$, migration cost = $272 \mu s$), and (a) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.5]$, (b) $[u_{\text{min}}, u_{\text{max}}] = [0.3, 0.7]$, (c) $[u_{\text{min}}, u_{\text{max}}] = [0.5, 0.9]$, and (d) $[u_{\text{min}}, u_{\text{max}}] = [0.1, 0.9]$. 
Figure 9.48: Schedulability comparison for $M = 4$, $Q = 5000\mu s$, $p_{\min} = 100ms$, $p_{\max} = 500ms$, $WSS = 4K$ (preemption cost = 16$\mu s$, and migration cost = 16$\mu s$), and (a) $[u_{\min}, u_{\max}] = [0.1, 0.5)$, (b) $[u_{\min}, u_{\max}] = [0.3, 0.7)$, (c) $[u_{\min}, u_{\max}] = [0.5, 0.9)$, and (d) $[u_{\min}, u_{\max}] = [0.1, 0.9)$. 


Figure 9.49: Schedulability comparison for $M = 4, Q = 5000\mu s, p_{min} = 100ms, p_{max} = 500ms$, WSS = 64K (preemption cost = 116\mu s, migration cost = 128\mu s), and (a) $[u_{min}, u_{max}) = [0.1, 0.5)$, (b) $[u_{min}, u_{max}) = [0.3, 0.7)$, (c) $[u_{min}, u_{max}) = [0.5, 0.9)$, and (d) $[u_{min}, u_{max}) = [0.1, 0.9)$. 
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Figure 9.50: Schedulability comparison for $M = 4$, $Q = 5000\mu s$, $p_{\min} = 100ms$, $p_{\max} = 500ms$, WSS = 128K (preemption cost = 232\mu s, migration cost = 272\mu s), and (a) $[u_{\min}, u_{\max}] = [0.1, 0.5)$, (b) $[u_{\min}, u_{\max}] = [0.3, 0.7)$, (c) $[u_{\min}, u_{\max}] = [0.5, 0.9)$, and (d) $[u_{\min}, u_{\max}] = [0.1, 0.9)$. 
9.5 Summary

In this chapter, we presented a simulation-based evaluation of \( p\text{-EDF} \) and the scheduling algorithms considered in this dissertation after accounting for some realistic overheads. Before presenting our evaluation, we described some significant practical overheads that can delay application tasks, showed how to account for those overheads under the different scheduling algorithms, and described the procedure we used to obtain some realistic values for the overheads. These real overheads were then used to drive an empirical study involving randomly-generated task sets to determine the percentage of task sets for which each algorithm can guarantee bounded tardiness and the maximum tardiness bound guaranteed on average. The results of our studies show that with respect to the task sets generated, the algorithms considered in this dissertation can guarantee bounded tardiness for a significant percentage of task sets that are not schedulable in a hard real-time sense. Furthermore, for each algorithm, conditions exist in which it may be the preferred choice.
Chapter 10

Conclusions and Future Work

In real-time systems research, enabling cost-effective implementations of soft real-time applications on multiprocessors is of growing importance. This is due to both an increase in the availability of affordable multiprocessor platforms, and the prevalence of applications with workloads necessitating multiprocessors and for which soft real-time guarantees are sufficient.

One crucial aspect of a cost-effective system design lies in the careful and efficient allocation of system resources to application tasks — the task of the system scheduler.

However, real-time scheduling theory has not kept pace in providing needed tools and techniques for multiprocessor-based soft real-time systems. Specifically, known scheduling algorithms either are theoretically optimal but can incur significant overhead, which can reduce the amount of useful work accomplished, or are non-optimal and have been analyzed only in the context of hard real-time systems, and as such, can require that the workload be restricted to roughly 50% of the available processing capacity. Thus, state-of-the-art scheduling techniques can be overkill for soft real-time systems, which can tolerate occasional or bounded deadline misses, and hence, allow for a trade-off between timeliness and improved resource utilization.

In this dissertation, we attempted to bridge this gap by analyzing some known algorithms in the context of guaranteeing bounded tardiness, designing a new algorithm specifically for soft real-time systems and analyzing it, and analyzing some relaxed variants of optimal Pfair algorithms. In this chapter, we conclude by summarizing the results presented in earlier chapters, and by enumerating and discussing some challenges that remain to be addressed.
10.1 Summary of Results

The thesis that this dissertation strived to support is that processor utilization can be improved on multiprocessors while providing non-trivial soft real-time guarantees for different recurrent soft real-time applications, whose preemption and migration overheads can span different ranges and whose tolerances to tardiness are different, by designing new algorithms, simplifying optimal algorithms, and developing new validation tests. In this section, we discuss results presented in support of this thesis.

In Chapter 4, we provided counterexamples that showed that improved resource utilization is not be possible for recurrent real-time task systems under partitioning algorithms or full-migration, static-priority algorithms even if bounded tardiness can be tolerated. Hence, in establishing our thesis, we focused on algorithms that use dynamic priorities (either restricted or unrestricted) and that allow some degree of migration. (Static-priority algorithms were not considered in general because as discussed in Section 1.4.2.2, within a migration class, such algorithms are strictly less powerful than and incur almost equal overhead as dynamic-priority algorithms.)

Analysis of preemptive and non-preemptive global EDF (g-EDF and g-NP-EDF). The elimination of partitioned and static-priority algorithms leaves the well-known EDF algorithm as an obvious first choice for consideration in soft real-time systems. Unlike optimal Pfair algorithms, EDF is a restricted dynamic-priority algorithm and incurs significantly less overhead. However, EDF suffers from the drawback that its schedulable utilization bound is low on multiprocessors. Specifically, on \( M \) processors, the worst-case schedulable utilization bound of g-EDF cannot exceed \( (M + 1)/2 \) and the corresponding value is still lower for g-NP-EDF. Thus, g-EDF and g-NP-EDF offered significant scope in improving processor utilization for soft real-time systems if bounded tardiness that is reasonable can be guaranteed under them. Motivated by this prospect, in Chapter 4 we considered determining the extent to which deadlines can be missed by otherwise feasible task systems under g-EDF and g-NP-EDF. We showed that on \( M \) processors, g-EDF and g-NP-EDF can guarantee tardiness bounds of \( \frac{\sum_{i=1}^{\Lambda} \epsilon_i - \epsilon_{\text{min}}}{M - \sum_{i=1}^{\Lambda} \mu_i} + e_k \) and \( \frac{\sum_{i=1}^{\Lambda + 1} \epsilon_i - \epsilon_{\text{min}}}{M - \sum_{i=1}^{\Lambda + 1} \mu_i} + e_k \), respectively, for each task \( T_k \) of every task system \( \tau \) with \( U_{\text{sum}} \leq M \). (\( \epsilon_i, \mu_i \), and \( \Lambda \) are defined in Section 4.2.) Though we do not believe the above bounds to be tight in general, as a special case, we derived a tardiness bound of \( (e_{\text{max}} + e_k)/2 \) for two-processor systems under g-EDF, and provided a counterexample to show that this result is close to being
tight. Further, as discussed in Chapter 4, the bounds are reasonable unless task utilizations and the number of processors are both high. Specifically, if task utilizations are at most 0.75 or the number of processors is at most eight, then the tardiness bounds guaranteed can be expected to be within tolerable limits. We expect most practical systems to adhere to these limits, and hence, the bounds derived should suffice for practical purposes.

**Design and analysis of EDF-fm.** Though migration and other overheads are lower under EDF than under optimal Pfair algorithms, migrations are still unrestricted. (Note that though g-NP-EDF eliminates job migrations by eliminating job preemptions, task migrations are still unrestricted.) This may be unappealing to some systems, especially to those with high inter- and intra-job migration costs and that cannot be partitioned. To address this issue, in Chapter 5 we proposed an algorithm called EDF-fm, which is based upon EDF, and treads a middle path, by restricting, but not eliminating, task migrations, and determined a tardiness bound that can be guaranteed under it. Specifically, under EDF-fm, the ability to migrate is required for at most $M - 1$ tasks, and it is sufficient that every such task migrate between two processors and at job boundaries only. EDF-fm, like global EDF, can ensure bounded tardiness to a sporadic task system as long as the available processing capacity is not exceeded, but unlike global EDF, in general, only if the maximum task utilization, $u_{\text{max}}$, is capped at 0.5. As $u_{\text{max}}$ increases, the ability of EDF-fm to guarantee bounded tardiness decreases. However, in our simulation studies, we found that on eight processors, EDF-fm could guarantee bounded tardiness to approximately 60% of the generated task sets even when $u_{\text{max}} = 1.0$.

Apart from deriving a tardiness bound that can be computed in $O(N)$ time but is somewhat pessimistic, we also derived a pair of iterative formulas for computing near-exact bounds, but which may require exponential time. In order to lower the tardiness observed in practice, we proposed several heuristics for assigning to processors those tasks that do not migrate under EDF-fm, and through extensive simulations, evaluated the efficacy of these heuristics in lowering the tardiness bound that can be guaranteed. Finally, we presented a simulation-based evaluation of the accuracy of both the tardiness bounds derived under the heuristic identified to be the best.

**Analysis of relaxed Pfair algorithms.** Though g-EDF and g-NP-EDF can guarantee bounded tardiness to every feasible task system, their tardiness bounds may be beyond the tolerance limits of some systems. For such systems, algorithms based on Pfair scheduling
may be better. Hence, in an attempt to enhance the applicability of Pfair scheduling for soft real-time systems, we considered relaxing some of its limiting restrictions.

First, we considered the earliest-pseudo-deadline-first (EPDF) Pfair scheduling algorithm, which avoids the use of tie-breaking rules, and hence, is more efficient than and preferable to optimal Pfair algorithms. EPDF is especially preferable in dynamic task systems with frequent changes in task composition or in systems implemented on less-powerful hardware platforms. However, EPDF is not optimal and deadlines can be missed under it if the number of processors exceeds two.

Before considering EPDF in the context of soft real-time systems, in Chapter 6, we determined a sufficient restriction on total system utilization for ensuring that no deadline will be missed under EPDF. Specifically, we showed that on $M$ processors, EPDF can correctly schedule every task system $\tau$ with total utilization at most

$$\min(M, \frac{\lambda M (\lambda (1+W_{\text{max}}) - W_{\text{max}}) + 1 + W_{\text{max}}}{\lambda^2 (1+W_{\text{max}})})$$

where $W_{\text{max}} = u_{\text{max}}(\tau)$ and $\lambda = \max(2, \lceil \frac{1}{W_{\text{max}}} \rceil)$. Apart from extending the applicability of EPDF for hard real-time systems, this result should also help in identifying the conditions for which the soft real-time scheduling results of EPDF are applicable.

In Chapter 7, we presented some soft real-time results for EPDF. We first showed that the prevailing conjecture that EPDF can guarantee a tardiness bound of one quantum to every feasible task system is false. Next, improving upon Srinivasan and Anderson’s result that EPDF can guarantee a tardiness bound of $q$ quanta, where $q \geq 1$, to every feasible task system with $W_{\text{max}} \leq \frac{q}{q+1}$, we showed that a significantly more liberal restriction of $W_{\text{max}} \leq \frac{q+2}{q+3}$ is sufficient for ensuring the same tardiness bound. Finally, we showed that if $W_{\text{max}}$ exceeds $\frac{q+2}{q+3}$, then on $M$ processors, a restriction of

$$\min(M, \frac{(q+1)W_{\text{max}} + (q+2)M + ((2q+1)W_{\text{max}} + 1)}{2(q+1)W_{\text{max}} + 2})$$

on the total system utilization of a task system is sufficient to ensure that tardiness for that task system under EPDF is at most $q$.

In Chapter 8, we considered relaxing a restriction of Pfair algorithms that periods and execution costs be specified as integers. We showed that if periods are non-integral, then under any Pfair algorithm, tardiness is worsened by at most two quanta. For handling non-integer execution costs, we proposed a simple algorithm called EDF-sliced, under which, each job (except perhaps the final sub-job) of a task is divided into equal-size sub-jobs that are scheduled using an NP-EDF scheduling policy. Since NP-EDF does not require integral execution costs, loss due to rounding is eliminated; tardiness is lowered due to slicing albeit at the expense of incurring some migration overhead. Hence, for this algorithm, sub-job sizes provide a trade-off between loss due to migrations and tardiness.
Performance evaluation. Finally, in Chapter 9 we presented a simulation-based evaluation of p-EDF and the scheduling algorithms considered in this dissertation after accounting for some realistic overheads. Before presenting our evaluation, we described some significant practical overheads that can delay application tasks, showed how to account for those overheads under the different scheduling algorithms, and described the procedure we used to obtain some realistic measurements for the overheads. These real overheads were then used to drive an empirical study involving randomly-generated task sets to determine the percentage of task sets for which each algorithm can guarantee bounded tardiness and the tardiness bound guaranteed on average. The results of our studies showed that with respect to the task sets generated, bounded tardiness is guaranteed by the algorithms considered in this dissertation for a significant percentage of task sets that are not schedulable in a hard real-time sense. Furthermore, for each algorithm, conditions exist in which it may be the preferred choice.

10.2 Other Related Work

In this section, we briefly discuss some work by us related to the topic of this dissertation that is presented elsewhere but is not included here.

Guaranteeing flexible tardiness bounds. One limitation of the tardiness bounds derived in this dissertation for the various algorithms is that they are applicable to every task in the task system under consideration. In other words, any task can incur maximum tardiness. This may not be acceptable to applications that consist of hard and soft real-time tasks or those that consist of soft tasks with different tardiness tolerances. In [52], we considered the issue of supporting task systems with some tasks whose tolerances to tardiness are lower than that guaranteed under g-EDF. As a solution, we proposed a new scheduling policy, called EDF-hl, that is a variant of g-EDF, and show that under EDF-hl, any tardiness, including zero tardiness, can be ensured for a limited number of privileged tasks, and that bounded tardiness can be guaranteed to the remaining tasks if their utilizations are restricted. EDF-hl reduces to EDF in the absence of privileged tasks.

Desynchronized Pfair scheduling. In [50], we considered relaxing a restriction of Pfair scheduling that requires quanta to be synchronized on processors and tasks to be allocated processor time in units of fixed-sized quanta. We showed that if this requirement, which may lead to wasted processor time, is relaxed, then under an otherwise optimal Pfair scheduling
algorithm, deadlines are missed by at most one quantum only, which is sufficient to provide soft real-time guarantees. This result can be shown to extend to most prior work on Pfair scheduling: In general, tardiness bounds guaranteed by non-optimal Pfair algorithms are worsened by at most one quantum only.

**Real-Time scheduling on multicore platforms.** In [11], we considered the architectural implications of multicore platforms for scheduling real-time tasks. Multicore architectures differ from conventional SMP architectures in that multiple processing units, referred to as processor cores, are housed in a single die. Most multicore designs additionally differ in the use of shared caches, which can be either on- or off-chip, for the various cores. While a shared cache has the potential to alleviate migration costs considerably, care must be taken to ensure that contention from tasks co-scheduled on the various cores does not lead to degraded performance. In prior work [57], Fedorova et al. observed that contention for shared caches can be a significant performance bottleneck in multicore systems and proposed a scheduling algorithm for improving throughput while executing non-real-time applications.

In [11], we considered the issue raised by Fedorova et al. in the context of scheduling real-time tasks. We proposed a hierarchical approach based on PD² for scheduling real-time tasks such that tasks that generate significant memory-to-L2 traffic are discouraged from being co-scheduled.

### 10.3 Future Work

We now discuss some of the challenges that remain in the area of multiprocessor-based soft real-time scheduling.

**Tightening the tardiness bounds.** Though this dissertation closes the problem of determining whether global EDF can guarantee bounded tardiness, the question remains as to how tight the bounds are. As mentioned earlier, our bounds can be high when the average task utilization is also high, say, above 0.8. While systems with such high-utilization tasks may be quite rare in practice, the problem of tightening the bounds is, nevertheless, theoretically important.

**Support for other task models.** This dissertation has determined some soft real-time guarantees that can be provided on multiprocessors when the workload is specified for the
worst case, does not exceed the available processing capacity, and every job needs to execute in its entirety. Relaxing these assumptions is an obvious next step in the progression of the theory of soft real-time scheduling on multiprocessors. As discussed in Chapter [2], considerable progress has been made in this direction on uniprocessors. Intelligently skipping entire jobs as in the skippable task model and the \((m,k)\)-firm model, or parts of them, as in the imprecise task model, can help in alleviating both long-term and transient short-term overloads for systems for which worst-case workload specifications are not pessimistic, \(i.e.,\) when the actual workload does not deviate significantly from what is specified. On the other hand, for applications whose workloads can vary widely over time, such as video-conferencing or animation games, reserving resources based on worst-case specifications can be extremely wasteful. For such applications, modeling task parameters using probabilistic distributions, and providing probabilistic guarantees may be better suited. Investigating the efficacy of alternative task models in the context of multiprocessors remains an open area of research.

### Scheduling aperiodic tasks.

In Chapter [2], we mentioned that one common approach for scheduling one-shot, aperiodic tasks that do not conform to any recurrent task model is by using server tasks. We also mentioned that, in general, a server task is either a periodic or a sporadic task and is assigned parameters based on the workload needs of the aperiodic tasks that it serves. However, assigning appropriate parameters for the server tasks is not simple (due to the variable nature of the aperiodic tasks), and on multiprocessors, is subject to additional complications than on uniprocessors [110].

While an ability to schedule aperiodic tasks independently in a stand-alone manner appears to be an attractive alternative, it is fraught with difficulties in ensuring that timing constraints will be met. This is because, for long-lived systems, offline analysis is simply infeasible due to the number of tasks, and online validation is not straightforward. Recently, Abdelzaher et al. considered scheduling aperiodic tasks in a stand-alone manner and developed utilization-based validation tests that can be applied at run-time for aperiodic tasks both on uniprocessors and multiprocessors [4, 3]. For this purpose, they defined a notion called *synthetic utilization* for aperiodic task sets that is based on the execution requirement and the relative deadline of each aperiodic task that has arrived, but not completed execution. They showed that, on unprocessors, maintaining synthetic utilization below \(\frac{1}{1+\sqrt{\frac{2}{3}}} (58.6\%)\) is sufficient to ensure that no deadlines will be missed under the deadline-monotonic scheduling policy. On multiprocessors, they were able to establish a similar bound only for *liquid tasks*, that is, tasks whose execution
requirements are infinitesimal in comparison to their relative deadlines.

On multiprocessors, one alternative to the approach of Abdelzaher et al. is to consider modeling aperiodic tasks using the extended sporadic task model proposed in Chapter 4 and use $g$-EDF as the scheduler. Intuition suggests that if bounded tardiness is tolerable, then the synthetic utilization can be up to 100% even for non-liquid tasks. It would be interesting to explore this idea further and evaluate it empirically.

**Improving overhead accounting.** In Chapter 9 we provided formulas for determining inflated WCETs of tasks that are sufficient to account for overheads incurred in practice. While the overhead costs that we determined are safe, it is unclear whether they are tight. Specifically, our assumption that under global algorithms, a preemption leads to a migration can be pessimistic. For example, if the number of tasks is small, say $M + 1$, it appears highly unlikely that each job preempts some job or each preemption leads to a migration. Furthermore, when jobs miss deadlines, there may be very few preemptions. Since migration costs are the most significant source of overhead, a better bound on the number of migrations has a high potential of lowering the amount of inflation needed and improving resource utilization. However, translating observations or intuitions into general results can be extremely difficult. To determine whether research in this direction is warranted, it may be helpful to determine, through simulations, the actual number of preemptions and migrations in schedules generated for random task sets.

**Real-time operating systems.** While most of the scheduling algorithms considered in this dissertation have been implemented in LITMUS$^{RT}$, currently support is provided only for scheduling independent, periodic tasks that are static. Adding support for sporadic tasks, and developing and implementing predictable and efficient techniques for supporting mutual exclusion and precedence constraints, and evaluating the different algorithms for sporadic, dynamic, and non-independent systems remain to be addressed. Furthermore, our evaluation was for small- to medium-sized conventional SMPs, and further work is needed for larger platforms, and other architectures, most notably, multicore platforms, as well. Finally, LITMUS$^{RT}$ currently uses tick scheduling for non-Pfair algorithms also. For such algorithms, it would be interesting to explore the viability of tickless implementations, wherein scheduling is entirely event driven.
Hierarchical scheduling for emerging architectures. Though existing multicore chips have only a modest number of cores, chips with 32 or more cores are expected within a decade \[100\]. As the number of cores increases, the complexity of cache configurations also increases as it may not be feasible for all cores to share a common cache at the lowest level. Hierarchical organizations, in which subsets of cores share common caches at the lowest level, with aggregation at higher levels is among the envisioned designs. In such designs, it may be preferable to limit task migrations to cores sharing lower level caches, and hence, hybrid scheduling algorithms, with elements of global and partitioned algorithms, may be needed. For instance, tasks can be partitioned among subsets of processor cores, and a global scheduling algorithm can be used for each subset. Note that, since the utilization of each task is at most one, the worst-case loss due to partitioning decreases as processor subset sizes increase. For example, if \(P\) denotes the number of subsets, \(n\) the number of cores per subset, and \(u_{\text{max}}\) the maximum utilization of any task, then a lower bound on the total utilization of a task set that cannot be partitioned is given by \(P \cdot n - (P - 1) \cdot u_{\text{max}}\). (Under traditional partitioning, \(P = M\) and \(n = 1\).) That is, the loss due to partitioning is at most \((P - 1) \cdot u_{\text{max}}\). When \(n = 4\), the percentage loss due to partitioning is at most \((P - 1) \cdot u_{\text{max}}/4P\); and when \(u_{\text{max}}\) is slightly over \(1/2\), this loss reduces to \((P - 1)/8P\), which is 12.5%. In contrast, the corresponding loss under traditional partitioning could be as high as 50%. Hence, if as expected, the cost of migrating among processors of the same subset is negligible, hybrid algorithms seem quite attractive. Further, it may even be possible to improve utilization by using techniques similar to those used in the design of EDF-fm. In any case, clearly, more research is needed on scheduling techniques for emerging architectures.

\[\text{It may be possible to determine a better bound than that provided here.}\]
Appendix A

Remaining Proofs from Chapter 4

In this appendix, we provide the proofs omitted in Chapter 4 and discuss what eliminating the assumption in (4.1) entails.

A.1 Proof of Lemma 4.4

We first prove Lemma 4.4. (Lemma 4.4 is necessary to establish the bound as given in (4.43) for g-EDF. Otherwise, only a looser bound of \( \sum_{i=1}^{\Lambda} \epsilon_i - \epsilon_{\min} \) can be established. The difference is in the second term of the denominator. Also, without Lemma 4.4 the bound derived for two processors would not be close to being tight.)

We begin by extending the notion of “displacements” developed in the context of Pfair scheduling and subtasks [105] to EDF and jobs.

**Displacements.** In proving Lemma 4.4, we consider removing one or more jobs from \( \tau \). Note that the resulting task system (composed of the remaining jobs) is still a valid concrete instantiation of \( \tau^N \). (We can simply assume either that jobs that are of the same task as any removed job and are released after that job are appropriately renumbered or that the actual execution costs of removed jobs are reduced to zero.) However, such job removals can cause one or more of the remaining jobs or job fragments to shift earlier in \( S \). A *job fragment* is defined with respect to a schedule, and is a portion of a job, which could potentially be a complete job, that executes continuously without preemption in some schedule under consideration. As described below, such shifts due to job removals can be reduced to a set of zero or more *disjoint* displacement chains comprised of job fragments of equal lengths. (If a job removal does not result in any change in the schedule for the remaining jobs, then the number of displacement chains is zero.) Each *displacement chain* \( \Delta_i \) is denoted \( (\Delta_{i,1}, \Delta_{i,2}, \ldots, \Delta_{i,n_i}) \) and is a sequence of \( n_i \) equal-length and disjoint displacements. \( L \) denotes the length of every job fragment in every displacement. Each *displacement* \( \Delta_{i,j} \) is a 4-tuple denoted \( (J^{(i,j)}, t_{i,j}, J^{(i,j+1)}, t_{i,j+1}) \), with the meaning that job fragment \( J^{(i,j+1)} \) scheduled at \( t_{i,j+1} \) displaces fragment \( J^{(i,j)} \) scheduled...
Figure A.1: Displacement chains resulting due to the removal of job $J_1$. (a) An example with simple shifts. (a)-(ii) Schedule for $J_2$ after the removal of $J_1$. (a)-(iii) A straightforward displacement chain, whose displacements are not of equal length. (a)-(iv) Decomposition of the displacement chain in (a)-(iii) into three chains of disjoint and equal-length displacements. (b) An example with complex shifts. In (a)-(iv) and (b), job fragments that are parts of the same displacement chain are shaded identically and are linked using arrows. Arrows point from the displacing to the displaced fragment of each displacement.

at $t_{i,j}$. Here $J^{(i,j)}$ is the displaced job fragment and $J^{(i,j+1)}$, the displacing fragment. The displacements are disjoint in the sense that fragments $J^{(i,j)}$ and $J^{(i,j+1)}$ are disjoint. However, the time intervals in which the fragments are scheduled may overlap. Similarly, the displacement chains are disjoint in that no two chains can share a common job fragment or fragments that are overlapping. Finally, it should be noted that the displacing and displaced job fragments of a displacement can be part of the same job.

Informally, displacement chain $\Delta_i$ denotes, in sequence, job fragments whose schedules are altered due to the removal of the fragment at its head, namely, $J^{(i,1)}$. Hence, it is required that the displacing and displaced job fragments (i.e., the second and first components) of two consecutive displacements in any chain be the same. Though it is not immediately obvious, it can be seen that by partitioning each removed job into as many fragments as necessary, all the shifts resulting from job removals can be reduced to a series of zero or more disjoint displacement chains of equal-length displacements. We will also make a reasonable assumption that the number of chains per removal is finite. Two examples are provided in Figure A.1. In the second example, the removed job $J$ is partitioned into five fragments. Each fragment except the last is the head of a displacement chain of job fragments, which are linked.

Finally, a note on notation: a $J$ with a two-tuple superscript as in $J^{(i,j)}$ denotes a fragment
of an arbitrary job, and not a fragment of job $J$.

A few auxiliary lemmas are needed in establishing Lemma 4.4 but first we state the following simple claim. The claim follows because if jobs all fully preemptable, then jobs in $\Psi$ are not impacted by those in $\overline{\Psi}$. Hence, a non-empty $\overline{\Psi}$ would contradict the assumption in (P2).

**Claim A.1** If $b_{\text{max}} = 0$ then $\overline{\Psi} = \emptyset$.

In the lemmas that follow, $b_{\text{max}} = 0$ holds. Hence, EDF-P-NP reduces to g-EDF. To simplify description, in the proofs, we will assume that the scheduler is g-EDF.

The lemma below concerns displacements and is quite intuitive. It follows from the work-conserving nature of g-EDF and our assumption that deadline ties are resolved consistently.

**Lemma A.1** If $b_{\text{max}} = 0$, then for every job removed from $\tau$, the resulting sequence of shifts in $S$ can be reduced to a set of zero or more displacement chains such that for each displacement $\Delta_{i,j}$ in each chain $\Delta_i$, $t_{i,j+1} > t_{i,j}$, i.e., every displacement is to the left.

We need one more lemma before proving Lemma 4.4.

**Lemma A.2** Let $[t, t')$, where $t < t' \leq t_d$, be a non-blocking, non-busy interval across which LAG for $\Psi$ is continually increasing. If $b_{\text{max}} = 0$, then there exists at least one job $J$ such that $J$’s deadline is at or after $t'$ and $J$ completes executing at or before $t$.

**Proof:** Contrary to the statement of the lemma, assume that there does not exist a job $J$ as defined. First, we establish a part of the lemma in the following claim.

**Claim A.2** There exists at least one job $J$ with deadline at or after $t'$ that completes executing before $t'$.

**Proof:** Suppose $J$ does not exist. Let $\hat{t}$ denote the latest of time $t$ and the latest deadline of any job that completes executing before $t'$. By our assumption that a job like $J$ does not exist, $\hat{t} < t'$ holds. Because $[\hat{t}, t')$ is a non-blocking, non-busy interval, there does not exist any instant in $[\hat{t}, t')$ at which a ready job from $\Psi$ is waiting. Furthermore, because $J$ does not exist, and by our choice of $t'$, there is no instant in $[\hat{t}, t')$ at which there is an active job in $\Psi$ that completed earlier, and hence, is not executing. Thus, there does not exist any instant in $[\hat{t}, t')$ where a task with an active or a pending job in $\Psi$ is not executing. Hence,
the total allocation at any instant \(u\) in the interval \([\hat{t}, t')\) to jobs in \(\Psi\) in \(S\) is
\[|\{\tau_i|\tau_i,j\text{ is in }\Psi\text{ and is active or pending at }u\}|,\]
which, by (4.17) and (4.15), is at least that those jobs receive in \(PS_{\tau}\). Therefore, by (4.19), LAG of \(\Psi\) at \(t'\) cannot exceed that at \(\hat{t}\). This contradicts the fact that LAG for \(\Psi\) is continually increasing in \([t, t')\).

Note that \(J\), as specified in the above claim, is not \(\tau_{\ell,j}\). Otherwise, since \(J\) completes executing before its deadline, its tardiness is zero which contradicts (P1). Next, we show that, \(J\) completes executing at or before \(t\). Assume to the contrary, and consider a concrete instantiation \(\tau'\) of \(\tau^N\) obtained by lowering the actual execution time of \(J\) such that \(J\) does not have to execute after \(t\). Let \(S'\) be a schedule for \(\tau'\) such that all ties among jobs are resolved the same way as in \(S\). Then in \(S'\), every job in \(\tau'\) except \(J\) is scheduled exactly in the same intervals as in \(S\). This is because no job of \(\Psi\) is ready but waiting at any instant in \([t, t')\) in \(S\), and hence, the fact that another processor becomes available in \([t, t')\) due to \(J\) not executing in that interval would not cause additional jobs from \(\Psi\) to execute in \([t, t')\). Since \(b_{\text{max}} = 0\), by Claim [A.1] \(\overline{\Psi} = \emptyset\). Hence, no change to the schedule for jobs in \(\Psi\) due to the displacement of jobs in \(\overline{\Psi}\) is possible. Thus, the completion time of every job in \(\Psi\) except \(J\) will be the same in both \(S\) and \(S'\). This contradicts (P3), since as explained above, \(J\) is not \(\tau_{\ell,j}\).

We are finally ready to prove Lemma 4.4

**Lemma 4.4** Let \([t, t')\), where \(t < t' \leq t_d\), be a non-blocking, non-busy interval across which LAG for \(\Psi\) is continually increasing. If \(b_{\text{max}} = 0\), then there exists at least one job \(J\) and some time \(\hat{t}\) such that \(d(J) \geq t'\), \(t \leq \hat{t} < t'\), and \(J\) executes continuously in \([\hat{t}, t')\).

**Proof:** By Lemma [A.2] there exists a job \(J'\) such that \(d(J') \geq t'\) and \(J'\) completes executing by \(t\). Because \(J'\) completes executing before its deadline, \(J'\) is not \(\tau_{\ell,j}\). Otherwise, (P1) is contradicted. Our proof is by contradiction. Hence, assume (A) below holds.

(A) \(J\) as described in the statement of the lemma does not exist.

We show that if (A) holds, then (P2) does not hold, and thereby derive a contradiction.

Consider a concrete instantiation \(\tau'\) of \(\tau^N\) obtained from \(\tau\) by removing \(J'\). (As explained above, \(J'\) is not \(\tau_{\ell,j}\).) Let \(S'\) be a \(g\)-EDF schedule for \(\tau'\) such that ties among jobs are resolved identically in \(S\) and \(S'\). To show that (P2) is contradicted, we show that if (A) holds, then the removal of \(J'\) does not result in any job fragment scheduled after \(t'\) in \(S\) (either partially or
fully, i.e., the fragment could have commenced execution before $t'$) to shift left to before $t'$ in $S'$. This would imply that no job fragments executing after $t'$, and in particular those of $\tau_{t,j}$, shift earlier, and hence all jobs scheduled after $t'$ have the same tardiness in both $S$ and $S'$.

Let the removal of $J'$ result in a sequence of left shifts for the remaining jobs and let these shifts be reduced to a set of equal-length, disjoint displacement chains. Our objective is to show that if some job fragment executing after $t'$ gets displaced to the left, then (A) is contradicted. Hence, assume that some job fragment scheduled after $t'$ undergoes a left shift. Because there is at least one displacement, the number of displacement chains is at least one, and by Lemma A.1 we have the following.

**(D1)** For every displacement $\Delta_{i,j}$ in every chain $\Delta_i$, $t_{i,j+1} > t_{i,j}$.

Also, the fragment at the head of each displacement chain is that of job $J'$, whose deadline is at or after $t'$. Therefore, by (D1), $\text{g-EDF}$ prioritizes $J'$ over the job of a fragment later in the chain. Hence, we have the following.

**(D2)** The deadline of the job of every fragment involved in every displacement is at least $t'$.

Let $\Delta_{i,k} = (J^{i,k}, t_{i,k}, J^{i,k+1}, t_{i,k+1})$ be a displacement such that $t_{i,k+1} + L \geq t'$, where $L$ is the length of every fragment in the displacement chains under consideration, and $t_{i,k} < t'$. In other words, the displacement shifts the job fragment $J^{i,k+1}$ either partially or fully to the left of $t'$. (By (D1), $t_{i,k} < t_{i,k+1}$ holds.) If $t_{i,k+1} < t'$, then because $t_{i,k+1} + L \geq t'$, $J^{i,k+1}$ executes in $S$ continuously in $[t_{i,k+1}, t')$, contradicting (A). On the other hand, if $t_{i,k+1} \geq t'$, then we argue as follows. Because $J^{i,k+1}$ is not executing before $t'$ in $S$ (implied by $t_{i,k+1} \geq t'$), the non-blocking, non-busy nature of $[t, t')$ and the fact that $J^{i,k+1}$ is executing before $t$ in $S'$ (implied by the displacement $\Delta_{i,k}$ and $t_{i,k} < t'$) imply that $J^{i,k+1}$ is not ready at $t'$ in $S$ because a prior job fragment, say, $J^p$, of the same task is executing there in $S$. It also follows that $J^{i,k+1}$ is ready in $S'$ before $t'$ because $J^p$ is displaced. By (D2), this implies that the deadline of the job of $J^p$ is at or after $t'$. But then, because $J^p$ is executing at $t'$, (A) is contradicted. Hence, if (A) holds, displacement $\Delta_{i,k}$ is not possible. That is, even if $J'$ is removed, no job fragment can shift to the left of $t'$, and so, the tardiness for every job completing execution after $t'$ in $S$, and in particular, for $\tau_{t,j}$, is the same in $S'$, as well, which contradicts (P2).
A.2 Proofs of Lemmas 4.7 and 4.8

**Lemma 4.7** The following properties hold for sets $\Gamma(k+c,\ell)$ and $\Pi(k+c,\ell)$ with $0 \leq \ell \leq k \leq N$ and $0 \leq c \leq N - k$, where $\Gamma$ and $\Pi$ are as defined in (4.3) and (4.4), respectively.

1. $\sum_{\tau_i \in \Gamma(k+c,\ell)} e_i + \sum_{\tau_i \in \Pi(k+c,\ell)} b_i \leq \sum_{\tau_i \in \Gamma(k,\ell)} e_i + \sum_{\tau_i \in \pi(k,\ell)} b_i + \sum_{i=1}^c \beta_i$.
2. $\sum_{\tau_i \in \Gamma(k+c,\ell)} e_i + \sum_{\tau_i \in \Pi(k+c,\ell)} b_i \geq \sum_{\tau_i \in \Gamma(k,\ell)} e_i + \sum_{\tau_i \in \pi(k,\ell)} b_i$.

**Proof:** Let $\tau'$ denote the set of all tasks with ranks from $k + 1$ to $k + c$ in a non-increasing ordering of the tasks by execution costs. Then, $|\tau'| = c$ (A.1) and $\Gamma(k+c,\ell) \cup \Pi(k+c,\ell) = \Gamma(k,\ell) \cup \Pi(k,\ell) \cup \tau'$ hold. Furthermore, $|\Gamma(k+c,\ell)| = |\Gamma(k,\ell)|$, $|\Pi(k+c,\ell)| = |\Pi(k,\ell)| + c$, and $\Pi(k,\ell) \subseteq \Pi(k+c,\ell)$ hold. (The final subset containment can be seen to hold as follows: if $\Gamma(k+1,\ell) = \Gamma(k,\ell)$, then $\Pi(k+1,\ell)$ includes the task with rank $k + 1$ in addition to every task in $\Pi(k,\ell)$; on the other hand, if the task with rank $k + 1$ is included in $\Gamma(k+1,\ell)$, then some task from $\Gamma(k,\ell)$ is added to $\Pi(k,\ell)$ to form $\Pi(k+1,\ell)$.) Define

$$A \subseteq \tau' \land B \subseteq \Gamma(k,\ell)$$

(A.2)

such that

$$\Gamma(k+c,\ell) = (\Gamma(k,\ell) \setminus B) \cup A$$

(A.3)

holds. Note that, by (A.2), $A \cap B = \emptyset$, and by (A.2), (A.3), and (4.4), the following hold.

$$|A| = |B|$$

(A.4)

$$\Pi(k+c,\ell) = \Pi(k,\ell) \cup (\tau' \setminus A) \cup B$$

(A.5)

Let $C = \tau' \setminus A$. Then,

$$\sum_{\tau_i \in \Gamma(k+c,\ell)} e_i + \sum_{\tau_i \in \Pi(k+c,\ell)} b_i = \sum_{\tau_i \in \Gamma(k,\ell)} e_i + \sum_{\tau_i \in A} e_i - \sum_{\tau_i \in B} e_i + \sum_{\tau_i \in \Pi(k,\ell)} b_i + \sum_{\tau_i \in C} b_i + \sum_{\tau_i \in B} b_i \quad \text{(by (A.2), (A.3), and (A.5))}$$
Finally, are in $\Gamma$

The above establishes Part (i). Part (ii) can be shown to hold as follows. Because tasks in $A$ are in $\Gamma^{(k+c,\ell)}$, whereas those in $B$ are in $\Pi^{(k+c,\ell)}$, by (4.3) and (4.4), we have

$$\left( \forall \tau_i, \tau_j : \tau_i \in A, \tau_j \in B : e_i - b_i \geq e_j - b_j \right).$$

(A.6)

Finally,

$$\sum_{\tau_i \in \Gamma^{(k+c,\ell)}} e_i + \sum_{\tau_i \in \Pi^{(k+c,\ell)}} b_i = \sum_{\tau_i \in \Gamma^{(k,\ell)}} e_i + \sum_{\tau_i \in \Pi^{(k,\ell)}} b_i + \sum_{\tau_i \in A} e_i + \sum_{\tau_i \in B} b_i + \sum_{\tau_i \in C} b_i,$$

(by (A.2), (A.3), and (A.4))

$$\geq \sum_{\tau_i \in \Gamma^{(k,\ell)}} e_i + \sum_{\tau_i \in \Pi^{(k,\ell)}} b_i + \sum_{\tau_i \in A} e_i + \sum_{\tau_i \in C} b_i,$$

(by (A.6), since $|A| = |B|$ by (A.4))

establishing Part (ii).

We prove two auxiliary lemmas before proving Lemma 4.8.

**Lemma A.3** \[3 \sum_{\tau_i \in \Gamma^{(k,\ell+c)}} e_i + \sum_{\tau_i \in \Pi^{(k,\ell+c)}} b_i \geq \sum_{\tau_i \in \Gamma^{(k,\ell)}} e_i + \sum_{\tau_i \in \Pi^{(k,\ell)}} b_i, \] where $0 \leq c \leq k \leq N$ and $0 \leq c \leq k - \ell$.

**Proof:** The proof is by induction on $c$. It is easy to see that the lemma holds trivially when $c = 0$, which forms the base case. For the induction hypothesis, assume that the lemma holds for all $c_i$ where $0 \leq c_i \leq c' < k - \ell$. For the induction step, we show that $\sum_{\tau_i \in \Gamma^{(k,\ell+c')}} e_i + \sum_{\tau_i \in \Pi^{(k,\ell+c')}} b_i \geq \sum_{\tau_i \in \Gamma^{(k,\ell)}} e_i + \sum_{\tau_i \in \Pi^{(k,\ell)}} b_i$, which, by the induction hypothesis establishes the lemma. By (4.2) and (4.3), $\Gamma^{(k,\ell+c')}$ includes one more task that is in $\Gamma^{(k)}$ in addition to every task in $\Gamma^{(k,\ell+c')}$. By (4.4), this additional task, say $\tau_j$, is from $\Pi^{(k,\ell+c')}$. Also, $\Pi^{(k,\ell+c')}$ contains every task in $\Pi^{(k,\ell+c')}$ except $\tau_j$. Therefore, \[
\sum_{\tau_i \in \Gamma^{(k,\ell+c')}} e_i + \sum_{\tau_i \in \Pi^{(k,\ell+c')}} b_i = \sum_{\tau_i \in \Gamma^{(k,\ell+c')}} e_i + e_j + \sum_{\tau_i \in \Pi^{(k,\ell+c')}} b_i - b_j \]
Let $\alpha$ and $\beta$ be any two disjoint subsets of tasks in $\tau$ such that $|\alpha| = k_2$ and $|\beta| = k_1$. Then, $\sum_{\tau_i \in \alpha} e_i + \sum_{\tau_i \in \beta} b_i \leq \sum_{\tau_i \in \Gamma(k_1, k_2)} e_i + \sum_{\tau_i \in \Pi(k_1, k_2)} b_i$. (because $e_j \geq b_j$)

Lemma A.4 Let $\alpha$ and $\beta$ be any two disjoint subsets of tasks in $\tau$ such that $|\alpha| = k_2$ and $|\alpha| + |\beta| = k_1$. Then, $\sum_{\tau_i \in \alpha} e_i + \sum_{\tau_i \in \beta} b_i \leq \sum_{\tau_i \in \Gamma(k_1, k_2)} e_i + \sum_{\tau_i \in \Pi(k_1, k_2)} b_i$.

Proof: To prove this lemma, we need to show that there do not exist disjoint subsets $\alpha$ and $\beta$ of $\tau$ with cardinalities $k_2$ and $k_1 - k_2$, respectively, such that the sum of the execution costs of tasks in $\alpha$ and the non-preemptive section costs of tasks in $\beta$ is greater than the sum of the execution costs of tasks in $\Gamma(k_1, k_2)$ and the non-preemptive costs of tasks in $\Pi(k_1, k_2)$.

Let $\tau' = \tau \setminus (\Gamma(k_1, k_2) \cup \Pi(k_1, k_2))$. Then, by (4.3), $\tau' = \tau \setminus \Gamma(k_1)$. By (4.3), $\Gamma(k_1, k_2) \subseteq \Gamma(k_1)$ holds. Therefore, by the definition in (4.2), no task in $\tau'$ has a higher execution cost than a task in $\Gamma(k_1, k_2)$. Similarly, by (4.4), $\Pi(k_1, k_2) \subseteq \Gamma(k_1)$ holds, and, hence, by (4.2) and (4.1), no task in $\tau'$ has a higher non-preemptive section cost than a task in $\Pi(k_1, k_2)$. Therefore, replacing a task in $\Gamma(k_1, k_2)$ or $\Pi(k_1, k_2)$ by a task in $\tau'$ will not lead to a pair of subsets $\alpha$ and $\beta$ such that the lemma is contradicted. Hence, we are left with showing that there do not exist subsets $\alpha$ and $\beta$, and tasks $\tau_i$ and $\tau_j$, such that $\alpha \cup \beta = \Gamma(k_1, k_2) \cup \Pi(k_1, k_2)$, $\tau_i \in \Gamma(k_1, k_2)$, and $\tau_j \in \Pi(k_1, k_2)$, and $\alpha = (\Gamma(k_1, k_2) \setminus \tau_i) \cup \{\tau_j\}$ and $\beta = (\Pi(k_1, k_2) \setminus \tau_j) \cup \{\tau_i\}$, for which $\sum_{\tau_i \in \alpha} e_i + \sum_{\tau_i \in \beta} b_i > \sum_{\tau_i \in \Gamma(k_1, k_2)} e_i + \sum_{\tau_i \in \Pi(k_1, k_2)} b_i$. (That is, we are left with showing that $\alpha$ and $\beta$ derived from $\Gamma(k_1, k_2)$ and $\Pi(k_1, k_2)$ by interchanging the set memberships of tasks $\tau_i$ and $\tau_j$ cannot contradict the lemma.) Since $\tau_i$ and $\tau_j$ are as defined, it suffices to show that $e_i + b_j \geq e_j + b_i$. For this, note that by the definitions in (4.3) and (4.4), $e_i - b_i \geq e_j - b_j$ holds, which implies $e_i + b_j \geq e_j + b_i$.

Lemma 4.8 Let $\alpha$ and $\beta$ be any two disjoint subsets of tasks in $\tau$ such that $|\alpha| \leq \ell$ and $|\alpha| + |\beta| \leq k$, where $0 \leq \ell \leq k \leq N$. Then, $\sum_{\tau_i \in \alpha} e_i + \sum_{\tau_i \in \beta} b_i \leq \sum_{\tau_i \in \Gamma(k_1, k_2)} e_i + \sum_{\tau_i \in \Pi(k_1, k_2)} b_i$.

Proof: By Lemma A.4, $\sum_{\tau_i \in \alpha} e_i + \sum_{\tau_i \in \beta} b_i \leq \sum_{\tau_i \in \Gamma(k_1, k_2)} e_i + \sum_{\tau_i \in \Pi(k_1, k_2)} b_i$ holds. By part (ii) of Lemma 4.7, $\sum_{\tau_i \in \Gamma(k_1, k_2)} e_i + \sum_{\tau_i \in \Pi(k_1, k_2)} b_i \leq \sum_{\tau_i \in \Gamma(k_1, k_2)} e_i + \sum_{\tau_i \in \Pi(k_1, k_2)} b_i$ holds. Lastly, by Lemma A.3, $\sum_{\tau_i \in \Gamma(k_1, k_2)} e_i + \sum_{\tau_i \in \Pi(k_1, k_2)} b_i \leq \sum_{\tau_i \in \Gamma(k_1, k_2)} e_i + \sum_{\tau_i \in \Pi(k_1, k_2)} b_i$ holds, establishing Lemma 4.8.
The assumption in (4.1) is used in Lemmas 4.9 and 4.10 in simplifying expressions involving execution costs and non-preemptive section costs of subsets of tasks in $\tau$. If (4.1) does not hold and if subsets $\Gamma$ and $\Pi$ are as defined in (4.3) and (4.4), respectively, then such simplifications, and hence, the bound in Theorem (4.1), cannot be shown to hold. In this section, we show how to define $\Gamma(k_1,k_2)$ and $\Pi(k_1,k_2)$ so that the tardiness bounds derived in Section 4.3 still hold (when the assumption in (4.1) is removed). Recall that $k_2 \leq k_1 \leq N$. (As mentioned in Section 4.2, the bound in Theorem 4.1 will be only slightly higher if $\Gamma(k_1,k_2)$ is simply defined as a subset of $k_2$ tasks of $\tau$ with the highest execution costs, and $\Pi(k_1,k_2)$ as a subset of $k_1 - k_2$ tasks with the highest non-preemptive costs, where the two subsets are not necessarily disjoint. However, if the overall bound is tightened further in the future, then the difference could be significant.)

As mentioned in Section 4.2 if (4.1) does not hold, then tasks for the subsets have to be chosen using an algorithm that is difficult to express as a closed-form expression. One such algorithm is given in Figure A.2.

Recall from Section 4.2 that tasks for $\Gamma(k_1,k_2)$ and $\Pi(k_1,k_2)$ are to be chosen such that there do not exist disjoint subsets $\tau_1$ and $\tau_2$ of $\tau$ with $k_2$ and $k_1 - k_2$ tasks, respectively, such that the sum of the execution costs of tasks in $\Gamma(k_1,k_2)$ and the non-preemptive section costs of tasks in $\Pi(k_1,k_2)$ is less than the sum of the execution costs of tasks in $\tau_1$ and the non-preemptive costs of tasks in $\tau_2$, i.e., Lemma A.4 holds.

For conciseness, let $\Gamma(k_1,k_2)$ and $\Pi(k_1,k_2)$ be denoted $\Gamma$ and $\Pi$ respectively. Based on how tasks are chosen in lines 11 and 6 of the task selection algorithm CHOOSE-\(\Gamma\)-\(\Pi\) in Figure A.2, we have the following.

$$|\Gamma_0| = |\Gamma_1| = |\Gamma| = k_2$$ \hspace{1cm} (A.7)

$$|\Pi_0| = |\Pi_1| = |\Pi| = k_1 - k_2$$ \hspace{1cm} (A.8)

$$\Gamma_1 \cup \Pi_1 = \Gamma_0 \cup \Pi_0 \quad \text{(by lines 3 and 4)}$$ \hspace{1cm} (A.9)

$$\forall \tau_i \in \Gamma_1, \tau_j \in \Pi_1 : e_i - b_i \leq e_j - b_j \quad \text{(by lines 3 and 4)}$$ \hspace{1cm} (A.10)

$$\Gamma \cap \Pi_1 = \Gamma \cap \Pi = \emptyset \quad \text{(by lines 5 and 4)}$$ \hspace{1cm} (A.11)

$$\Gamma_1 \cap \Pi_1 = \Gamma_0 \cap \Pi_0 = \emptyset \quad \text{(by lines 11 - 4)}$$ \hspace{1cm} (A.12)
Algorithm Choose-$\Gamma$-$\Pi$ $(k_1, k_2)$ \quad $\triangleright k_2 \leq k_1 \leq N$

\[\triangleright\] Ties in choosing tasks for the following subsets are resolved based on task indices

\begin{enumerate}
  \item $\Gamma_0 := \text{subset of } k_2 \text{ tasks of } \tau \text{ with highest execution costs};$
  \item $\Pi_0 := \text{subset of } k_1 - k_2 \text{ tasks of } \tau \setminus \Gamma_0 \text{ with highest non-preemptive section costs};$
  \item $\Gamma_1 := \text{subset of } k_2 \text{ tasks } \tau_i \text{ of } \Gamma_0 \cup \Pi_0 \text{ with highest values for } e_i - b_i;$
  \item $\Pi_1 := (\Gamma_0 \cup \Pi_0) \setminus \Gamma_1;$
  \item $\Gamma := \Gamma^{(k_1,k_2)} := k_2 \text{ tasks from } \tau \setminus \Pi_1 \text{ with highest execution costs};$
  \item $\Pi := \Pi^{(k_1,k_2)} := \Pi_1$
\end{enumerate}

Figure A.2: An algorithm for choosing tasks for $\Gamma^{(k_1,k_2)}$ and $\Pi^{(k_1,k_2)}$ when (4.1) does not hold.

By the assignments in lines 6 and 4,

\[\Pi \subseteq \Gamma_0 \cup \Pi_0 \tag{A.13}\]

holds.

Suppose $\Gamma \neq \Gamma_1$, and suppose $\tau_i$ is not in $\Gamma$ but is in $\Gamma_1$. Then, because the cardinalities of the two sets are equal, there exists a task $\tau_j$ that is not in $\Gamma_1$ but is in $\Gamma$. Also, because $\Gamma \cap \Pi_1 = \emptyset$ and $\tau_j$ is in $\Gamma$, it follows that $\tau_j$ is not in $\Pi_1$. Further, line 1 implies that the execution cost of any task in $\Gamma_0$ at least as much as that of a task not in $\Gamma_0$. Therefore, because $\tau_i$ is in $\Gamma_1$, but not in $\Gamma$, $|\Gamma_0| = |\Gamma|$ holds, and tasks are chosen in line 5 in non-increasing order of execution costs, $\tau_i$ cannot be in $\Gamma_0$. Hence by (A.9), $\tau_i$ is in $\Pi_0$. That is, the following holds.

\[\tau_i \notin \Gamma \land \tau_i \in \Gamma_1 \Rightarrow \tau_i \notin \Gamma_0 \land \tau_i \in \Pi_0 \land (\exists \tau_j \mid \tau_j \in (\tau \setminus (\Gamma_1 \cup \Pi_1)) \land \tau_j \in \Gamma) \tag{A.14}\]

Similarly, we have the following.

\[\tau_i \in \Gamma \land \tau_i \notin \Gamma_1 \Rightarrow (\exists \tau_j \notin \Gamma \land \tau_j \in \Gamma_1) \tag{A.15}\]

Let $\tau'$ denote the subset of all tasks of $\tau$ that are neither in $\Gamma$ nor in $\Pi$, \textit{i.e.},

\[\tau' = \tau \setminus (\Gamma \cup \Pi) \tag{A.16}\]

To show that Algorithm Choose-$\Gamma$-$\Pi$ satisfies the needed property (that the sum of the execution costs of tasks in $\Gamma$ and the non-preemptive section costs of tasks in $\Pi$ is at least as much as that of the execution costs of tasks in $\tau^1$ and the non-preemptive section costs
Proof of (A.17). (A.17) simply states that interchanging the memberships of two tasks \( \tau_i \) and \( \tau_j \) in \( \Gamma \) and \( \Pi \), respectively, is not needed. By (A.9), \( \Gamma_1 \cup \Pi_1 = \Gamma_0 \cup \Pi_0 \) and by the assignment in line 6, \( \Pi = \Pi_1 \). Hence, (A.17) holds for every \( \tau_i \) in \( \Gamma \) that is also in \( \Gamma_1 \) by the way tasks in \( \Gamma_1 \) and \( \Pi_1 \) are selected in lines 3 and 4, respectively. Therefore, for the rest of this proof assume \( \tau_i \) is not in \( \Gamma_1 \). Then, because \( \tau_i \) is in \( \Gamma \), by (A.15), there exists a \( \tau_k \) such that \( \tau_k \) is in \( \Gamma_1 \) but not in \( \Gamma \). By line 11 the execution cost of any task in \( \Gamma_0 \) is at least the execution cost of a task not in \( \Gamma_0 \). Hence, since tasks for \( \Gamma \) are chosen in non-increasing order of execution costs, and the cardinalities of \( \Gamma \) and \( \Gamma_0 \) are equal, \( \tau_k \notin \Gamma_0 \). Therefore, since \( \tau_k \) is in \( \Gamma_1 \), (A.9) implies that \( \tau_k \) is in \( \Pi_0 \). Since \( \tau_i \) is not in \( \Pi \) (because it is in \( \Gamma \)), by line 6, \( \tau_i \) is not in \( \Pi_1 \), and hence, not in \( \Gamma_1 \cup \Pi_1 \) (because as discussed above, it is not in \( \Gamma_1 \)), and by (A.9), not in \( \Gamma_0 \cup \Pi_0 \). So, because \( \tau_k \) is in \( \Pi_0 \),

\[
\begin{align*}
\tau_k \in & \quad \Gamma_0 \\
& \quad \Pi_1 \\
& \quad \Pi_0 \\
\end{align*}
\]

holds. Also, since \( \tau_k \) is in \( \Gamma_1 \) whereas \( \tau_j \) is in \( \Pi_1 \), the way tasks are selected in lines 3 and 4 implies that

\[
\begin{align*}
e_k - b_k & \geq e_j - b_j. \\
\end{align*}
\]

Finally, since \( \tau_k \) is not in \( \Gamma \), whereas \( \tau_i \) is, \( e_i \geq e_k \) holds. Therefore, by (A.20) and (A.21), \( e_i - b_i \geq e_j - b_j \) holds from which (A.17) follows.

Proof of (A.18). Is immediate from how tasks are chosen for \( \Gamma \) in line 5.

Proof of (A.19). If \( \tau_j \in \Pi_0 \), then (A.19) follows from the way tasks are chosen for \( \Pi_0 \) in line 2. Otherwise, since \( \tau_j \) belongs to \( \Pi \), and hence, by the assignment in line 6 to \( \Pi_1 \),

\[
\begin{align*}
\tau_j \in & \quad \Gamma_0 \\
& \quad \Pi_1 \\
& \quad \Pi_0 \\
\end{align*}
\]

holds.
by the assignment in line 4. By lines 1 and 5, the execution cost of a task in \( \Gamma_0 \) is at least that of a task not in \( (\Gamma \cup \Pi) \). Hence, by (A.22), and because \( \tau_k \notin (\Gamma \cup \Pi) \),

\[
e_j \geq e_k
\]

(A.23)

holds. We consider the following two cases.

**Case 1:** \( \tau_k \in \Gamma_1 \). Since \( \tau_k \notin \tau' \), \( \tau_k \notin \Gamma \). Therefore, by (A.14), \( \tau_k \notin \Gamma_0 \land \tau_k \in \Pi_0 \). Hence, since \( \tau_k \in \Pi_0 \) and \( \tau_j \in \Gamma_0 \) by (A.22), (and \( \tau_k \in \Gamma_1 \) and \( \tau_j \in \Pi_1 \)), by lines 4 and 3, \( e_k - b_k \geq e_j - b_j \) holds. Thus, \( b_k \leq b_j + e_k - e_j \) holds, which by (A.23) implies \( b_k \leq b_j \).

**Case 2:** \( \tau_k \notin \Gamma_1 \). Because the execution cost of a task in \( \Gamma_0 \) is at least that of a task not in that subset, and \( \tau_k \) is not in \( \Pi \) (and hence not in \( \Pi_1 \)), by (A.9),

\[
\tau_k \notin \Gamma_0 \land \tau_k \notin \Pi_0.
\]

(A.24)

Further, because \( \tau_j \) is in \( \Pi \) (and hence in \( \Pi_1 \)), and by (A.22) in \( \Gamma_0 \), (A.9) and (A.12) imply that there exists a \( \tau_\ell \) such that \( \tau_\ell \) is in \( \Pi_0 \) and in \( \Gamma_1 \). Therefore, the assignment in line 3 implies that \( e_\ell - b_\ell \geq e_j - b_j \). Thus, \( b_\ell \leq b_j + e_\ell - e_j \). Also, since \( \tau_\ell \) is in \( \Pi_0 \) while \( \tau_j \) is in \( \Gamma_0 \), the assignments in lines 4 and 2 imply that \( e_j \geq e_\ell \). Hence, it follows that \( b_\ell \leq b_j \). Since \( \tau_\ell \) is in \( \Pi_0 \), and by (A.24), \( \tau_k \) is in neither \( \Pi_0 \) nor \( \Gamma_0 \), \( b_k \leq b_\ell \) holds, which by \( b_\ell \leq b_j \) implies that \( b_k \leq b_j \).

To show that the bound in Theorem 4.1 holds if the two subsets are as given by Algorithm \textsc{Choose-}\( \Gamma\)-\( \Pi \), Lemmas 4.8 and 4.7 have to be shown to hold. Though these lemmas seem intuitive, formal proofs are quite lengthy, and have been omitted since the line of reasoning is similar to that used in Section A.2, where (4.1) is assumed to hold.
Appendix B

Derivation of a Schedulability Test for
Global Preemptive EDF

In this appendix, we derive a sufficient schedulability test for sporadic task systems under g-EDF using a lag-based reasoning. The availability of three different schedulability tests and analyses for g-EDF (those reported in [61], [20], and [33]) prompted and motivated us to extend and apply the techniques used in Chapter 4 with the hope of arriving at yet another and perhaps improved test. However, our efforts did not lead to a new test, but to the discovery of an already known test, namely, \( U_{sum}(\tau) \leq M - (M - 1)u_{\text{max}}(\tau) \), through an independent and a somewhat different approach. Yet, we consider the analysis that we have developed to be interesting in its own right. Furthermore, one important difference with respect to the previous analyses is that we show that any task system that passes the aforementioned test is schedulable on \( M \) processors even if its jobs may be early released. As shown in Chapter 8, a schedulability test for systems that may be early released can be used to show that, if practical considerations do not allow periods to be non-integral, then a tardiness bound of one quantum can be guaranteed for every task system that passes the test.

We present our lag-based analysis for g-EDF by proving the following theorem. Our approach is the same as that used in Chapter 4. We determine a lower bound on the total system lag, \( \text{LAG} \), that is necessary for a deadline miss, an upper bound on \( \text{LAG} \) that is possible for a task system, and use these to arrive at a schedulability test.

**Theorem B.1** On \( M \) processors, g-EDF correctly schedules every sporadic task system \( \tau \) with relative deadlines equal to periods (implicit deadlines) and whose jobs may be early released if \( U_{sum}(\tau) \leq M - (M - 1)u_{\text{max}}(\tau) \) holds.

**Proof:** Our proof is by contradiction. So, assume that the theorem does not hold. This assumption implies that there exist (i) a concrete instantiation \( \tau \) of a non-concrete task system \( \tau^N \), for which \( U_{sum}(\tau) = U_{sum}(\tau^N) \leq M - (M - 1)u_{\text{max}}(\tau) \) holds, and (ii) a g-EDF schedule \( S \) for \( \tau \) such that the following hold.
(P1) One or more jobs of $\tau$ with deadlines at time $t_d$ miss their deadlines in $\mathcal{S}$, and no job of $\tau$ with a deadline before $t_d$ misses its deadline.

(P2) No concrete instantiation of $\tau^N$ satisfying (P1) releases fewer jobs than $\tau$.

We claim the following based on (P1) and (P2).

**Claim B.1** The deadline of every job of $\tau$ is at or before $t_d$.

**Proof:** Under $g$-EDF, jobs with deadlines later than $t_d$ cannot interfere with those with deadlines at most $t_d$. Therefore, even if every job with a deadline later than $t_d$ is removed from $\tau$, there exists an $g$-EDF schedule in which every job that misses its deadline at $t_d$ in $\mathcal{S}$ will still miss its deadline. This contradicts (P2). $\blacksquare$

Claim [B.1] in turn, implies the following, establishing a lower bound on $\text{LAG}$ that is necessary for $\tau$ to miss a deadline at $t_d$.

**Claim B.2** $\text{LAG}(\tau, t_d, \mathcal{S}) > 0$.

**Proof:** Let $\tau_i$ be a task in $\tau$ that does not have a job that misses its deadline at $t_d$. Then, by Claim [B.1], no job of $\tau$ has a deadline after $t_d$, and hence, all jobs of $\tau_i$ complete executing by $t_d$ in both $\mathcal{S}$ and $\text{PS}_\tau$. Therefore, the total allocation to $\tau_i$ in $[0, t_d)$ is the same in both $\mathcal{S}$ and $\text{PS}_\tau$, implying that $\text{lag}(\tau_i, t_d, \mathcal{S}) = 0$.

Next, let $\tau_k$ be a task with a job that misses its deadline at $t_d$ in $\mathcal{S}$. Then, since in $\text{PS}_\tau$, all jobs of $\tau_k$ complete executing by $t_d$, the total allocation in $[0, t_d]$ to $\tau_k$ is higher in $\text{PS}_\tau$ than in $\mathcal{S}$. Hence, $\text{lag}(\tau_k, t_d, \mathcal{S}) > 0$ holds.

Thus, by (4.10), we can conclude that $\text{LAG}(\tau, t_d, \mathcal{S})$ is greater than zero. $\blacksquare$

Let $0 < t' \leq t_d$ denote the earliest instant in $[0, t_d)$ at which

$$\text{LAG}(\tau, t', \mathcal{S}) > 0$$

holds. By Claim [B.2] and because $\text{LAG}(\tau, 0, \mathcal{S}) = 0$, $t'$ is well defined. We next turn to determining an upper bound on $\text{LAG}$ for $\tau$ at $t'$.

By (4.10), the $\text{LAG}$ of $\tau$ at $t'$ is equal to the sum of the $\text{lag}$s of all its tasks. Therefore, (B.1) implies that there exists at least one task in $\tau$ whose $\text{lag}$ at $t'$ is greater than zero. Let $\tau_h$ denote such a task. That is,
Because $\tau_h$ has a positive lag at $t'$, at least one job of $\tau_h$ released before $t'$ is pending at $t'$. Also, $t_d$ is the earliest time that any job misses its deadline in $S$ (by (P1)), and $t' \leq t_d$ holds. Therefore, exactly one job of $\tau_h$ released before $t'$ can be pending at $t'$. Let $\tau_{h,\ell}$ denote the pending job of $\tau_h$ at $t'$.

Let $t''$ denote the release time of $\tau_{h,\ell}$. Then, because no job with deadline before $t_d$ misses its deadline and $t'' < t' = t_d$ holds, all jobs of $\tau_h$ released before $t''$ complete executing by $t''$ in $S$. All of these jobs complete executing by $t''$ in $PS_\tau$ as well. If the eligibility time of $\tau_{h,\ell}$ is before its release time (i.e., $\tau_{h,\ell}$ is early released), then $\tau_{h,\ell}$ may have executed before $t''$, in which case, the lag of $\tau_h$ at $t''$ will be negative; else, the lag of $\tau_h$ at $t''$ is zero. Thus, in any case, the lag of $\tau_{h,\ell}$ at $t''$ is at most zero. Let $B$ (resp., $\bar{B}$) denote the cumulative time in $[t'', t')$ in which all $M$ processors are busy (resp., not all processors are busy) in $S$. That is,

$$t' - t'' = B + \bar{B}. \quad \text{(B.3)}$$

Since $\tau_{h,\ell}$ is released at $t''$ and is pending at $t'$, task $\tau_h$ executes at every non-busy instant in $[t'', t')$, i.e., $\tau_h$ executes for at least $\bar{B}$ time units in $[t'', t')$. Therefore, the lag of $\tau_h$ at $t'$ can be computed as follows.

$$\text{lag}(\tau_h, t', S) \leq \text{lag}(\tau_h, t'', S) + A(\tau_h, PS_\tau, t'', t') - A(\tau_h, S, t'', t') \quad \text{(by (4.11))}$$

$$\leq A(\tau_h, PS_\tau, t'', t') - A(\tau_h, S, t'', t') \quad \text{(because, as discussed above, the lag of } \tau_h \text{ is at most zero at } t'')$$

$$\leq (t' - t'') \cdot u_h - A(\tau_h, S, t'', t') \quad \text{(by (4.7))}$$

$$\leq (B + \bar{B}) \cdot u_h - \bar{B} \quad \text{(by (B.3) and because } \tau_h \text{ executes for at least for } \bar{B} \text{ time units in } [t'', t'))$$

$$= B \cdot u_h + \bar{B} \cdot (u_h - 1) \quad \text{(B.4)}$$

By (B.4) above and (B.2), we have

$$B \cdot u_h + \bar{B} \cdot (u_h - 1) > 0$$

$$\Rightarrow \bar{B} < \frac{B \cdot u_h}{1 - u_h}. \quad \text{(B.5)}$$

Next, an upper bound on the LAG of $\tau$ at $t'$ can be computed as follows.
\[
\text{LAG}(\tau, t', S) = \text{LAG}(\tau, t'', S) + A(\tau, PS_\tau, t'', t') - A(\tau, S, t'', t') \quad \text{(by (4.12))}
\]
\[
\leq A(\tau, PS_\tau, t'', t') - A(\tau, S, t'', t') \quad \text{(because } t'' < t', \text{ hence LAG at } t'' \text{ is at most 0)}
\]
\[
\leq (t' - t'') \cdot U_{\text{sum}} - A(\tau, S, t'', t') \quad \text{(by (4.3))}
\]
\[
\leq (t' - t'') \cdot U_{\text{sum}} - (B \cdot M + \bar{B}) \quad \text{(because, in } [t'', t') \text{ in } S, M \text{ tasks execute at every busy instant, and at least task } \tau_h \text{ executes at every non-busy instant)}
\]
\[
= (B + \bar{B}) \cdot U_{\text{sum}} - B \cdot M - \bar{B} \quad \text{(by (B.3))}
\]
\[
= B \cdot (U_{\text{sum}} - M) + \bar{B} \cdot (U_{\text{sum}} - 1)
\]

If \(U_{\text{sum}} \leq 1\) holds, then the final expression above is at most zero, which contradicts (B.1). Hence, assume \(U_{\text{sum}} > 1\) holds, in which case, the final expression above is an increasing function of \(\bar{B}\). Therefore, by (B.3), we have

\[
\text{LAG}(\tau, t', S) < B \cdot (U_{\text{sum}} - M) + \left(\frac{B \cdot u_h}{1 - u_h}\right) \cdot (U_{\text{sum}} - 1),
\]

which by the fact that LAG at \(t'\) exceeds zero (as given by (B.1)), results in the following.

\[
B \cdot (U_{\text{sum}} - M) + \left(\frac{B \cdot u_h}{1 - u_h}\right) \cdot (U_{\text{sum}} - 1) > 0
\]
\[
\Rightarrow (U_{\text{sum}} - M) + \left(\frac{u_h}{1 - u_h}\right) \cdot (U_{\text{sum}} - 1) > 0
\]
\[
\Rightarrow (U_{\text{sum}} - M) \cdot (1 - u_h) + u_h \cdot (U_{\text{sum}} - 1) > 0
\]
\[
\Rightarrow U_{\text{sum}} > u_h + M(1 - u_h)
\]
\[
= M - (M - 1) \cdot u_h
\]
\[
\geq M - (M - 1) \cdot u_{\text{max}}
\]

Thus, our assumption that \(U_{\text{sum}} \leq M - (M - 1) \cdot u_{\text{max}}\) holds is contradicted, from which the theorem follows. \(\blacksquare\)

The above theorem is for implicit deadline systems. Let \(\lambda_i = e_i/D_i\) denote the density of \(\tau_i\) in a constrained deadline system (i.e., a task system with relative deadlines at most periods) \(\tau\) and let \(\lambda_{\text{max}}(\tau)\) denote the maximum density of any task in \(\tau\). Then, a schedulability test for systems with constrained deadlines is given by the following corollary. (An alternative proof is provided by Bertogna et al. in [33].)

**Corollary B.1** A sporadic task system with constrained deadlines is correctly scheduled by
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g-EDF on $M$ processors if $\sum_{i=1}^{n} \lambda_i \leq M - (M - 1) \cdot \lambda_{\text{max}}$ holds.

**Proof:** Let $\tau = \{\tau_i, 1 \leq i \leq n\}$ be a constrained deadline system and let $\tau'$ be an implicit deadline system constructed from $\tau$ as follows: $\tau' = \{\tau'_i(e'_i, p'_i) \mid 1 \leq i \leq n, e'_i = e_i, p'_i = D_i\}$. That is, there is a bijective mapping from $\tau$ to $\tau'$ such that for each task $\tau_i$ in $\tau$, there is a corresponding task $\tau'_i$ in $\tau'$ whose execution cost is the same as that of $\tau_i$ and whose period is given by $\tau_i$'s relative deadline. Then, $u'_i = \lambda_i$ holds for all $i$ and $U_{\text{sum}}(\tau') = \sum_{i=1}^{n} \lambda_i$ holds. Hence, by Theorem [B.1] $\tau'$ is g-EDF-schedulable on $M$ processors if $\sum_{i=1}^{n} \lambda_i \leq M - (M - 1) \cdot \lambda_{\text{max}}(\tau)$ holds. Now, every concrete instantiation of $\tau$ can be thought of as a concrete instantiation of $\tau'$ in which two consecutive job releases of $\tau'_i$ are separated by at least $p_i \geq D_i = p'_i$ time units. Since every concrete instance of $\tau'$ meets all its deadlines if the condition specified above is satisfied, every concrete instance of $\tau$ satisfying the condition can be correctly scheduled as well. ■
Appendix C

Remaining Proofs from Chapter 6

Lemma 6.10 For all \( i \geq 1, k \geq 1 \), the following holds.

\[
r(T_{i+k}) \geq \begin{cases} 
  d(T_i) + k - 1, & b(T_i) = 0 \\
  d(T_i) + k - 2, & b(T_i) = 1 
\end{cases}
\]

Proof: We consider two cases based on \( b(T_i) \).

Case 1: \( b(T_i) = 0 \). In this case, by (3.6), \( \frac{i}{wt(T)} \) is an integer. Hence,

\[
r(T_{i+k}) = \Theta(T_{i+k}) + \left\lceil \frac{i + k - 1}{wt(T)} \right\rceil \quad \text{(by (3.9))}
\]

\[
= \Theta(T_{i+k}) + \frac{i}{wt(T)} + \left\lfloor \frac{k - 1}{wt(T)} \right\rfloor \quad \text{(because \( \frac{i}{wt(T)} \) is an integer)}
\]

\[
= \Theta(T_{i+k}) + \frac{i}{wt(T)} + \frac{k - 1}{wt(T)} - 1 \quad \text{(because \( \Theta(T_{i+k}) \geq \Theta(T_i) \))}
\]

\[
\geq \Theta(T_i) + \frac{i}{wt(T)} + \frac{k - 1}{wt(T)} - 1 \quad \text{(by (3.10))}
\]

\[
= d(T_i) + \frac{k - 1}{wt(T)} - 1 \quad \text{(because \( wt(T) \leq 1 \)).}
\]

Because, \( r(T_{i+k}) \) is an integer, the above implies that \( r(T_{i+k}) \geq d(T_i) + k - 1 \).

Case 2: \( b(T_i) = 1 \). In this case,

\[
r(T_{i+k}) = \Theta(T_{i+k}) + \left\lceil \frac{i + k - 1}{wt(T)} \right\rceil \quad \text{(by (3.9))}
\]

\[
> \Theta(T_{i+k}) + \frac{i + k - 1}{wt(T)} - 1
\]

\[
= \Theta(T_{i+k}) + \frac{i}{wt(T)} + \frac{k - 1}{wt(T)} - 1
\]
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\[ \Theta(T_{i+k}) + \left\lceil \frac{i}{\text{wt}(T)} \right\rceil + \frac{k - 1}{\text{wt}(T)} - 2 \geq \Theta(T_i) + \left\lceil \frac{i}{\text{wt}(T)} \right\rceil + \frac{k - 1}{\text{wt}(T)} - 2 \quad \text{(because } \Theta(T_{i+k}) \geq \Theta(T_i)) \]

\[ = d(T_i) + \frac{k - 1}{\text{wt}(T)} - 2 \quad \text{(by (3.10))} \]

\[ \geq d(T_i) + k - 3 \quad \text{(because } \text{wt}(T) \leq 1). \]

For this case again, the lemma holds because \( r(T_{i+k}) \) is an integer. \hfill \blacksquare 

**Lemma 6.2** \( 0 \leq \delta < \frac{1}{2} \).

**Proof:** By Definition 6.5, \( \delta = \frac{\rho_{\text{max}}}{1 + \rho_{\text{max}}} \). The first derivative of \( \delta \) with respect to \( \rho_{\text{max}} \), \( \delta'(\rho_{\text{max}}) \), is \( \frac{1}{(1+\rho_{\text{max}})^2} \), which is positive, and hence, \( \delta \) is increasing with \( \rho_{\text{max}} \) (though the rate of increase decreases with \( \rho_{\text{max}} \)). By (6.2) and (6.1), \( 0 \leq \rho_{\text{max}} < W_{\text{max}} \) holds. Hence, \( \rho_{\text{max}} \) lies in the range \([0,1)\). \( \delta(0) = 0 \) and \( \delta(1) = \frac{1}{2} \), from which, the lemma follows. \hfill \blacksquare 

**Lemma 6.7** If \( \text{LAG}(\tau, t+1) > \text{LAG}(\tau, t-\ell) \), where \( 0 \leq \ell \leq \lambda - 2 \) and \( t \geq \ell \), then \( B(t-\ell, t+1) \neq \emptyset \).

**Proof:** We will refer to sets \( A(t - \ell, t + 1) \), \( B(t - \ell, t + 1) \), and \( I(t - \ell, t + 1) \) as \( A, B \), and \( I \), respectively. By (3.28), \( \text{LAG}(\tau, t + 1) = \text{LAG}(\tau, t - \ell) + \sum_{\tau \in \mathcal{E}} (A(PS, T, t - \ell, t + 1) - A(S, T, t - \ell, t + 1)) \). Because, tasks in \( I \) are neither active nor scheduled in the interval \([t - \ell, t + 1]\), by (3.33), \( \text{LAG}(\tau, t + 1) = \text{LAG}(\tau, t - \ell) + \sum_{\tau \in \mathcal{E} \cup \mathcal{B}} (A(PS, T, t - \ell, t + 1) - A(S, T, t - \ell, t + 1)) \) holds. Because \( \ell \leq \lambda - 2 \) holds by the statement of the lemma, \( t + 1 - (t - \ell) \leq \lambda - 1 \) holds. Therefore, by (3.16), for each \( T \) in \( A \cup B \), \( A(PS, T, t - \ell, t + 1) \leq (\lambda - 1) \cdot \text{wt}(T) \leq 1 \) holds. The last inequality holds because, by (5.4), either \( \lambda = 2 \) or \( W_{\text{max}} \leq \frac{\lambda}{\lambda - 1} \). Hence, \( \text{LAG}(\tau, t + 1) \leq \text{LAG}(\tau, t - \ell) + |A \cup B| - \sum_{\tau \in \mathcal{E} \cup \mathcal{B}} A(S, T, t - \ell, t + 1) \) holds. By the statement of the lemma, \( \text{LAG}(\tau, t + 1) > \text{LAG}(\tau, t - \ell) \). Hence, it follows that \( |A \cup B| - \sum_{\tau \in \mathcal{E} \cup \mathcal{B}} A(S, T, t - \ell, t + 1) > 0 \), i.e.,

\[ \sum_{\tau \in \mathcal{E} \cup \mathcal{B}} A(S, T, t - \ell, t + 1) < |A \cup B|. \quad \text{(C.1)} \]

Now, if \( B \) is empty, then \( |A \cup B| = |A| \) holds. Because, by definition, every task in \( A \) is scheduled at least once in the interval \([t - \ell, t + 1]\), \( \sum_{\tau \in \mathcal{E} \cup \mathcal{B}} A(S, T, t - \ell, t + 1) \geq |A| = |A \cup B| \), which is a contradiction to (C.1). Therefore, \( B(t - \ell, t + 1) \neq \emptyset \). \hfill \blacksquare 

**Lemma C.1** Let \( T \) be a unit-weight task. Then, \( d(T_i) = r(T_i) + 1 \) and \( |\omega(T_i)| = 1 \) hold for every subtask \( T_i \) of \( T \).
Proof: Follows directly from $wt(T) = 1$, (3.9) and (3.10), and the definition of $\omega(T_i)$. ■

In some of the proofs that follow, we identify tasks that receive an allocation of zero at time $t$ in the ideal schedule using the following definition.

Definition C.1: A GIS task $U$ is a $Z$-task at time $t$ iff there exists no subtask $U_j$ such that $r(U_j) \leq t < d(U_j)$. The set of all tasks that are $Z$-tasks at $t$ is denoted $Z(t)$.

By (3.15), and because $A(PS, U, t) = \sum_i A(PS, U_i, t)$ holds, $U$ is a $Z$-task at $t$ iff $A(PS, U, t) = 0$. Also, note that while $T \in I(t) \Rightarrow T \in Z(t)$, the converse does not hold. This is because, a task may have one or more subtasks whose IS-windows include slot $t$, and hence, are active at $t$, even if their release times are after $t$, i.e., even if their PF-windows do not include slot $t$.

The next two lemmas concern tasks with unit weight that are $Z$-tasks at some time $t$. The first lemma says that if a subtask of a unit-weight task is scheduled before its release time, then that task is a $Z$-task during some earlier time.

Lemma C.2 Let $T_i$ be a subtask of a unit-weight task $T$ scheduled at some time $t < t_d$. If $r(T_i) > t$, then there exists at least one slot $t'$ in $[0, t + 1)$ such that $T$ is a $Z$-task at $t'$.

Proof: Follows easily from the fact that unit-weight tasks have PF-windows of length one. ■

Lemma C.3 Let $T$ be a unit-weight task and suppose $T$ is not scheduled at some time $t < t_d$, where there is at least one hole in $t$. Then, there exists a time $t' \leq t$, such that there are no holes in $[t', t)$ and there exists at least one slot $\hat{t}$ in $[t', t + 1)$, such that $T$ is a $Z$-task in $\hat{t}$.

Proof: Because $T$ is not scheduled at $t$, by (3.33), either $T \in B(t)$ or $T \in I(t)$. If $T \in I(t)$, then $T$ is a $Z$-task at $t$. Therefore, the lemma is trivially satisfied with $t' = t$. So assume $T \in B(t)$ for the rest of the proof. Let $T_j$ be the critical subtask at $t$ of $T$. Then, by Definition 3.2 we have

$$d(T_j) \geq t + 1. \tag{C.2}$$

Also, because there is a hole in $t$, by Lemma 6.4 $T_j$ is scheduled before $t$, say $t''$, i.e.,

$$t'' < t \land S(T_j, t'') = 1. \tag{C.3}$$
Because there is a hole in $t$, by Lemma 6.5, $d(T_j) \leq t + 1$ holds, which, by (C.2), implies that $d(T_j) = t + 1$ holds. Because $wt(T) = 1$, by Lemma C.1 we have $r(T_j) = t$. Thus,

$$r(T_j) = t \land d(T_j) = t + 1.$$  \hspace{1cm} (C.4)

Because (C.3) and (C.4) hold, by Lemma C.2, $T$ is a Z-task at some time before $t$. Let $z$ be the latest such time. Then, we have

$$0 \leq z < t \land (\exists T_k : r(T_k) \leq z \land d(T_k) > z) \land (\forall z' : z < z' \leq t : (\exists T_k : r(T_k) \leq z' \land d(T_k) > z')).$$  \hspace{1cm} (C.5)

Because $wt(T) = 1$ holds, by Lemma C.1, (C.5) implies the following.

$$0 \leq z < t \land (\exists T_k : r(T_k) = z \land d(T_k) = z + 1) \land (\forall z' : z < z' \leq t : (\exists T_k : r(T_k) = z' \land d(T_k) = z' + 1)).$$  \hspace{1cm} (C.6)

We next claim the following. (Informally, Claim C.1 says that every subtask of $T$ with release time in $[z + 1, t]$ is scheduled before its release time, and there is no hole in any slot between where the subtask is scheduled and its deadline.)

**Claim C.1** If $r(T_k) = z' \land d(T_k) = z' + 1$ holds, where $z < z' \leq t$, then there exists a $u'$, where $u' \leq t'' - (t - z') < z'$, such that $T_k$ is scheduled at $u'$, and there is no hole in any slot in $[u', z']$.

The proof is by induction on decreasing values for $z'$. So, we begin with $z' = t$.

**Base Case:** $z' = t$. By (C.4), we have $r(T_j) = t$ and $d(T_j) = t + 1$, and by (C.3), we have $S(T_j, t'') = 1$. Further, $t'' - (t - z') = t'' - (t - t) = t''$. By (C.3), $t'' < t = z'$. Therefore, to show that the claim holds for this case with $u' = t''$, we only have to show that there is no hole in any slot in $[t'', t)$. Assume to the contrary that there is a hole in slot $t_h$ in $[t'', t)$. Then, by Lemma 6.5, $d(T_j) \leq t_h + 1 < t + 1$, which is in contradiction to (C.4). Hence, the assumption does not hold.

**Induction Hypothesis:** Assume that for all $z''$, where $z'' \leq z' \leq t$ and $t \geq z'' > z + 1$, $(r(T_k) = z' \land d(T_k) = z' + 1) \Rightarrow (\exists u' : u' \leq t'' - (t - z') < z' :: S(T_k, u') = 1 \land \text{there are no holes in } [u', z'])$ holds. (Informally, the claim holds for all $z'$ in $[z'', t]$.)
Lemma 6.8

Proof of parts (f), (g), (h), and (i) of Lemma 6.8.

\( r(T_k) = z'' - 1 \land d(T_k) = z'' \) \( \Rightarrow \) \( (\exists u' : u' \leq t'' - (t - (z'' - 1)) < z'' :: (S(T_k, u') = 1 \land \text{there is no hole in any slot in } [u', z'' - 1]) \) \hspace{1cm} (C.7)

By (C.6), there exists a subtask \( T_\ell \) with \( r(T_\ell) = z'' \) and \( d(T_\ell) = z'' + 1 \). By the induction hypothesis, \( T_\ell \) is scheduled at or before \( t'' - (t - z'') \). Let \( T_k \) be a subtask such that \( r(T_k) = z'' - 1 \) and \( d(T_k) = z'' \). Then, because \( r(T_k) < r(T_\ell) \) holds, \( k < \ell \) holds. Also, \( d(T_k) < d(T_\ell) \). Hence, by (3.12), \( T_k \) is scheduled before \( T_\ell \), i.e., \( T_k \) is scheduled at or before \( t'' - (t - z'') - 1 = t'' - (t - (z'' - 1)) \). Because \( t'' - (t - (z'' - 1)) = z'' - 1 - (t - t'') \), by (C.3), we have \( t'' - (t - (z'' - 1)) < z'' - 1 \). Thus, we have shown that if the antecedent of the implication in (C.7) holds, then the first subexpression of the consequent is satisfied. To see that there are no holes in \( [t'' - (t - (z'' - 1)), z'' - 1) \), assume to the contrary that there is a hole in slot \( t_h \) in this interval. Then, by Lemma 6.5 \( d(T_k) \leq t_h + 1 \leq z'' - 1 \), which is in contradiction to \( d(T_k) = z'' \). Thus, the claim holds for \( z'' - 1 \). \( \blacksquare \)

(C.6) and Claim C.1 imply that \((\forall z' : z < z' \leq t :: \text{there are no holes in } z' - 1)\). Therefore, it immediately follows that there are no holes in \([z, t)\). Also, we defined \( z \) such that \( T \) is a Z-task at \( z \). Therefore, the lemma follows. \( \blacksquare \)

Proof of parts (f), (g), (h), and (i) of Lemma 6.8.

**Lemma 6.8** The following properties hold for \( \tau \) and \( S \).

\begin{itemize}
  \item[(a)] For all \( T_i \) in \( \tau \), \( d(T_i) \leq t_d \).
  \item[(b)] Exactly one subtask of \( \tau \) misses its deadline at \( t_d \).
  \item[(c)] LAG(\( \tau, t_d \)) = 1.
  \item[(d)] Let \( T_i \) be a subtask in \( \tau \) that is scheduled at \( t < t_d \) in \( S \). Then, \( e(T_i) = \min(r(T_i), t) \).
  \item[(e)] \((\forall T_i \in \tau :: d(T_i) < t_d \Rightarrow (\exists t :: e(T_i) \leq t < d(T_i) \land S(T_i, t) = 1))\). That is, every subtask with deadline before \( t_d \) is scheduled before its deadline.
  \item[(f)] Let \( U_k \) be the subtask in \( \tau \) that misses its deadline at \( t_d \). Then, \( U \) is not scheduled in any slot in \([t_d - \lambda + 1, t_d)\).
  \item[(g)] There is no hole in any of the last \( \lambda - 1 \) slots, i.e., in slots in \([t_d - \lambda + 1, t_d)\).
\end{itemize}
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There exists a time \( v \leq t_d - \lambda \) such that the following both hold.

(i) There is no hole in any slot in \([v, t_d - \lambda)\).

(ii) \( \text{LAG}(\tau, v) \geq (t_d - v)(1 - \alpha)M + 1 \).

There exists a time \( u \in [0, v) \) where \( v \) is as defined in part (\( \text{H} \)), such that \( \text{LAG}(\tau, u) < 1 \) and \( \text{LAG}(\tau, t) \geq 1 \) for all \( t \in [u + 1, v] \).

As mentioned in the main text, parts \( (\text{a}), (\text{b}), (\text{c}), \) and \( (\text{d}) \) are proved in \([105]\). Part \( (\text{e}) \) follows directly from Definition \( 6.2 \) and (T1). The other parts are proved below.

Proof of \( (\text{f}) \): If \( U_k \) is the first subtask of \( U \), then it is trivial that \( U \) is not scheduled at any time before \( t_d \). So assume \( U_k \) is not the first subtask of \( U \) and let \( U_j \) be \( U_k \)'s predecessor. We first show that the deadline of \( U_j \) is at or before \( t_d - \lambda + 1 \). Because \( U_k \) misses its deadline at \( t_d \), \( d(U_k) = t_d \) holds. If \( W_{\text{max}} < 1 \), then by Lemma \( 6.9 \), \( |\omega(U_k)| \geq \lambda \). On the other hand, if \( W_{\text{max}} = 1 \), then by \((6.4)\), \( \lambda = 2 \). Hence, if \( wt(U) < 1 \), then by Lemma \( 6.10 \), \( |\omega(U_k)| \geq 2 = \lambda \).

Thus, if either \( W_{\text{max}} < 1 \) or \( W_{\text{max}} = 1 \land wt(U) < 1 \), then \( r(U_k) \leq t_d - \lambda + 1 \) holds. Since \( U_k \) is \( U_j \)'s predecessor, \( k \leq j - 1 \) holds, and by Lemma \( 6.10 \), \( d(U_j) \leq t_d - \lambda + 1 \) follows. Finally, if \( W_{\text{max}} = 1 \) and \( wt(U) = 1 \), then because the deadlines of any two consecutive subtasks of a unit-weight task are separated by at least one time slot, \( d(U_j) \leq t_d - 1 = t_d - \lambda + 1 \) follows.

Thus, by part \( (\text{g}) \), \( U_j \) and every prior subtask of \( U \) is scheduled before \( t_d - \lambda + 1 \). Obviously, no \( U_{\ell} \), where \( \ell > k \), is scheduled before \( U_k \) is scheduled. Therefore, no subtask of \( U \) is scheduled in any slot in \([t_d - \lambda + 1, t_d)\).

Proof of \( (\text{g}) \): Let \( U_k \) denote the subtask that misses its deadline at \( t_d \). By Lemma \( 6.9 \), \( |\omega(U_k)| \geq \lambda - 1 \) holds. Therefore, \( r(U_k) \leq t_d - \lambda + 1 \) holds. Further, by part \( (\text{f}) \), no subtask of \( U \) is scheduled in any slot in \([t_d - \lambda + 1, t_d)\). Hence, \( U_k \) is ready and eligible to be scheduled in \([t_d - \lambda + 1, t_d)\). Thus, if there is a hole in this interval, then \( \text{EPDF} \) would schedule \( U_k \) there, which contradicts the fact that \( U_k \) misses its deadline.

Proof of \( (\text{h}) \): Let \( \tau_1 \) and \( N_1 \) be defined as follows.

\[
\tau_1 \overset{\text{def}}{=} \{ T \mid T \in \tau \land wt(T) = 1 \} \quad \text{(C.8)}
\]

\[
|\tau_1| \overset{\text{def}}{=} N_1 \quad \text{(C.9)}
\]

Then, by (T0), we have

\[
N_1 \leq M, \quad \text{(C.10)}
\]
and by Definition 6.4,
\[ \sum_{T \in \tau \setminus \tau_1} wt(T) = \alpha M - N_1. \]  
(C.11)

By part (g), there is no hole in any slot in \([t_d - \lambda + 1, t_d]\). Therefore, by \((C.10)\), at least \(M - N_1\) tasks with weight less than one (i.e., tasks in \(\tau \setminus \tau_1\)) are scheduled in each slot in \([t_d - \lambda + 1, t_d]\), i.e.,
\[ \forall t : t_d - \lambda + 1 \leq t < t_d : \sum_{T \in \tau \setminus \tau_1} S(T, t) \geq M - N_1. \]  
(C.12)

Let \(T\) denote the set of all subtasks of tasks not in \(\tau_1\) that are scheduled in some slot in \([t_d - \lambda + 1, t_d]\), i.e.,
\[ T = \{ T_i \mid T \in \tau \setminus \tau_1 \land T_i \text{ is scheduled in the interval } [t_d - \lambda + 1, t_d] \}. \]  
(C.13)

Let \(T_i\) be some subtask in \(T\). If \(W_{\text{max}} < 1\), then by Lemma 6.9 \(|\omega(T_i)| \geq \lambda\) holds. Otherwise, since, \(T \not\in \tau_1\), \(wt(T) < 1\) holds, and hence, by Lemma 3.1 \(|\omega(T_i)| \geq 2 = \lambda\) holds. (The last equality follows from (6.4), since \(W_{\text{max}} = 1\).) Thus, in both cases, the length of the PF-window of every subtask in \(T\) is at least \(\lambda\). By part (g), \(d(T_i) \leq t_d\). Hence, because \(|\omega(T_i)| \geq \lambda\) holds, it follows that \(r(T_i) \leq t_d - \lambda\). Therefore, by Lemma 6.10 the deadline of the predecessor, if any, say, \(T_h\), of \(T_i\) is at or before \(t_d - \lambda + 1\). Hence, by part (g), \(T_h\) and all prior subtasks of \(T\) are scheduled before \(t_d - \lambda + 1\). Thus, at most one subtask of every task not in \(\tau_1\) is scheduled in \([t_d - \lambda + 1, t_d]\). Furthermore, as shown above, the release time of each such subtask is at or before \(t_d - \lambda\).

By (C.12), \(|T| \geq (\lambda - 1) \cdot (M - N_1)\), and by the discussion above, every subtask in \(T\) is of a distinct task, and the release time of each such subtask is at or before \(t_d - \lambda\). By (C.9), in every time slot, at least \(M - N_1\) processors are available for scheduling tasks not in \(\tau_1\). Therefore, the fact that no subtask in \(T\) is scheduled at \(t_d - \lambda\) implies that either there is no hole in \(t_d - \lambda\), that is, \(M\) other subtasks of tasks in \(\tau \setminus \tau_1\) are scheduled there, or there is a hole in \(t_d - \lambda\) and the predecessor of every subtask in \(T\) (that is at least \((\lambda - 1) \cdot (M - N_1)\) distinct tasks in \(\tau \setminus \tau_1\)) is scheduled there. Therefore, we have the following.

(P1) At least \(\min(M, (\lambda - 1) \cdot (M - N_1))\) tasks in \(\tau \setminus \tau_1\) are scheduled at \(t_d - \lambda\).
Let $h \geq 0$ denote the number of holes in slot $t_d - \lambda$. If $h > 0$ holds, then by (P1), $(\lambda - 1) \cdot (M - N_1) < M$ holds, and at least $(\lambda - 1) \cdot (M - N_1)$ tasks in $\tau \setminus \tau_1$ are scheduled in $t_d - \lambda$. Hence, at most $M - (\lambda - 1) \cdot (M - N_1) - h = (\lambda - 1)N_1 - (\lambda - 2)M - h$ tasks in $\tau_1$ are scheduled at $t_d - \lambda$. Let

$$N_1^t \overset{\text{def}}{=} \sum_{T \in \tau_1} S(T, t_d - \lambda).$$

(C.14)

Then, by the above discussion,

$$h > 0 \Rightarrow N_1^t \leq (\lambda - 1)N_1 - (\lambda - 2)M - h < (\lambda - 1)N_1 - (\lambda - 2)M.$$  

(C.15)

Let $\tau_1^z$ denote the subset of all tasks in $\tau_1$ that are not scheduled at $t_d - \lambda$. If $\tau_1^z$ is not empty and $h > 0$, then let $Y$ be a task in $\tau_1^z$. Then, by Lemma C.3, there exists a time $u \leq t_d - \lambda$ such that $Y$ is a $Z$-task at $u$ and there is no hole in any slot in $[u, t_d - \lambda)$. Let $v$ be defined as follows.

$$v \overset{\text{def}}{=} \begin{cases} t_d - \lambda, & \text{if } \tau_1^z = \emptyset \lor h = 0 \\ \min_{Y \in \tau_1^z} \{u \leq t_d - \lambda \mid \text{there is no hole in } [u, t_d - \lambda) \text{ and } Y \text{ is a } Z\text{-task in at least one slot in } [u, t_d - \lambda + 1)\}, & \text{if } \tau_1^z \neq \emptyset \land h > 0 \end{cases}$$

$v$ satisfies the following.

Every task in $\tau_1^z$ is a $Z$-task in at least one slot in the interval $[v, t_d - \lambda + 1)$. (C.16)

There is no hole in $[v, t_d - \lambda)$. (C.17)

To complete the proof, we are left with determining a lower bound on $\text{LAG}(\tau, v)$. By (3.28), we have

$$\text{LAG}(\tau, v) = \text{LAG}(\tau, t_d) - \sum_{T \in \tau} \sum_{u=v}^{t_d-1} (A(PS, T, u) - S(T, u)) - \sum_{T \in \tau} \sum_{u=v}^{t_d-1} S(T, u) + (t_d - v)M - h$$

(by (3.28))

$$= 1 - \sum_{T \in \tau} \sum_{u=v}^{t_d-1} (A(PS, T, u) - S(T, u)) - \sum_{T \in \tau} \sum_{u=v}^{t_d-1} S(T, u) + (t_d - v)M - h$$

(by part (c))

$$= 1 - \sum_{T \in \tau} \sum_{u=v}^{t_d-1} A(PS, T, u) + \sum_{T \in \tau} \sum_{u=v}^{t_d-1} S(T, u)$$

$$= 1 - \sum_{T \in \tau} \sum_{u=v}^{t_d-1} A(PS, T, u) + (t_d - v)M - h$$

(by (3.28))

$$(\text{there are } h \text{ holes in } t_d - \lambda; \text{ by part (b), there are no holes in } [t_d - \lambda + 1, t_d],$$

and by (C.17), there is no hole in $[v, t_d - \lambda)$)

$$= 1 - \sum_{T \in \tau_1} \sum_{u=v}^{t_d-1} A(PS, T, u) - \sum_{T \in \tau \setminus \tau_1} \sum_{u=v}^{t_d-1} A(PS, T, u)$$

$$- \sum_{T \in \tau} \sum_{u=t_d-\lambda+1}^{t_d-1} A(PS, T, u) + (t_d - v)M - h$$

(by (3.28))
Proof of (i): Follows from the facts that $\text{LAG}(\tau, 0) = 0$ and there exists a $v \leq t_d - \lambda$ such that $\text{LAG}(\tau, v) \geq (t_d - v)(1 - \alpha) + 1$ (from part (h)). Note that, by Lemma 6.1
(td − v)(1 − α)M + 1 ≥ 1.

Lemma 6.15 A solution to the recurrence

\[ L_0 \quad < \quad \delta + \delta \cdot \alpha M \]
\[ L_k \quad < \quad \delta \cdot L_{k-1} + \delta \cdot (\lambda \alpha M - (\lambda - 1)M), \tag{C.18} \]

for all \( k \geq 1 \) and \( 0 \leq \delta < 1 \), is given by

\[ L_n < \delta^{n+1}(1 + \alpha M) + (1 - \delta^n) \left( \frac{\delta}{1 - \delta} \right) (\lambda \alpha M - (\lambda - 1)M), \quad \text{for all } n \geq 0. \tag{C.19} \]

**Proof:** The proof is by induction on \( n \).

**Base Case:** Holds trivially for \( n = 0 \).

**Induction Hypothesis:** Assume that \ref{C.19} holds for \( L_0, \ldots, L_k \).

**Induction Step:** Using \ref{C.18}, we have

\[ L_{k+1} \quad < \quad \delta L_k + \delta(\lambda \alpha M - (\lambda - 1)M) \]
\[ \quad < \quad \delta^{k+2}(1 + \alpha M) + \delta(1 - \delta^k) \left( \frac{\delta}{1 - \delta} \right) (\lambda \alpha M - (\lambda - 1)M) + \delta(\lambda \alpha M - (\lambda - 1)M) \]
\[ \quad < \quad \delta^{k+2}(1 + \alpha M) + \delta(1 - \delta^k) \left( \frac{\delta}{1 - \delta} \right) + 1 \]
\[ \quad = \quad \delta^{k+2}(1 + \alpha M) + (1 - \delta^{k+1}) \left( \frac{\delta}{1 - \delta} \right) (\lambda \alpha M - (\lambda - 1)M), \]

which proves the lemma.

**Lemma 6.16** \( \frac{M(\lambda - \delta - (\lambda - 1)\delta^{n+1} + \delta^{n+2} - \delta^{n+1} + 1 - \delta)}{M(\lambda - (\lambda - 1)\delta^{n+1} - \delta^{n+2})} \geq \frac{M(\lambda - \delta + \frac{1}{\lambda M})}{\lambda M} \) holds for all \( n \geq 0 \), \( 0 \leq \delta \leq 1/2 \), and \( M \geq 1 \).

**Proof:** First, note the following.

\[ \frac{M(\lambda - \delta - (\lambda - 1)\delta^{n+1} + \delta^{n+2} - \delta^{n+1} + 1 - \delta)}{M(\lambda - (\lambda - 1)\delta^{n+1} - \delta^{n+2})} \geq \frac{M(\lambda - \delta + \frac{1}{\lambda M})}{\lambda M} \]
\[ \iff (\lambda^2 + 1)\delta^{n+2} - (\lambda^2 - \lambda + 1)\delta^{n+1} + \lambda M \delta^{n+2}(1 - \delta) + \lambda^2(1 - \delta) - \lambda \geq 0 \]
\[ \iff (\lambda^2 + 1)\delta^{n+2} - (\lambda^2 - \lambda + 1)\delta^{n+1} + \lambda \delta^{n+2}(1 - \delta) + \lambda^2(1 - \delta) - \lambda \geq 0 \]
\[ \iff -\lambda \delta^{n+3} + (\lambda^2 + \lambda + 1)\delta^{n+2} - (\lambda^2 - \lambda + 1)\delta^{n+1} - \lambda^2 \delta + \lambda^2 - \lambda \geq 0, \quad \text{for } 0 \leq \delta \leq 1/2, \ n \geq 0, \ \text{and } \lambda \geq 2. \]

From this, it suffices to show that \( h(\delta, \lambda) \overset{\text{def}}{=} -\lambda \delta^{n+3} + (\lambda^2 + \lambda + 1)\delta^{n+2} - (\lambda^2 - \lambda + 1)\delta^{n+1} - \lambda^2 \delta + \lambda^2 - \lambda \geq 0, \) for \( 0 \leq \delta \leq 1/2, \ n \geq 0, \ \text{and } \lambda \geq 2. \) The first derivative of \( h(\delta, \lambda) \) with...
Let Lemma 6.6 \( \delta \geq \lambda \) be a slot with holes and let \( U_j \) be a subtask that is scheduled at \( t \). Then \( d(U_j) = t + 1 \) and \( b(U_j) = 1 \).

**Proof:** Let \( U_j \) and \( t \) be as defined in the statement of the lemma. We first show that \( d(U_j) \) cannot be less than \( t + 1 \). Because \( U_j \) is scheduled at \( t \) and \( t \leq t_d - 1 \) holds, \( d(U_j) < t + 1 \Rightarrow d(U_j) < t_d \). Hence, by Lemma 6.10, \( U_j \) is scheduled before its deadline, and so, \( d(U_j) < t + 1 \) implies that \( U_j \) is scheduled before \( t \) which contradicts the fact that \( U_j \) is scheduled at \( t \).

Therefore,

\[
d(U_j) \geq t + 1.
\]  

(C.20)

We now show that \( d(U_j) = t + 1 \land b(U_j) = 1 \) holds. The proof is by contradiction, hence, assume that \( b(U_j) = 0 \lor d(U_j) \neq t + 1 \). By (C.20), this implies that \( b(U_j) = 0 \land d(U_j) = t + 1 \lor d(U_j) > t + 1 \). Let \( U_k \) be the successor, if any, of \( U_j \). By Lemma 6.10 if \( d(U_j) > t + 1 \) holds, then \( r(U_k) \geq d(U_j) - 1 > t \) holds, and if \( b(U_j) = 0 \land d(U_j) = t + 1 \) holds, then \( r(U_k) \geq d(U_j) = t + 1 \) holds. Thus, in both cases, \( r(U_k) \geq t + 1 \) holds. Because \( U_j \) is scheduled at \( t \) in \( S \), \( U_k \) is scheduled at or after \( t + 1 \). Hence, by Lemma 6.8(4), \( e(T_k) \geq t + 1 \) holds. Now, if \( U_j \) is removed, then because there is at least a hole in \( t \), by Lemma 3.6 only \( U_j \)'s successor, \( U_k \), can shift to \( t \). However, if \( U_k \) exists, then its eligibility time is at least \( t + 1 \), and hence, \( U_k \) cannot shift to \( t \). Thus, regardless of whether \( U_k \) exists, the removal of \( U_j \) will not cause any subtask scheduled after \( t \) to shift to \( t \), and hence, will not prevent the deadline miss at \( t_d \). This contradicts (T2). Hence, our assumption is incorrect. The lemma follows. ■
Bibliography


368


369


[100] S. Shankland and M. Kanellos. Intel to elaborate on new multicore processor. [http://news.zdnet.co.uk/hardware/chips/0,39020354,39116043,00.htm](http://news.zdnet.co.uk/hardware/chips/0,39020354,39116043,00.htm), September 2003. [338]


