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ABSTRACT
MIGUEL ANGEL OTADUY TRIST AN: 6-DoF Haptic Rendering Using
Contact Levels of Detail and Haptic Textures.
(Under the direction of Ming C. Lin.)

Humans use tactile and force cues to explore the environarenind them and to identify and
manipulate objects. An ideal human-machine interface iitnal environments should empower the
user to feel and orient objects by providing force feedbdtie synthesis of force and torque feedback
arising from object-object interaction, commonly referte as six-degree-of-freedom (6-DoF) hap-
tic rendering, can greatly benefit many applications invgwdexterous manipulation and complex
maneuvering of virtual objects. Examples of such applicetinclude assembly and disassembly op-
erations in rapid prototyping, endoscopic surgical tragniand virtual exploration with limited visual
feedback. However, existing techniques for 6-DoF hapticiezing are applicable only to relatively
simple contact configurations or low-complexity models.

In this dissertation, | propose a novel approach for 6-Doptihaendering that combines mul-
tiresolution representations, hierarchical collisioiedéion algorithms, and perception-based force
models. This approach enables 6-DoF haptic rendering e@fdotion between two polygonal models
of high combinatorial complexity. | introduceontact levels of detaila collision detection algo-
rithm based on multiresolution hierarchies for performaagtact queries between complex models
at force update rates, by adaptively selecting the apmtgpontact resolutions. | also present a
new algorithm for 6-DoF haptic rendering of intricate irstetion between textured surfaces, based
on a perceptually inspired force model and the representafithe objects as low-resolution models
with haptic textures Finally, | derive a novel implicit formulation for computj rigid body dynam-
ics with haptic interaction, and | integrate all these teghes together, thereby achieving stable and

responsive 6-DoF haptic rendering.
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Chapter 1

Introduction

When we manipulate an object, we often use it to touch othgrctdbaround us. Contacts between
objects produce forces and torques that we perceive in osclesiand tendons. These forces and
torques convey information about the contours and the damges of the objects. The perception of
geometric information through forces and torques is paldity important in situations with limited
visual feedback, as it becomes the main aid for successkiktampletion.

Imagine a simple assembly task, such as inserting a peg ihea Aagirl picks up the peg and
moves it towards the hole, trying to insert it there. The paltides with the edges of the hole, but it
does not fit at the first attempt. She feels the contact in hed ha the peg is suddenly stopped by the
surface around the hole. She then moves the peg, feelingttfolloivs the edges of the hole. And,
suddenly, as the peg and the hole are aligned, she can stigeeghin.

During this process, the girl actively translates and estdhe peg. The contact between the peg
and the surface around the hole produces forces and torgateare transmitted to her muscles and
tendons, and this feedback helps her to accomplish thetimséask. The operation she is performing
is an example of 6-degree-of-freedom (DoF) object mantmravith force and torque feedback.

Now imagine a virtual replica of this type of interaction.stead of picking up a peg, the girl
grasps the handle of a haptic device. She can translate tatd the handle, in a way similar to how
she manipulates the actual peg. Simultaneously, a viragalgpmoving in a graphic display, following
her actions with the handle. When the virtual peg collideth\thie surface around the virtual hole,
she feels the net contact force and torque in her muscleseanons, as they are transmitted by the

handle of the device. As a result, she is able to insert thealipeg in the hole intuitively, much



like she does with the real peg. The computation and disdlapmtact force and torque in situations
such as this virtual assembly task are known as 6-DoF haptaering, and they are the scope of this

dissertation.

1.1 Why 6-DoF Haptic Rendering?

For a long time, human beings have dreamed of a virtual woHdre it is possible to interact with
synthetic entities as if they were real. To date, the adwaiteomputer graphics allow us gee
virtual objects and avatars, teearthem, and even tmmovethem, but we can rareliouchthem. It
has been shown that the ability to touch virtual objectsdases the sense of presence in virtual
environments [Ins01]. However, the existing haptic irdeds and computational techniques present
serious limitations that, for the most part, restrict haptteraction with virtual worlds to rather simple
desktop applications. In my dissertation | present contfmutal techniques that attempt to enhance
haptic interaction with complex virtual objects.

The idea of working on the problem of 6-DoF haptic rendergumbstly motivated by its applica-
bility in engineering and medical training tasks. In thistsen | briefly describe the evolution of the
research in haptic rendering, and | discuss practical egipdins of 6-DoF haptic rendering. But, first,

| define the concept of 6-DoF haptic rendering and some terlogy related to the sense of touch.

1.1.1 Definitions

The termhaptic (from the Greekhaptesthai meaning “to touch”) is the adjective used to describe
something relating to or based on the sense of touch. Haptiictbuching as visual is to seeing and
as auditory is to hearing [FFM4].

As described by Klatzky and Lederman [KLO3], touch is onehaf main avenues of sensation,
and it can be divided into cutaneous, kinesthetic, and bagttems, based on the underlying neural
inputs. The cutaneous system employs receptors embeddee skin, while the kinesthetic system
employs receptors located in muscles, tendons, and jolts.haptic sensory system employs both
cutaneous and kinesthetic receptors, but it differs in #vese that it is associated with an active

procedure. Touch becomes active when the sensory inputemgined with controlled body motion.



For example, cutaneous touch becomes active when we expkuegace or grasp an object, while
kinesthetic touch becomes active when we manipulate arctodnjel touch other objects with it.
Haptic renderingis defined as the process of computing and generating foncessponse to
user interactions with virtual objects [SBM5]. Several haptic rendering algorithms consider the
paradigm of touching virtual objects with a single contaging Rendering algorithms that follow
this description are called 3-DoF haptic rendering alfong, because a point in 3D has only three
DoFs. However, my dissertation deals with the problem oflegimg the forces and torques arising
from the interaction of two virtual objects. This problemcilled 6-DoF haptic rendering, because
the grasped object has six DoFs (position and orientati@Di; and the haptic feedback comprises
3D force and torque. When we eat with a fork, write with a pengen a lock with a key, we are
moving an object in 3D, and we feel the interaction with otbbjects. This is, in essence, 6-DoF
object manipulation with force-and-torque feedback. Bo& haptic rendering consists of creating
simulated reproductions of these types of interactiong. Eil shows an example of a user experi-
encing 6-DoF haptic rendering. When we manipulate an olgedttouch other objects with it, we
perceive cutaneous feedback as the result of grasping,jaesthketic feedback as the result of contact

between objects. 6-DoF haptic rendering focuses on théegist of kinesthetic feedback.

Figure 1.1:Example of 6-DoF Haptic Rendering.A person manipulates a virtual jaw using a haptic
device (shown on the right of the image), and the interadbietween jaws is displayed both visually
and haptically.



1.1.2 From Telerobotics to 6-DoF Haptic Rendering

In 1965, lvan Sutherland [Sut65] proposed a multimodalldisthat would incorporate haptic feed-
back into the interaction with virtual worlds. Before thagptic feedback had already been used
mainly in two applications: flight simulators and mastexvs! robotic teleoperation. The early tele-
operator systems had mechanical linkages between the maastehe slave. But, in 1954, Goertz
and Thompson [GT54] developed an electrical servomecimatiiat received feedback signals from

sensors mounted on the slave and applied forces to the ptasteproducing haptic feedback.

From there, haptic interfaces evolved in multiple direesiobut there were two major break-
throughs central to the type of haptic simulation that | coneny dissertation. The first breakthrough
was the idea of substituting the slave robot by a simulatetesy, in which forces were computed us-
ing physically based simulations. The GROPE project at thevdysity of North Carolina at Chapel
Hill [BOYBK90], lasting from 1967 to 1990, was the first onedddress the synthesis of force feed-
back from simulated interactions. In particular, the ainthaf project was to perform real-time sim-
ulation of 3D molecular-docking forces. The second breaktbh was the advent of computer-based
Cartesian control for teleoperator systems [BS80], engldi separation of the kinematic configura-
tions of the master and the slave. Later, Cartesian conislapplied to the manipulation of simulated

slave robots [KB91].

Those first haptic systems were able to simulate the inferact simple virtual objects only. Per-
haps the first project to target computation of forces in iteraction with objects with rich geometric
information was Minsky’sSandpapefMOYS*90]. Minsky et al. developed a planar force feedback
system that allowed the exploration of textures. A few yediier Minsky’s work, Zilles and Salisbury
presented an algorithm for 3-DoF haptic rendering of pohaianodels [ZS95]. Almost in parallel
with Zilles and Salisbury’s work, Massie and Salisbury [M$8esigned the PHANToM, a stylus-
based haptic interface that was later commercialized astd&eome one of the most commonly used
force-feedback devices. But in the late '90s, research ptib@aendering revived one of the prob-
lems that first inspired virtual force feedback: 6-DoF hapéndering or, in other words, grasping
of a virtual object and synthesis of kinesthetic feedbacthefinteraction between this object and its

environment.



Research in the field of haptics in the last 35 years has coveamy more areas than what | have
summarized here. | suggest [Bur96] for a survey of haptids[siHS02] for insight into some of the

current research topics in the field.

1.1.3 Application of 6-DoF Haptic Rendering

Certain professional activities, such as training for high operations or pre-production prototype
testing, can benefit greatly from simulated reproductiofbe fidelity of the simulated reproduc-
tions depends, among other factors, on the similarity ofltbleaviors of real and virtual objects.
In the real world, solid objects cannot interpenetrate. t@ctrforces can be interpreted mathemati-
cally as constraint forces imposed by penetration comtraHowever, unless penetration constraints
are explicitly imposed, virtual objects are free to pertetigach other in virtual environments. In-
deed, one of the most disconcerting experiences in virimar@ments is to pass through virtual
objects [IMWBO01, SU93]. Virtual environments require thimglation of non-penetrating rigid body
dynamics, and this problem has been extensively explorétkimobotics and computer graphics lit-
erature [Bar92, Mir96].

But, impenetrability of real-world solid objects is coneelyboth visually and haptically. One may
conclude that kinesthetic feedback of virtual object conts required for providing the necessary
contact cues. Researchers in virtual reality, howevere lndten successfully used additional visual
and auditory cues (e.g., colors and sounds) for conveyiagestistence of contact between virtual
objects. Some studies even show that there are situatiomewmesthetic feedback is not necessary,
because subjects tend to follow the sensory cues of the ihodath the higher statistical reliability
(i.e., visual over haptic) [EBO1]. Even if kinesthetic féadk is not essential for some tasks in virtual
environments, one can analyze whether kinesthetic fe&dirawides other benefits, such as higher
task performance or higher sense of presence.

It has been shown that being able to touch physical replitaistaal objects (a technique known
aspassive hapticfins01]) increases the sense of presence in virtual enwiemiis. This conclusion
can probably be generalized to the case of synthetic cutarfeedback of the interaction with virtual
objects. On the other hand, no studies are known on the inopabe sense of presence resulting from

kinesthetic feedback during contact with virtual objetit®tigh an intermediate grasped object. Nev-



ertheless, as reported by Brooks et al. [BOYBK90], kinetstHfeedback radically improved situation
awareness in virtual 3D molecular docking.

Kinesthetic feedback has proved to enhance task perforriarapplications such as telerobotic
object assembly [HS77], virtual object assembly [UNR], and virtual molecular docking [OY90].
In particular, task completion time is shorter with kinesth feedback in docking operations but not
in prepositioning operations. In order to understand timdifig, we must look at how subjects take
advantage of kinesthetic feedback in everyday life.

Recall the example of the peg-in-the-hole assembly taslrites! at the beginning of this chapter.
When the girl tries to insert the peg, she first brings it neartarget. In this prepositioning operation,
subjects employ visual feedback to direct the motion, addedl it is known that proprioceptive feed-
back alone is not accurate enough [TSEC94, Bur96]. The pegyédy inserted at the first attempt,
because the peg itself occludes the hole. At this point, thelgles the peg along the edges of the
hole, following the contours. Kinesthetic feedback of thetion constraints enables a fast search for
the position where the peg aligns perfectly with the hole eaml be inserted. This operation can be
successfully completed without kinesthetic feedback, rasen in visual-only virtual experiments,
but the natural and intuitive way to perform the task is toetaklvantage of kinesthetic feedback,
and this tendency could explain the increase in task peenom perceived in virtual-docking exper-
iments [BOYBK90]. Even if visual-only feedback were enoughvirtual task completion, it seems
that the synthesis of kinesthetic feedback is justified mheoto provide more natural and intuitive
interaction with virtual objects, and this advantage miggate an impact on the sense of presence and
situation awareness.

To summarize, 6-DoF haptic rendering is especially usefylarticular examples of training for
high-risk operations or pre-production prototype testugjvities that involve intensive object ma-
nipulation and interaction with the environment. Such egla® include minimally invasive or endo-
scopic surgery [EHS97, HGA™98] and virtual prototyping for assembly and maintainapiissess-
ment [MPT99, Che99, And02, WMO03]. Force feedback becomsicpkarly important and useful in
situations with limited visual feedback. Visual feedbac&kynmot exist at all, because of occlusion, or
it may be non-intuitive, as in cases where the only visuaéssto the region of interest is by a camera

whose viewing direction is not aligned with the user’s viegvidirection, which is a very common



situation in endoscopy.

1.1.4 6-DoF vs. 3-DoF

Much of the existing work in haptic rendering has focused @08 haptic rendering [ZS95, RKK97,
TJC97, GLGT99, HBS99]. Given a virtual objestand the 3D position of a poimt governed by an
input device, 3-DoF haptic rendering can be summarized dinfira contact poinp’ constrained to
the surface ofA. The contact force will be computed as a functiorpatndp’. In a dynamic setting,
and assuming thak is a polyhedron with triangles, the problem of finding’ has an @n) worst-
case complexity. Using spatial partitioning strategied exploiting motion coherence, however, the
complexity becomes @) in many practical situations [GLGT99].

This reduced complexity has made 3-DoF haptic renderingteactive solution for many appli-
cations with virtual haptic feedback, such as: sculpting d@formation [DQ 99, GEL00, MQWO01],
painting [JTK 99, GEL0O, FOL02], volume visualization [AS96], nanomangtion [TRC'93], and
training for diverse surgical operations [KKt97, GSM97]. In each of these applications, the inter-
action between the subject and the virtual objects is seffitj captured by a point-surface contact
model.

In 6-DoF manipulation and exploration, however, when a ettbgrasps an object and touches
other objects in the environment, the interaction gengredinnot be modeled by a point-surface
contact. One reason is the existence of multiple contaetisithpose multiple simultaneous non-
penetration constraints on the grasped object. In a simyjples manipulation example, such as the
peg-in-the-hole example described earlier, the graspatiof.e., the peg) collides at multiple points
with the rest of the scene (i.e., the walls of the hole anddinesnding surface). This contact configu-
ration cannot be modeled as a point-object contact. Ano#amon is that the grasped object presents
six DoFs, 3D translation and rotation, as opposed to thetbaFs of a point. The feasible trajec-
tories of the peg are embedded in a 6-dimensional spacenaitblational and rotational constraints,
that cannot be captured with three DoFs.

Note that some cases of object-object interaction have bemteled in practice by ray-surface
contact [BHS97]. In particular, several surgical proceduare performed with 4-DoF tools (e.g., la-

paroscopy), and this constraint has been exploited inti@simulators with haptic feedback [CTS02].



Nevertheless, these approximations are valid only in ddidmumber of situations and cannot capture
full 6-DoF object manipulation.

So far | have discussed the need for a haptic rendering tgelrhat captures full object-object
interaction. But 6-DoF haptic rendering also requires 6-Dkacking of the user’s actions and a
6-DoF actuation system. Fortunately, haptic devices sasvbBoth tracking and actuation systems,
and various desktop 6-DoF force-and-torque feedback ds\égist [BH95, SP97, LPL®8, Che99,

GCH'01, Hay01, GFL04]. Some of them are commercially available.

1.2 The Challenges

Six-DoF haptic rendering is in essence an interactive iagtand its realization is mostly handicapped
by two conflicting challenges: high required update ratektdagh computational cost. In this section
I will outline the computational pipeline of 6-DoF hapticgering, and | will discuss the associated

challenges.

1.2.1 6-DoF Haptic Rendering Pipeline

Six-DoF haptic rendering comprises two main tasks. One@aftls the computation of the position
and orientation of the virtual object grasped by the usee dther one is the computation of contact
force and torque that are fed back to the user. The existirtods for 6-DoF haptic rendering can
be classified into two large groups based on their overadlpips.

In direct renderingmethods [NJC99, GMEOO, KOLMO03, JW03, JW04], the position and orien-
tation of the haptic device are applied directly to the gealspbject. Collision detection is performed
between the grasped object and the rest of the virtual ahjant collision response is applied to the
grasped object as a function of object separation or pditrdepth. The resulting contact force and
torque are directly fed back to the user.

In virtual couplingmethods [CC97, Ber99, MPT99, RK00, WMO3], the position andrgation
of the haptic device are set as goals for the grasped objeth girtual viscoelastic coupling [CSB95]
produces a force that attracts the grasped object to its gdadllision detection and response are

performed between the grasped object and the rest of theaviobjects. The coupling force and



torque are combined with the collision response in ordeotmmute the position and orientation of
the grasped object. The same coupling force and torque @utgafek to the user.

In Sec. 2.6, | describe the different existing methods f@d¥~ haptic rendering in more detail,
and | discuss their advantages and disadvantages. Alsgpksned in more detail in Sec. 2.2, there
are two major types of haptic devices, and for each type oicdethe rendering pipeline presents
slight variations. Impedance-type devices read the positnd orientation of the handle of the device
and control the force and torque applied to the user. Adnitetype devices read the force and torque

applied by the user and control the position and orientaifdhe handle of the device.

1.2.2 Force Update Rate

The ultimate goal of 6-DoF haptic rendering is to providecéand torque feedback to the user. This
goal is achieved by controlling the handle of the haptic devivhich is in fact the end-effector of
a robotic manipulator. When the user holds the handle, hb@esperiences kinesthetic feedback.
The entire haptic rendering system is regarded as a mecthamigsedance that sets a transformation
between the position and velocity of the handle of the deawkthe applied force.

The quality of haptic rendering can be measured in termseafifmamic range of impedances
that can be simulated in a stable manner [CB94]. When the msges the haptic device in free
space, the perceived impedance should be very low (i.el] fonee), and when the grasped virtual
object touches other rigid objects, the perceived impeglahould be high (i.e., high stiffness and/or
damping of the constraint). The quality of haptic renderiagy also be measured in terms of the
responsiveness of the simulation [BOYBK90, Ber99]. In fspace motion the grasped virtual object
should respond quickly to the motion of the user. Similartigen the grasped object collides with a
virtual wall, the user should stop quickly, in response ®tiotion constraint.

With impedance-type devices, virtual walls are implemerae large stiffness values in the sim-
ulation. In haptic rendering, the user is part of a closexplsampled dynamic system [CS94], along
with the device and the virtual environment, and the existenf sampling and latency phenomena
can induce unstable behavior under large stiffness valsgstem instability is directly perceived by
the user in the form of disturbing oscillations. A key facfor achieving a high dynamic range of

impedances (i.e., stiff virtual walls) while ensuring seakendering is the computation of feedback
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forces at a high update rate [CS94, CB94]. Brooks et al. [ BRYH reported that, in the rendering of
textured surfaces, users were able to perceive perforndifieeences at force update rates between
500Hz and 1kHz. This observation suggests desired forcatapdtes for 6-DoF haptic rendering in
the order of 1kHz.

A more detailed description of the stability issues invdiitethe synthesis of force feedback, and
a description of related work, are given in Sec. 2.2. AltHobhgre | have focused on impedance-
type haptic devices, similar conclusions can be drawn fariidnce-type devices (See [AH98a] and

Sec. 2.2).

1.2.3 Contact Determination

The computation of non-penetrating rigid-body dynamicthefgrasped object and, ultimately, syn-
thesis of haptic feedback require a model of collision respo Forces between the virtual objects
must be computed from contact information. Determining tvbetwo virtual objects collide (i.e.,
intersect) is not enough, and additional information, sagpenetration distance, contact points, con-
tact normals, and so forth, need to be computed. Contactndiei&tion describes the operation of
obtaining the contact information necessary for collisiesponse [Bar92].

Collision response can be computed as a function of objguragon, with worst-case cost
O(mn), or penetration depth, with a complexity boundxim®n?). But collision response can also be
applied at multipleeontactssimultaneously. Given two objecésandB with mandn triangles respec-
tively, contacts can be defined as pairs of intersectingdies or pairs of triangles inside a distance
tolerance. The number of pairs of intersecting triangle®(isin) in worst-case pathological cases,
and the number of pairs of triangles inside a tolerance cad(b#) in practical cases. In Chapter 2,

I will discuss in more detail existing techniques for detarimg the contact information.

The cost of contact determination depends largely on facdach as the convexity of the in-
teracting objects or the contact configuration. There isinecticonnection between the polygonal
complexity of the objects and the cost of contact deterrionabut, as a reference, existing exact
collision detection methods can barely execute contadtiegifor 6-DoF haptic rendering between
pairs of objects with 1000 triangles in complex contact scenarios [KOLMO3] at éoupdate rates of

1kHz.
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Contact determination becomes particularly expensivénéninteraction between textured sur-
faces. Studies have been done on the highest texture liesothat can be perceived through cu-
taneous touch, but there are no clear results regardingigiest resolution that can be perceived
kinesthetically through an intermediate object. It is knoilat, in the latter case, texture-induced
roughness perception is encoded in vibratory motion [KLE2ychophysics researchers report that
1mm textures are clearly perceivable, and perceived raegghappears to be even greater with finer
textures [LKHGOQ]. Based on Shannon’s sampling theoren@canlx 10cm plate with a sinusoidal
texture of Lmm in orthogonal directions is barely correstynpled with 40000 vertices. This mea-
sure gives an idea of the triangulation density requireccégturing texture information of complex
textured objects. Note that the triangulation density maywwpy orders of magnitude if the textures
are not sinusoidal and/or if information about normals amyatures is also needed. The conclusions
from this analysis are that highly textured 3D objects ofze siomparable to the human hand may
require millions of triangles in order to be properly deled, and that exact contact determination

between two highly textured objects cannot be executedextictive rates.

1.2.4 Stable and Responsive Interaction with Complex Objés

As discussed throughout this section, stable and respoiisoF haptic rendering requires high
force update rates, preferably in the order of 1kHz, andréggiirement conflicts with the inherent
cost of contact determination between complex models.iGusymethods for 6-DoF haptic rendering
describe the virtual objects using either parametric segNJC99], polygonal models [GMBO,
KOLMO03, JW03, JW04], or combinations of point-sampled angelized models [MPT99, WMO03].
In Sec. 2.6, | discuss these methods in more detail but, torauine, they all employ fixed repre-
sentations of the virtual objects. With fixed representetjahe sampling resolution can be selected
based on the interactivity of contact determination in clexgontact configurations, or based on the
smallest perceivable geometric features of the objectqitaeb determination between finely sam-
pled complex objects cannot be executed at high force upatEgin complex contact configurations.
Consequently, fixed representations impose serious tionimfor stable and responsive 6-DoF haptic

rendering of complex objects.
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1.3 Thesis
My thesis is:

Efficient multiresolution data structures and collisiortelgtion algorithms, coupled with
perceptually inspired force models and simplification téghes, can enable stable and

responsive 6-degree-of-freedom haptic rendering of cexpblygonal models.

To support this thesis, | present an approach to 6-DoF hagtidering of complex polygonal
models that combines novel algorithms for contact deteaition, collision response, and synthesis of
force and torque feedback.

| have developed an efficient data structure for multiresaucollision detection that combines
properties of multiresolution representations and datecttres for hierarchical culling. | have also
designed a multiresolution collision detection algorittivat uses this novel data structure and selects
the appropriate object resolution at every contact. Fumbee, | have designed an efficient algorithm
for refining contact information that accounts for surfaedure detail.

The creation of the multiresolution representation and#hection of the appropriate contact reso-
lution take advantage of perceptual observations madeymhpphysics researchers. | have designed
a novel force model that also takes advantage of percepatci@rs highlighted in psychophysics stud-
ies.

| compute locally linear approximations of the contact &s @ order to ensure fast update of the
simulation of rigid body dynamics. And | propose an impl&itution to the simulation of rigid body
dynamics that, coupled with a fast update of feedback fondet@arque, enables stable yet responsive
interaction. Before describing the main results of my warkriore detail, | list general assumptions

about the nature of the virtual objects and the haptic device

1.3.1 Main Assumptions

Throughout the dissertation, | make several general assomsp

1. All the objects in the virtual environment, except for thee grasped by the user, are static.

Following this assumption, one needs to compute the dyrsaofiene object only, considerably
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reducing the cost of rigid body dynamics simulation and aohdletermination.

2. The virtual objects are assumed to be rigid. If the objsefter no deformations, efficient data

structures for contact determination can be precomputed.
3. The objects are represented by triangle meshes.

4. The haptic device is of impedance type. This implies thathaptic rendering algorithm re-

ceives user positions as inputs and outputs force and teajues.

5. Adriver that controls the haptic device is provided. Tdriser is responsible for measuring the

position, orientation, and velocity of the haptic deviceweaell as for controlling the actuators.

In most of the existing applications of 6-DoF haptic rendgrithe environment is, to a large
extent, rigid and static. The techniques that | presentigndissertation are valid for applications such
as virtual prototyping and surgical training on hard tissue

As | describe in Sec. 2.2, Adams and Hannaford [AH98a] prteskemunified framework for stable
haptic rendering with impedance- and admittance-typecesvi By using Adams and Hannaford’s

framework, the techniques presented here can also be dppléimittance-type devices.

1.3.2 Overview of the Rendering Pipeline

As described in Sec. 1.2.2, a high force update rate is thédatgr for obtaining stable and respon-
sive 6-DoF haptic rendering. Therefore, my approach to &-Bayptic rendering of complex models
focuses on the acceleration of contact determination alidion response. In order to achieve sta-
ble and responsive haptic rendering, efficient contactra®tation and collision response techniques
must be integrated with an appropriate rendering pipellfellow the pipeline ofvirtual coupling
methods, described in Sec. 1.2.1, and | also adapt the cooidegermediate representatiosuccess-
fully employed in 3-DoF haptic rendering [AKO95, MRB6]. The overall haptic rendering pipeline
is depicted in Fig. 1.2. Conceptually, | divide the globailgem of 6-DoF haptic rendering into three

main subproblems:

1. Contact determination.
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2. Collision response.

3. Simulation of rigid body dynamics and synthesis of foedback.

- Contact
Device Object State .
F State ’ T l Determination
Device Virtual Rigid Body Linearized
Controller Couplin Simulation Contact
i 9 ulatio Model
Coupling Force ’ ‘ Contact Force Contact Collision
and Torque and Torque Update Response

Figure 1.2:0Overall Rendering Pipeline. 6-DoF haptic rendering pipeline, highlighting the modules
of contact determination and collision response.

One key element of my approach is to decouple the problemeraact determination and col-
lision response from the simulation of rigid body dynamiosl aynthesis of kinesthetic feedback,
adapting the concept of intermediate representation [AK®ERF"96]. As a result of contact deter-
mination and collision response, | compute a linearizedehotithe contact forces. This linearized

model is used for the simulation of rigid body dynamics areldbmputation of feedback forces.

Another key element is the computation of contact forcesvim $teps. The first step identifies
contacts between the grasped virtual object and the rekeartvironment. Each contact is described
at an adaptively selected resolution. The second step sdfiigecontact information at each contact

and computes per-contact force and torque.

1.3.3 Main Results

| now discuss the results for 6-DoF haptic rendering thaekpnt in this dissertation. | classify them
according to their connections with the subproblems ofatirdetermination, collision response, and

simulation of rigid body dynamics with force feedback.
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Contact Determination

As explained in Sec. 1.2.3, exact contact determinatiowdsett geometrically complex surfaces be-
comes a challenging problem at the high update rates rejyrdaptic rendering. The cost of col-
lision detection grows when large areas of the objects aceriact, but perceptual findings indicate
that the perceptibility of surface features decreases laitler contact areas [KL95, OC99, OCO01].
This observation motivates the use of multiresolutionisioih detection, selecting low-resolution rep-
resentations when the contact area is large, and thusa#iistieducing the computational cost. In

this dissertation, | present the following key results fontact determination:

e Contact levels of detalCLODs), a novel data structure that combines static leskldetail

(LODs) and bounding volume hierarchies (BVHS) into one dui@farchical representation.

e A multiresolution collision detection algorithm based oh@Ds that selects the appropriate

object resolution at each contact independently.

e The application of CLODs to contact determination in 6-Dakptic rendering of complex

polygonal models.

| present a general definition of CLODs, independent of tipes$yof bounding volumes and sim-
plification operations employed for creating LODs. | alsegant a framework for constructing a
hierarchy of CLODs, by combining mesh simplification andstéuing operations. Along with the
general definition, | present an implementation of CLODs\gsionvex hulls. Convex hulls offer
attractive properties for fast execution of proximity geser | have designed a novel atomic sim-
plification operationfiltered edge collapsethat combines mesh decimation and filtering, but also
accounts for constraints imposed by the selection of cohudlz as bounding volumes. Filtered edge
collapses are prioritized based on perceptual obsengtibas contributing to aensation preserving
simplificationprocess.

The combination of LODs and BVHSs in one dual hierarchicarespntation facilitates the exe-
cution of multiresolution collision detection. In this walescending on the BVH has the additional
effect of refining the LODs. | incorporate a selective refieamtest to the execution of collision

detection using BVHSs. The selective refinement test auticaibt determines the appropriate object
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resolution at each contact location independently, arsfittiinded on perceptually inspired error met-
rics. | have designed haptic, velocity-dependent, anddependent error metrics. All metrics take
into account the relationship among local resolution, aonarea, and surface deviation. | have de-
fined a metric of mesh resolution that can be compared cengligtacross different objects, and this
consistency facilitates the prioritization of the sermapreserving simplification process, the priori-
tization of the splitting of bounding volumes in hierardclicollision detection, and the formulation of
a consistent error metric that captures the contact ertardas two objects. | have integrated CLODs
with penalty-based collision response methods and withilsition methods that require the location
of the time of collision.

I have successfully tested CLODs in 6-DoF haptic renderingadels with more than one hun-
dred thousand triangles. Contact determination using C&@iDs at frequencies higher than 300Hz
in complex contact configurations, with little error in thentact information. CLODs enable up to
a 2-order-of-magnitude speed-up compared to existingtexdigsion detection algorithms. CLODs
are a general approach to multiresolution collision datactind their application is not restricted to
6-DoF haptic rendering. For instance, | have used CLODs dtliston detection in impulse-based
rigid body simulation, achieving roughly 1-order-of-mégde performance gain compared to exact

collision detection methods with objects with tens of thands of triangles.

Collision Response

Once the contacts between the grasped virtual object ancshef the environment are identified,
it remains to compute per-contact force and torque. CLODsrdgne the appropriate contact res-
olution based on observations related to feature idertifica However, in the interaction between
textured surfaces, forces can also arise due to the inikemdmétween sub-feature geometry. Texture-
mapping techniques have been successfully used for theesiatof feedback forces in 3-DoF haptic
rendering [Min95, HBS99], but no previous techniques wdile o synthesize force and torque aris-
ing from the interaction between two textured surfaceshidissertation | present the following key

results for collision response:

e The first 6-DoF haptic texture rendering algorithm. It regenas objects as low-resolution ge-
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ometric representations along witlaptic texturestexture images that encode fine geometric

detail.
e An image-based algorithm for computing directional pest@in depth.

e A physically based and perceptually inspired force modet&pturing contact force and torque

between textured surfaces.

The 6-DoF haptic texture rendering algorithm computesadribformation between interacting
objects in two steps. First, CLODs are used for performingta@ct determination, obtaining contact
locations and penetration directions between low-regniutepresentations of the models. Second,
a novel image-based algorithm is used for refining the dorat penetration depth at each contact,
incorporating the geometric detail stored in haptic tessurThe use of haptic textures reduces the
impact of the high polygonal complexity of the input modetgtie cost of contact determination while
maintaining the effects of surface texture on force displde image-based algorithm for computing
directional penetration depth maps very naturally to arlémgntation on graphics processors, and |
have exploited the parallelism of graphics processorsderaio obtain high performance.

| have designed a force model that captures the interacfizgextured surfaces in the contact
region, in both translational and rotational degrees afdmam. The design of the force model consid-
ers factors highlighted in psychophysics studies on péimepf roughness [KL02]. Specifically, an
analysis of the perceptual observations has led to forceagde equations based on the gradient of
penetration depth. | have compared the simulated forcetupeal by the force model with the results
of the studies on roughness perception. Perceptual fauginighted in psychophysics studies influ-
ence simulated texture forces in a way that matches quaditatheir influence on actual roughness
perception.

| have successfully applied the 6-DoF haptic texture reindeaigorithm to textured models whose
full-resolution representations consist of several haddihousand triangles. The force update rate lies
between 100Hz and 200Hz in complex contact situations lawhes 500Hz in less complex cases. |
have performed tests on conveyance of roughness effectmisiational as well as rotational motion.
In both cases the results are satisfactory, showing thdbthe model and the two-step algorithm for

computing contact information successfully capture theraction between textured surfaces.
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Simulation of Rigid Body Dynamics and Synthesis of Force Fatback

As mentioned earlier, | have followed the approach of virt@upling methods (see Secs. 1.2.1
and 2.6 for more details) for designing the global 6-DoF itapndering pipeline. As | discuss
in Sec. 2.6, previous virtual coupling methods suffer somtdtions. Some methods have only
been applied to simple models, others provide limited respeness and stability, and others cannot
synthesize dynamic force effects. The direct integratibthe contact determination and collision
response technigues that | have developed with previotisaVicoupling methods would suffer from
similar problems, especially because the force updatearatdd drop in complex contact configura-
tions. In this dissertation | present the following key féestor the simulation of rigid body dynamics

and the synthesis of force feedback:

e Implicit integration of rigid body dynamics simulation Wwihaptic manipulation.

e A linearized contact model that decouples contact deteatioin and collision response from

the simulation of rigid body dynamics.

e The application of the complete rendering pipeline in 6-Daptic rendering of complex polyg-

onal models, achieving stable and responsive interaction.

| propose the simulation of the rigid body dynamics of théuat object grasped by the user using
implicit integration. Implicit integration offers advadeous stability properties [CSB95, BW98]. It
is stable for a set of parameters larger than explicit itéégin, enabling higher coupling stiffness,
higher contact stiffness, smaller object interpenetratemd more responsive motion. Specifically,
| simulate the rigid body dynamics of the grasped objecbieihg a semi-implicit backward Euler
discretization of the Newton-Euler equations of rigid bodgtion, accounting for user interaction
through virtual coupling, penalty-based contact forces, @xture force and torque. The formulation
involves the linearization in the state-space of a rigidybfubsitions and velocities) of viscoelastic
virtual coupling force and torque, penalty-based forcetanglue, and texture force and torque

A linearized contact model that decouples the computati@ootact forces from the simulation
of rigid body dynamics enables a multirate architecturehef tendering pipeline. The simulation

of rigid body dynamics and the synthesis of force feedbackimua fast thread, while the execution
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of contact determination and collision response run in asdp asynchronous thread. In this way,
contact determination is not a bottleneck for the updateutpuat force and torque, with beneficial
consequences on stability and responsiveness. The fdromul the linearized contact model em-
ploys the same linearization as the formulation of impliotegration, therefore it involves almost
no additional cost. | propose a contact clustering techeitpased on the K-means clustering algo-
rithm [JMF99], that clusters the contacts output by the achtietermination module and computes a
set of representative contacts for collision response.

| have integrated multiresolution collision detectionngsCLODs in the rendering pipeline, pro-
ducing stable and responsive 6-DoF haptic rendering of faaslth tens of thousands of triangles.
The interaction between complex models remains highlyaesipe and stable at force update rates

of 1kHz, even with update rates of contact determinatiomasals 100Hz.

1.3.4 Organization

The rest of the dissertation is organized as follows. Chdptiescribes and discusses related work.
Chapter 3 presentontact levels of detaibr multiresolution collision detection. Chapter 4 intrams

a 6-DoF haptic texture rendering algorithm basedaptic textures Chapter 5 presents a stable and
responsive 6-DoF haptic rendering pipeline, based on anpilitegration of rigid body dynamics sim-

ulation. Finally, Chapter 6 summarizes the main conclusemmd discusses future research directions.
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Chapter 2

Related Work

The development of techniques for stable and responsiveg6ed-of-freedom haptic rendering of
complex polygonal models is founded largely on a good undeding of four main subjects: the
psychophysics of haptic perception, the application oftrmdriheory to haptic rendering, collision
detection algorithms, and rigid body simulation. The fimirfsections of this chapter cover relevant
work on these four subjects. The remainder of the chapteusses previous methods for haptic
texture rendering and 6-DoF haptic rendering, which cautstithe overall research problems tackled

in this dissertation.

2.1 Psychophysics of Haptics

In the design of contact determination algorithms for lkapgndering, it is crucial to understand the
psychophysics of touch and to account for perceptual factbhe structure and behavior of human
touch have been studied extensively in the field of psycholddne topics analyzed by researchers
include characterization of sensory phenomena as wellgstde and memory processes.

Haptic perception of physical properties includes a fiegp &tf stimulus registration and communi-
cation to the thalamus, followed by a second step of higéngtprocessing. Perceptual measures can
be originated by individual mechanoreceptors but also byrttegration of inputs from populations of
different sensory units [KL03]. Klatzky and Lederman [KJ@Bscuss object and surface properties
that are perceived through the sense of touch (e.g., textareness, and weight) and divide them

between geometric and material properties. They also aaalgtive exploratory procedures (e.g.,
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lateral motion, pressure, or unsupported holding) typiaadnducted by subjects in order to capture
information about the different properties.

Knowing the exploratory procedure(s) associated with &qdar object or surface property, re-
searchers have studied the influence of various parametdh& @ccuracy and magnitude of sensory
outputs. Perceptual studies on tactile feature detectidridentification, as well as studies on texture
or roughness perception are of particular interest for nggatiation. In this section | summarize
existing research on perception of surface features armepton of roughness, and then | discuss

issues associated with the interaction of visual and haptidalities.

2.1.1 Perception of Surface Features

Klatzky and Lederman describe two different exploratoryogdures followed by subjects in order to
capture shape attributes and identify features and objéttsaptic glancgKL95], subjects extract
information from a brief haptic exposure of the object scefaThen they perform higher-level pro-
cessing for determining the identity of the object or othigritautes. Incontour following[KLO3],
subjects create a spatiotemporal map of surface attritsiiel as curvature, that serves as the pattern
for feature identification. Contact determination alduris attempt to describe the geometric interac-
tion between virtual objects. Fast contact determinatlgorahms for 6-DoF haptic rendering must
minimize the computational cost while preserving impar@g@gometric attributes. The instantaneous
nature of haptic glance [KL95] makes it strongly dependenporely geometric attributes, unlike the
temporal dependency of contour following.

Klatzky and Lederman [KL95] conducted experiments in wtdabjects were instructed to iden-
tify objects from brief cutaneous exposures (i.e., hapanges). Subjects had an advance hypothesis
of the nature of the object. The purpose of the study was twod& how, and how well, subjects
identify objects from brief contact. According to KlatzkpéLederman, during haptic glance a sub-
ject has access to three pieces of information: roughnessplance, and local features. Roughness
and compliance are material properties that can be extr&aim lower-level processing, while local
features can lead to object identification by feature matgliuring higher-level processing. In the
experiments, highest identification accuracy was achisvitld small objects, whosehapedfit on

a fingertip. Klatzky and Lederman concluded that large ctirdeea helped in the identification of
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textures or patterns, although it was better to have a stisnofl a size comparable to or just slightly
smaller than that of the contact area for the identificatibgemmetric surface features.

The experiments conducted by Klatzky and Lederman posittendsting relation between feature
size and contact area during cutaneous perception. Fomtipege of designing a contact determi-
nation algorithm, however, | am interested in kinesthegecpption arising from the interaction of
two objects. Okamura and Cutkosky [OC99, OCO01] analyzemifealetection in robotic exploration,
which can be regarded as a case of object-object interaclibay characterized geometric surface
features based on the ratios of their curvatures to the oddine robotic fingertips acquiring the
surface data. They observed that a larger fingertip, whiokiiges a larger contact area, can miss
small geometric features. To summarize, the studies by kaand Lederman [KL95] and Okamura
and Cutkosky [OC99, OCO01] lead to the following observatishich drives the design of contact

determination algorithms for 6-DoF haptic rendering (See.S.1.1):

Human haptic perception of the existence of a geometri@sarfeature depends on the
ratio between the contact area and the size of the featureth@oabsolute size of the

feature itself.

2.1.2 Perception of Texture and Roughness

Klatzky and Lederman [KLO3] describe a textured surface asréace with protuberant elements
arising from a relatively homogeneous substrate. Intemactith a textured surface results in per-
ception of roughness. EXxisting research on the psychophpsitexture perception indicates a clear
dichotomy of exploratory procedures: (a) perception ofuexwith the bare skin, and (b) perception
through an intermediate (rigid) object, a probe.

Most of the research efforts have been directed towardshheacterization of cutaneous per-
ception of textures. Katz [Kat89] suggested that roughiegerceived through a combination of
spatial and vibratory codes during direct interaction vitik skin. More recent evidence demon-
strates that static pressure distribution plays a domir@tn perception of coarse textures (features
larger than 1mm) [Led74, CJ92], but motion-induced vilmatis necessary for perceiving fine tex-

tures [LS91, HROO].
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Six-DoF haptic rendering tackles the display of textured/anroughness-induced forces aris-
ing from the interaction between two objects. As pointedluKlatzky and Lederman [KL0Z2], in
object-object interaction roughness is encoded in vilbyatootion transmitted to the subject. In the
last few years, Klatzky and Lederman have directed experisrtbat analyze the influence of several
factors on roughness perception through a rigid probe.zKya¢t al. [KLHT03] distinguished three
types of factors that may affect the perceived magnitud@oginess: interobject physical interac-
tion, skin- and limb-induced filtering prior to cutaneougsldinesthetic perception, and higher-level
factors such as efferent commands. The design of contaatndietation and collision response algo-
rithms for haptic texture rendering is mostly concernedhviaictors related to the physical interaction
between objects: object geometry [LKHGO00, KiEBB], applied force [LKHGO0O0], and exploratory
speed [LKHR99, KLH 03]. In Sec. 4.2.1, | describe how the influence of these fadsoaddressed
in the design of a 6-DoF haptic texture rendering algorithm.

The experiments conducted by Klatzky and Lederman to ctenae roughness perception [KLO2]
used a common setup: subjects explored a textured plateavgitbbe with a spherical tip, and then
they reported a subjective measure of roughness. Plategeogd raised dots were used, and the
mean frequency of dot distribution was one of the variabhethe experiments. The resulting data
was analyzed by plotting subjective roughness values vsinterspacing in logarithmic graphs, as
shown in Figs. 4.8, 4.9, and 4.10.

Klatzky and Lederman [KL99] compared graphs of roughnessexdure spacing (a) with finger
exploration and (b) with a rigid probe. They concluded tlatthe range of their data, roughness
functions were best fit by linear approximations in fingerlexgtion and by quadratic approximations
in probe-based exploration. In other words, when perceiwenligh a rigid spherical probe, roughness
initially increases as texture spacing increases, butr aflaching a maximum roughness value, it
decreases again. Based on this finding, the influence of &htars on roughness perception can
be characterized by the maximum value of roughness and the whtexture spacing at which this
maximum takes place.

Lederman et al. [LKHGO0O] demonstrated that the diametehefspherical probe plays a crucial
role in the maximum value of perceived roughness and theitotaf the maximum. The roughness

peak is higher for smaller probes, and it occurs at smalktute spacing values (See Fig. 4.8).



25

Lederman et al. [LKHGOQ] also studied the influence of theliadmormal force during explo-
ration. Roughness is higher for larger force, but the infbgeon the location of the peak is negligible
(See Fig. 4.9).

The effect of exploratory speed was studied by Lederman @tlidHR99]. They found that the
peak of roughness occurs at larger texture spacing for hgpgeed (See Fig. 4.10). Also, with higher
speed, textured plates feel smoother at small texturerspzand rougher at large spacing values. The

studies reflected that speed has a stronger effect in pastvaction than in active interaction.

2.1.3 Haptic and Visual Cross-modal Interaction

Haptic rendering is often presented along with visual digpI'herefore, it is important to understand
the issues involved in cross-modal interaction. Klatzkg &sederman [KLO3] discuss aspects of
visual and haptic cross-modal integration from two pertpes: attention and dominance.

Spence et al. [SPDO00] have studied how visual and tactile cae influence a subject’s attention.
Their conclusions are that visual and tactile cues aredddaether in a single attentional mechanism,
and wrong attention cues can affect perception negatively.

Sensory dominance is usually studied by analyzing pereépiscrepancies in situations where
cross-modal integration yields a unitary perceptual raspo One example of relevance for this dis-
sertation is the detection of object collision. During abjmanipulation, humans determine whether
two objects are in contact based on a combination of visualhaptic cues. Early studies of sen-
sory dominance seemed to point to a strong dominance of\isiga over haptic cues [RV64], but
in the last decades psychologists agree that sensory iapaite/eighted based on their statistical
reliability or relative appropriateness, measured in teghaccuracy, precision, and cue availabil-
ity [HCGB99, EBO1, KL03].

The design of contact determination algorithms can alsefiteinom existing studies on the vi-
sual perception of collisions in computer animations. dligan and her colleagues [ORC99, ODO01,
ODGKAO03] have investigated different factors affectinguakcollision perception, including eccen-
tricity, separation, distractors, causality, and accpi@csimulation results. Basing their work on a
model of human visual perception validated by psychoplaysgperiments, they demonstrated the

feasibility of using these factors for scheduling intetiinlg collision detection among large hum-
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bers of visually homogeneous objects. In this dissertdtimesent contact determination techniques
that are not restricted to haptic rendering and can also pkedpto rigid body simulation. Conse-
guently, these techniques can benefit from the observatedated to visual perception of collisions,

as presented in Sec. 3.4.3.

2.2 Stability and Control Theory Applied to Haptic Rendering

In haptic rendering, the human user is part of the dynamiesysalong with the haptic device and the
computer implementation of the virtual environment. Theptete human-in-the-loop system can be
regarded as a sampled-data system [CS94], with a contim@muponent (the user and the device)
and a discrete one (the implementation of the virtual emvirent and the device controller). Stability
becomes a crucial feature, because instabilities in thesysan produce oscillations that distort the
perception of the virtual environment, or uncontrolled imotof the device that can even hurt the
user. In Sec. 1.2.2, | have briefly discussed the importahsgbility for haptic rendering, and | have

introduced the effect of the force update rate on stabilitythis section | review and discuss in more

detail existing work in control theory related to stabil#galysis of haptic rendering.

2.2.1 Mechanical Impedance Control

The concept of mechanical impedance extends the notioreofriglal impedance and refers to the
guotient between force and velocity. Hogan [Hog85] introshli the idea of impedance control for
contact tasks in manipulation. Earlier technigues coletotontact force, robot velocity, or both, but
Hogan suggested controlling directly the mechanical inaped, which governs the dynamic proper-
ties of the system. When the end effector of a robot touchigdhgurface, it suffers a drastic change
of mechanical impedance, from low impedance in free spadegh impedance during contact. This
phenomenon imposes serious difficulties on earlier cotgainiques, inducing instabilities.
The function of a haptic device is to display the feedbackdaf a virtual world to a human user.

Haptic devices present control challenges very similahésé of manipulators for contact tasks. As
introduced in Sec. 1.2.1, there are two major ways of cadirigph haptic device: impedance control

and admittance control. In impedance control, the user sithedevice, and the controller produces
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a force dependent on the interaction in the virtual world.adimittance control, the user applies a
force to the device, and the controller moves the devicerdougto the virtual interaction.

In both impedance and admittance control, high controlgyedm induce instabilities. Inimpedance
control, instabilities may arise in the simulation of stifftual surfaces. The device must react with
large changes in force to small changes in the position. €sely, in admittance control, rendering
a stiff virtual surface is not a challenging problem, beesitiss implemented as a low controller gain.
In admittance control, however, instabilities may arisertyifree-space motion in the virtual world,
because the device must move at high velocities under spyaliea forces, or when the device rests
on a stiff physical surface. Impedance and admittance aboaéin therefore be regarded as comple-
mentary control techniques, best suited for opposite egiptins. The contact determination and force
computation algorithms designed in this dissertation adependent of the control strategy. On the
other hand, the force rendering technique presented int€h&mssumes impedance control of the
haptic device, but it can be adapted to admittance contitdyiing the unifying framework presented

by Adams and Hannaford [AH98a].

2.2.2 Stable Rendering of Virtual Walls

Since the introduction of impedance control by Hogan [Hdg8t analysis of the stability of haptic
devices and haptic rendering algorithms has focused onrtitdgm of rendering stiff virtual walls.
This was known to be a complex problem at early stages of res@ahaptic rendering [Kil76], but
impedance control simplified the analysis, because a Vitathcan be modeled easily using stiffness
and viscosity parameters.

Ouh-Young [OY90] created a discrete model of the Argonne A&M the human arm and an-
alyzed the influence of force update rate on the stabilityr@sgonsiveness of the system. Minsky,
Brooks, et al. [MOYS 90, BOYBK90] observed that update rates as high as 500Hztgz hkight be
necessary in order to achieve stability.

Colgate and Brown [CB94] coined the term Z-Width for desioigbthe range of mechanical
impedances that a haptic device can render while guaragtsé&bility. They concluded that physi-
cal dissipation is essential for achieving stability anak tthe maximum achievable virtual stiffness is

proportional to the update rate. They also analyzed theanfle of position sensors and quantization,
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and concluded that sensor resolution must be maximizedrengetocity signal must be filtered.
Almost in parallel, Salcudean and Vlaar [SV94] studied lapndering of virtual walls, and
techniques for improving the fidelity of the rendering. Theynpared a continuous model of a virtual
wall with a discrete model that accounts for differentiataf the position signal. The continuous
model is unconditionally stable, but this is not true for thecrete model. Moreover, in the discrete
model fast damping of contact oscillations is possible anilh rather low contact stiffness and, as
indicated by Colgate and Brown too [CB94], this value offs#ks is proportional to the update rate.
Salcudean and Vlaar proposed the addition of braking pugsegortional to collision velocity, for

improving the perception of virtual walls.

2.2.3 Passivity and Virtual Coupling

A subsystem igassiveif it does not add energy to the global system. Passivity iswaepful tool

for analyzing stability of coupled systems, because thelenlsystem obtained from two passive
subsystems is always stable. Colgate and his colleaguestiveffirst to apply passivity criteria to
the analysis of stability in haptic rendering of virtual ¥8aICGSS93]. Passivity-based analysis has
enabled separate study of the behavior of the human subsy#te haptic device, and the virtual

environment in force-feedback systems.

Human Sensing and Control Bandwidths

Hogan discovered that the human neuromuscular systemiexéibernally simple, springlike behav-
ior [Hog86]. This finding implies that the human arm holdingaptic device can be regarded as a
passive subsystem, and the stability analysis can focueehaptic device and the virtual environ-
ment.

Note that human limbs are not passive in all conditions, batlhandwidth at which a subject
can perform active motions is very low compared to the fregies at which stability problems may
arise. Some authors [Shi92, Bur96] report that the bandiveithivhich humans can perform controlled
actions with the hand or fingers is between 5 and 10Hz. On ther diand, sensing bandwidth can
be as high as 20 to 30Hz for proprioception, 400Hz for tasiiesing, and 5 to 10kHz for roughness

perception.
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Passivity of Virtual Walls

Colgate and Schenkel [CS94] observed that the oscillapenseived by a haptic user during system
instability are a result of active behavior of the forcedieack system. This active behavior is a
consequence of time delay and loss of information inheresaimpled-data systems, as suggested by
others before [BOYBK90]. Colgate and Schenkel formulatasisivity conditions in haptic rendering
of a virtual wall. For that analysis, they modeled the vitiwuall as a viscoelastic unilateral constraint,
and they accounted for the continuous dynamics of the hdptiice, sampling of the position signal,
discrete differentiation for obtaining velocity, and a@@rder hold of the output force. They reached
a sufficient condition for passivity that relates the s8ffsK and dampind of the virtual wall, the
inherent damping of the device, and the sampling peridd

KT

b> 7+B. (2.1)

Stability of Non-linear Virtual Environments

After deriving stability conditions for rendering virtuadalls modeled as unilateral linear constraints,
Colgate and his colleagues considered more complex emagnts [CSB95]. A general virtual en-
vironment is non-linear, and it presents multiple and \@eaconstraints. Their approach enforces
a discrete-time passive implementation of the virtual mmnent and sets a multidimensional vis-
coelasticvirtual couplingbetween the virtual environment and the haptic display.hlas way, the
stability of the system is guaranteed as long as the virtoiapling is itself passive, and this condi-
tion can be analyzed using the same techniques as thosearsadual walls [CS94]. As a result
of Colgate’s virtual coupling [CSB95], the complexity ofetiproblem was shifted towards design-
ing a passive solution of virtual world dynamics. As notedCnlgate et al. [CSB95], one possible
way to enforce passivity in rigid body dynamics simulatierid use implicit integration with penalty
methods.

Adams and Hannaford [AH98a] provided a framework for analyzstability with admittance-
type and impedance-type haptic devices. They derivedigyadmnditions for coupled systems based

on network theory. They also extended the concept of vitoapling to admittance-type devices.
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Miller et al. [MCF90] extended Colgate’s passivity anatytechniques, relaxing the requirement of
passive virtual environments but enforcingclo-passivityof the complete system. Hannaford and
his colleagues [HRKO02] investigated the use of adaptivearotiars instead of the traditional fixed-

value virtual couplings. They designed passivity obserard passivity controllers for dissipating

the excess of energy generated by the virtual environment.

2.2.4 Multirate Approximation Techniques

Multirate approximation techniques, though simple, hagerbsuccessful in improving the stability
and responsiveness of haptic rendering systems. The ideg&rform a full update of the virtual
environment at a low frequency (limited by computationabigrces and the complexity of the system)
and to use a simplified approximation for performing higbginency updates of force feedback.
Adachi [AKO95] proposed amtermediate representaticior haptic display of complex polyg-
onal objects. In a slow collision detection thread, he comga plane that served as a unilateral
constraint in the force-feedback thread. This technique later adapted by Mark et al. [MRB6],
who interpolated the intermediate representation betwpdates. This approach enables higher stiff-
ness values than approaches that compute the feedback/édves at the rate imposed by collision
detection. More recently, a similar multirate approach tbeen followed by many authors for haptic
interaction with deformable models [AH98b, CT00, DAKO4llis et al. [ESJ97] produce higher-

guality rendering by upsampling directly the output foredues.

2.3 Collision Detection

Collision detection has received much attention in rolsptaomputational geometry, and computer
graphics. Some researchers have investigated the prolflenederence detection as a mechanism
for indicating whether object configurations are valid ot.n®thers have tackled the problems of
computing separation or penetration distances, with thectie of applying collision response in
simulated environments. The existing work on collisioredéibn can be classified based on the types
of models handled: 2-manifold polyhedral models, polygmnes, curved surfaces, etc. In this section

| focus on collision detection between polyhedral modelse Vast majority of the algorithms used
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in practice proceed in two steps: first they cull large poiof the objects that are not in close
proximity, using spatial partitioning, hierarchical tedtues, or visibility-based properties, and then
they perform primitive-level tests.

In this section, | first describe the problems of interfeedetection and computation of separa-
tion distance between polyhedra, with an emphasis on &hyoesi specialized for convex polyhedra.
Then | survey algorithms for the computation of penetratiepth, the use of hierarchical techniques,
and multiresolution collision detection. | conclude thetimn by covering briefly the use of graphics
processors for collision detection and the topic of cordgimsicollision detection. For more informa-

tion on collision detection, please refer to surveys on tipect[LG98, KHM* 98, LMO04].

2.3.1 Proximity Queries Between Convex Polyhedra

The property of convexity has been exploited in algorithnih wublinear cost for detecting inter-
ference or computing the closest distance between two pdigh Detecting whether two convex
polyhedra intersect can be posed as a linear programmirgong searching for the coefficients of a
separating plane. Well-known linear programming algongt{Sei90] can run in expected linear time
due to the low dimensionality of the problem.

The separation distance between two polyhédaadB is equal to the distance from the origin to
the Minkowski sum ofA and—B [CC86]. This property was exploited by Gilbert et al. [GJKB8or-
der to design a convex optimization algorithm (known as GdKromputing the separation distance
between convex polyhedra, with linear-time performangaractice. Cameron [Cam97] modified the
GJK algorithm to exploit motion coherence in the initiatioa of the convex optimization at every
frame for dynamic problems, achieving nearly constant ingmtime in practice.

Lin and Canny [LC91, Lin93] designed an algorithm for compgiseparation distance by track-
ing the closest features between convex polyhedra. Thgirighm “walks” on the surfaces of the
polyhedra until it finds two features that lie on each oth&dsonoi region. Exploiting motion
coherence and geometric localityypronoi marchingruns in nearly constant time per frame. Mir-
tich [Mir98b] later improved the robustness of this algiomit

Given polyhedraA and B with m andn polygons respectively, Dobkin and Kirkpatrick [DK90]

proposed an algorithm for interference detection witho@mlogn) time complexity that uses hi-
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erarchical representations of the polyhedra. Others hiaeeexploited the use of hierarchical con-
vex representations along with temporal coherence in dodaccelerate queries in dynamic scenes.
Guibas et al. [GHZ99] employ the inner hierarchies suggkebteDobkin and Kirkpatrick, but they
perform faster multilevel walking. Enmann and Lin [ELOO] ploy a modified version of Dobkin and
Kirkpatrick's outer hierarchies, computed using simpdifion techniques, along with a multilevel

implementation of Lin and Canny’s Voronoi marching [LC91].

2.3.2 Penetration Depth

The penetration depth between two intersecting polyhadnadB is defined as the minimum transla-
tional distance required for separating them. For inteirsgolyhedra, the origin is contained in the
Minkowski sum ofA and —B, and the penetration depth is equal to the minimum distarae the
origin to the surface of the Minkowski sum. The computatibpenetration depth can @(mnd)

for general polyhedra [DHKS93].

Many researchers have restricted the computation of piairdepth to convex polyhedra. In
computational geometry, Dobkin et al. [DHKS93] presentedkgorithm for computing directional
penetration depth, while Agarwal et al. [AGH®B0] introduced a randomized algorithm for comput-
ing the penetration depth between convex polyhedra. Cam&@am97] extended the GJK algo-
rithm [GJK88] to compute bounds of the penetration deptld, \¥an den Bergen [van01] furthered
his work. Kim et al. [KLMO02] presented an algorithm that camgs a locally optimal solution of the

penetration depth by walking on the surface of the Minkoveskn.

The fastest algorithms for computation of penetration lkidgtween arbitrary polyhedra take
advantage of discretization. Fisher and Lin [FLO1] est@naenetration depth using distance fields
computed with fast marching level-sets. Hoff et al. [HZLM@tesented an image-based algorithm
implemented on graphics hardware. On the other hand, Kinh #K@LMO02] presented an algo-
rithm that decomposes the polyhedra into convex patchespuetes the Minkowski sums of pairwise
patches, and then uses an image-based technique in ordet tediminimum distance from the origin

to the surface of the Minkowski sums.
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2.3.3 Hierarchical Collision Detection

The algorithms for collision detection between convex pelyra are not directly applicable to non-
convex polyhedra or models described as polygon soupse Boute checking of all triangle pairs,
however, is usually unnecessary. Collision detection betwgeneral models achieves large speed-
ups by using hierarchical culling or spatial partitionieghniques that restrict the primitive-level tests.
Over the last decade, bounding volume hierarchies (BVHg mawwved successful in the acceleration
of collision detection for dynamic scenes of rigid bodiesr &n extensive description and analysis of

the use of BVHs for collision detection, please refer to &atalk’'s PhD dissertation [Got00].

Assuming that an object is described by a set of triangles BVH is a tree of BVs, where each
BV C; bounds a cluster of triangléls € T. The clusters bounded by the childrenG@fconstitute a
partition of T;. The effectiveness of a BVH is conditioned by ensuring thatliranching factor of the
tree is 1) and that the size of the leaf clusters is alsd O Often, the leaf BVs bound only one
triangle. A BVH may be created in a top-down manner, by sigieepartitioning of clusters, or in a

bottom-up manner, by using merging operations.

In order to perform interference detection using BVHs, tviijeots are queried by recursively
traversing their BVHSs in tandem. Each recursive step tebether a pair of BV& andb, one from
each hierarchy, overlap. #andb do not overlap, the recursion branch is terminated. Otrserwif
they overlap, the algorithm is applied recursively to tlodildren. Ifa andb are both leaf nodes, the
triangles within them are tested directly. This processlmgeneralized to other types of proximity

gueries as well.

One determining factor in the design of a BVH is the selectibthe type of BV. Often there is a
trade-off among the tightness of the BV (and therefore thiengefficiency), the cost of the collision
test between two BVs, and the dynamic update of the BV (relkef@a deformable models). Some
of the common BVs, sorted approximately according to irgireaquery time, are: spheres [Qui94,
Hub94], axis-aligned bounding boxes (AABB) [BKSS90], aried bounding boxes (OBB) [GLM96],
k-discrete-orientation polytopes (k-DOP) [KHN8], convex hulls [ELO1], and swept sphere volumes
(SSV) [LGLMO0O0]. BVHs of rigid bodies can be computed as a poepssing step, but deformable

models require a bottom-up update of the BVs after each oeftion. Recently, James and Pai [JP04]
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have presented the BD-tree, a variant of the sphere-treesttaicture [Qui94] that can be updated in
a fast top-down manner if the deformations are describeddmall number of parameters. As will

be explained in Sec. 3.3.1, | have opted for using BVHs of emrwlls for collision detection.

2.3.4 Multiresolution Collision Detection

Multiresolution analysis of a function decomposes the fimmcinto a basic low-resolution represen-
tation and a set of detail terms at increasing resolutiores/aléts provide a mathematical framework
for defining multiresolution analysis [SDS96)].

Multiresolution representations of triangles meshes ligeg/n important attention in computer
graphics. They have been defined in two major ways: folloviligy mathematical framework of
wavelets and subdivision surfaces [LDW97, ED@®] or following level-of-detail (LOD) simplifi-
cation techniques (please refer to [LR@2] for a survey on the topic). LOD technigues present the
advantage of being applicable to arbitrary meshes, butltkya well-defined metric of resolution.
They construct the multiresolution representationsis@ftom full-resolution meshes and applying
sequences of local simplification operations. LOD techesgean be divided into those that produce a
discrete set of representations (static LODs), and thageptioduce continuously adaptive represen-
tations (dynamic LODs). Multiresolution or LOD techniguesve been used in applications such as
view-dependent rendering [Hop97, LE97], interactiveiadibf meshes [ZSS97], or real-time defor-
mations [DDCBO1]. The idea behind multiresolution techugs is to select the resolution or LOD of
the representation in an adaptive manner based on pertpatameters, availability of computational
resources, and so forth.

Multiresolution collision detection refers to the exeountbf approximate collision detection queries
using adaptive object representations. However, littlekvexists in this respect. Hubbard [Hub94]
introduced the idea of using sphere-trees [Qui94] for magblution collision detection, refining the
BVHs in a breadth-first manner until the time allocated fdlision detection expires. In a sphere-tree
each level of the BVH can be regarded as an implicit approtianaf the given mesh, by defining the
surface as a union of spheres. Unlike LOD techniques, inhwiimplification operations minimize
surface deviation, sphere-trees add extraneous “bungiiteethe surface, and this characteristic can

hurt collision response.
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O’Sullivan and Dingliana [OD01] have incorporated perceptparameters into the refinement
of sphere-trees. They insert pairs of spheres that tedtiyo&r collision in a priority queue sorted
according to perceptual metrics (e.qg., local relative eypdistance to the viewer, etc.). In this way
the adaptive refinement focuses on areas of the objects wirers are most noticeable.

The use of multiresolution representations for haptic eeimg) has also been investigated by sev-
eral researchers. Pai and Reissel [PR97] investigatedsthefumultiresolution image curves for 2D
haptic interaction. El-Sana and Varshney [ESV00] appli@DLtechniques to 3-DoF haptic render-
ing. They created a multiresolution representation of eygially rendered object as a preprocessing
step and, at runtime, they represented the object at higlutes near the probe point and at low res-
olution further away. Their approach does not extend nlyur@athe interaction between two objects,
since multiple disjoint contacts can occur simultaneoaslwidely varying locations without much

spatial coherence.

2.3.5 Other Techniques for Collision Detection

| briefly cover two additional topics with potential applikity in haptic rendering: the use of graphics

processors for collision detection, and continuous dolisletection.

Use of Graphics Processors for Collision Detection

The processing capability of GPUs is growing at a rate higien Moore’s law [GRLMO03], and this
circumstance has generated an increasing use of GPUs ferajgrurpose computation, including
collision detection. Rasterization hardware enables pigiiormance of image-based collision de-
tection algorithms. Hoff et al. [HZLMO1] presented an aitfum for estimating penetration depth
between deformable polygons using distance fields compategraphics hardware. Others have
formulated collision detection queries as visibility pieins. Lombardo et al. [LCN99] intersected a
complex object against a simpler one using the view frustndcdipping planes, and they detected in-
tersecting triangles by exploiting OpenGL capabilitier®lrecently, Govindaraju et al. [GRLMO03]
have designed an algorithm that performs series of vigilijlieries and achieves fast culling of non-

intersecting primitives iMN-body problems with nonrigid motion.
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Continuous Collision Detection

Continuous collision detection refers to a temporal fortioh of the collision detection problem.
The collision query attempts to find intersecting trianghesl the time of intersection. Redon et
al. [RKCO02] proposed an algorithm that assumes an arbitnéeyframe rigid motion and incorporates
the temporal dimension in OBB-trees using interval arithone€Continuous collision detection offers
potential applicability to haptic rendering because it rmagble constraint-based simulations without

expensive backtracking operations used for computingitie of first collision.

2.4 Rigid Body Simulation

Computation of the motion of a rigid body consists of solvinget of ordinary differential equations
(ODEs). The most common way to describe the motion of a rigidytis by means of the Newton-
Euler equations, which define the time derivatives of thedimrmomentun®?, and angular momentum,

L, as a function of external fordeand torqueT:

F(t) = P(t)=mx(t),

Tt) = L{t)=w(t)x (Mwt))+Mdl(t). (2.2)

As shown in the equations, momentum derivatives can be sgpddn terms of the linear acceleration
of the center of masg, the angular velocityw, the mass of the bodgn, and the mass matriM.
The complexity of rigid body simulation lies in the compuat of force and torque resulting from
contacts between bodies. Research in the field of rigid bidylation has revolved around different
methods for computing contact forces and the resultinglat@ns and velocities, ranging from
approximate methods that consider each contact indepydsuch as penalty-based methods) to
analytic methods that account concurrently for all nongteation constraints. Important efforts have
been devoted to capturing friction forces as well.

In this section | briefly describe the main methods for sajuime motion of colliding rigid bodies,

focusing on their applicability to haptic rendering. Forther information, please refer to Baraff’s



37

or Mirtich’s dissertations [Bar92, Mir96], SIGGRAPH coargotes on the topic [BWO0L1], or recent
work by Stewart and Trinkle [STOQ]. In the last few years,ezsally in the field of computer graph-
ics, attention has been drawn towards the problem of simgldhe interaction of many rigid bod-
ies [Mir00, MS01, GBFO03]. For haptic rendering, howevere @mostly concerned with the dynam-
ics of the object grasped by the user; therefore the interacf many rigid objects is not discussed

here.

2.4.1 Penalty-Based Methods

When two objects touch or collide, collision response mesajpplied to prevent object interpenetra-
tion. One method for implementing collision response isitisertion of stiff springs at the points of
contact [MW88]. This method is inspired by the fact that, whbjects collide, small deformations
take place at the region of contact, and these deformati@m®e modeled with springs, even if the
objects are geometrically rigid.

Given two intersecting objecsandB, penalty-based collision response requires the definition
a contact poinp, a contact normah and a penetration depth The penalty-based spring force and

torque applied to obje@ are defined as follows:

FA = _f(é)nv

TA = (p— CA) X F/_\, (23)

wherecy is the center of mass @ Opposite force and torque are applied to obicthe functionf
could be a linear function defined by a constant stiffiessa more complicated non-linear function.
It could also contain a viscous term, dependent on the disdvaf the penetration depth.

The basic formulation of penalty methods can be modifiedhiign order to introduce repulsive
forces between objects, by inserting contact springs wherobjects come closer than a distance
toleranced. In this way, object interpenetration occurs less freqyemthe addition of a tolerance has
two major advantages: the possibility of using penalty ré#hin applications that do not allow object

interpenetration, and a reduction of the cost of collisietedtion. As noted in Sec. 2.3, computation
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of penetration depth is notably more costly than computatifcseparation distance.

Penalty-based methods offer several attractive progertie force model is local to each con-
tact and computationally simple, object interpenetratoimherently allowed, and contact determi-
nation needs to be performed only once per simulation fraifigis last property makes penalty-
based methods best suited for interactive applications fided time steps, such as haptic render-
ing [MPT99, KOLMO03, JW03] and games [Wu00, Lar01]. But péypdlased methods also have
some disadvantages. There is no direct control over pHysizameters, such as the coefficient of
restitution. Non-penetration constraints are enforcedn@ans of very high contact stiffness, and
this circumstance leads to instability problems if numadrintegration is executed using fast, explicit
methods. The solution of penalty-based simulation usirgieit integration, however, enhances sta-
bility in the presence of high contact stiffness [Wu00, Ligr0

Friction effects can be incorporated into penalty-basethots by means of localized force mod-
els that consider each contact point independently. Masl foiction methods propose different force
models for static or dynamic situations [Kar85, HAOQ]. &tditiction is modeled by fixing adhesion
points on the surfaces of the colliding objects and setangéntial springs between the contact points
and the adhesion points. If the elastic friction force beestarger than a threshold determined by
the normal force and the friction coefficient, the systemtawéds to dynamic mode. In the dynamic
mode, the adhesion point follows the contact point. Theesggeturns to static mode if the velocity
falls under a certain threshold.

So far, | have analyzed contact determination and collisgsponse as two separate problems,
but the output of the contact determination step has a sfirdhgence on the smoothness of collision
response and, as a result, on the stability of numericajiat®n. As pointed out by Larsen [Lar01],
when a new contact point is added, the associated spring meushstretched. In other words, the
penetration depth value must be zero initially and must gsoweothly. Fig. 2.1 shows a sequence
of object configurations in which a small change in rotationdoices a discontinuity in the point of
contact. This situation translates into torque discoiitiigg; which can induce the object to oscillate.
The existence of geometry-driven discontinuities is arieht problem of penalty-based simulations
with fixed time steps. Some authors [HS04] have proposed lszgtpe intersection volume to avoid

geometric discontinuities in the application of penalasbd methods to rigid body simulation and
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haptic rendering, but this approach is applicable only ty gsemple objects.

C D
15 . ‘L

Pj P+ 1
(a) (b)

Figure 2.1:Torque Discontinuity: (a) penetration depth and torque at timewith contact poinp;;
(b) penetration depth and torque at timeqt, after the contact moves to contact pgmt .

2.4.2 Constraint-Based Simulation

Constraint-based methods for the simulation of rigid boglyadnics handle all concurrent contacts in
a single computational problem and attempt to find contacefothat produce physically and geomet-
rically valid motions. Specifically, they integrate the New-Euler equations of motion (see Eq. 2.2),
subject to geometric constraints that prevent object peteetration. The numerical integration of
Newton-Euler equations must be interrupted before objattspenetrate. At a collision event, ob-
ject velocities and accelerations must be altered, so tha{penetration constraints are not violated
and numerical integration can be restarted. One must firspate contact impulses that produce
constraint-valid velocities. Then, one must compute adritaces that produce valid accelerations.
The relative normal acceleratiomsat the points of contact can be expressed as linear combi-

nations of the contact forcds (with constant matrixA and vectorb). Moreover, one can impose

non-penetration constraints on the accelerations andattomction constraints on the forces:

a=AF+Db,

a>0, F>0. (2.4)
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Baraff [Bar89] pioneered the application of constrainsdxdapproaches to rigid body simulation
in computer graphics. He posed constrained rigid body dyeesimulation as a quadratic program-
ming problem on the contact forces, and he proposed a fasistie-based solution for the frictionless
case. He defined a quadratic cost function based on the ftatdhtact forces occur only at contact

points that are not moving apart:

min (FTa) = min (FTAF+F'b). (2.5)

The quadratic cost function suggested by Baraff indicdias @ither the normal acceleration or
the contact force should be 0 at a resting contact. As inglichy Cottle et al. [CpS92], this con-
dition can be formulated as a linear complementarity pmob{eCP). Baraff [Bar91, Bar92] added
dynamic friction to the formulation of the problem and susfgd approaches for static friction, as
well as a solution following an algorithm by Lemke [Lem65]tiviexpected polynomial cost in the
number of constraints. Earlier0tstedt had studied the problem of rigid body dynamics wiiitt f
tion in the formulation of the LCP [&t84]. Later, Baraff himself [Bar94] adapted an algorithgn b
Cottle and Dantzig [CD68] for solving frictionless LCPs hetfriction case, and achieved linear-time

performance in practice.

Stewart and Trinkle [ST96] presented an implicit LCP foratidn of constraint-based problems.
Unlike previous algorithms, which enforced the constiaimly at the beginning of each time step,
their algorithm solves for contact impulses that also esgdhe constraints at the end of the time
step. This formulation eliminates the need to locate dolivents, but it increases the number of

constraints to be handled, and it is unclear how it behavédsaeimplex objects.

Stewart and Trinkle [ST96] mention the existence of geoyadtiven discontinuities, similar to
the ones appearing with penalty methods, in their implisinfulation of the LCP. After numeri-
cal integration of object position and velocities, new rEmetration constraints are computed. If
numerical integration is not interrupted at collision egethe newly computed non-penetration con-
straints may not hold. Constraint violation may produceealistically high contact impulses and
object velocities in the next time step. This phenomenorgisvalent to the effect of prestretched

penalty-based springs described by Larsen [Lar01]. Steawal Trinkle suggest solving a non-linear
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complementarity problem, with additional cost involved.

If numerical integration is interrupted at collision everthe effects of geometry-driven disconti-
nuities can be alleviated by capturing all the contact fsdimat bound the contact region. Baraff [Bar89]
considers polygonal contact regions between polyhedrdietsand defines contact constraints at the
vertices that bound the polygonal regions. Similarly, Mhit[Mir98a] describes polygonal contact

areas as combinations of edge-edge and vertex-face cantact

2.4.3 Impulse-Based Dynamics

Mirtich [MC95, Mir96] presented a method for handling csitins in rigid body dynamics simulation
based solely on the application of impulses to the objectsituations of resting, sliding, or rolling
contact, constraint forces are replaced by trains of ingauldirtich defined a collision matrix that
relates contact impulse to the change in relative veloditha contact. His algorithm decomposes
the collision event into two separate processes: commessid restitution. Each process is param-
eterized separately, and numerical integration is peréorimn order to compute the velocities after
the collision. The parameterization of the collision evenables the addition of a friction model to

instantaneous collisions.

The time-stepping engine of impulse-based dynamics iogoak to the one in constraint-based
dynamics: numerical integration must be interrupted keefoterpenetration occurs, and valid veloc-
ities must be computed. One of the problems of impulse-bdgadmics emerges during inelastic
collisions from the fact that accelerations are not recamghu The energy loss induced by a train
of inelastic collisions reduces the time between collisiamd increases the cost of simulation per
frame. In order to handle this problem, Mirtich suggestes dddition of unrealistic, but visually

imperceptible, energy to the system when the microcolisioecome too frequent.

As has been pointed out by Mirtich, impulse-based appraaatebest suited for simulations that
are collision-intensive, with multiple, different impaaiccurring frequently. This dissertation focuses
on haptic rendering for manipulation and exploration tasksere contact often can be described as

resting or sliding contact, not the best scenario for imgdased dynamics.
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2.5 Haptic Texture Rendering

Although haptic rendering of textures was one of the firskldt problems [MOYS90], prior to
the work presented in this dissertation it has been limitethé interaction between a probe point
and a textured surface. | begin this section with a desornpdif Minsky’s pioneering algorithm for
rendering textures on the plane [Min95]. Then | discusseend of textures on 3D surfaces, covering

basic 3-DoF haptic rendering, height-field-based methanuid probabilistic methods.

2.5.1 Rendering Textures on the Plane

Minsky [Min95] developed th&andpapesystem for 2-DoF haptic rendering of textures on a planar
surface. Her system was built around a force model for comg@D forces from texture height field
information. Following energy-based arguments, her fonoelel synthesizes a foréein 2D based

on the gradient of the texture height fi¢lct the location of the probe:

F = —kOh. (2.6)

Minsky also analyzed qualitatively and quantitatively gbuness perception and the believability
of the proposed force model. One of the main conclusions ofaek is to establish her initial
hypothesis, that texture information can be conveyed bplaling forces tangential to the contact

surface. This hypothesis was later exploited for rendetientured 3D surfaces [HBS99].

2.5.2 3-Degree-of-Freedom Haptic Rendering

As described in Sec. 1.1.4, 3-DoF haptic rendering methodspate feedback force as a function
of the separation between the probe point controlled wighhiaiptic device and a contact point con-
strained to the surface of the haptically rendered objeatlyB3-DoF haptic rendering methods set the
contact point as the point on the surface of the object ctdsdlke probe point. As has been addressed
by Zilles and Salisbury [ZS95], these methods lead to foreeamhtinuities and possible “pop-through”
problems, in which the contact point jumps between opposidgs of the object. Instead, Zilles and
Salisbury proposed thgod-objectmethod, which defines the computation of the contact poira as

constrained optimization problem. The contact point isited at a minimum distance from the probe
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point, but its interframe trajectory is constrained by thdace. Zilles and Salisbury solve the position

of the contact point using Lagrange multipliers, once thefing the set of active constraints.

Ruspini et al. [RKK97] followed a similar approach. They natetl the contact point as a sphere
of small radius and solved the optimization problem in thefiguration space. Ruspini and his
colleagues also added other effects, such as force shamtingunding of corners (by modifying the

normals of constraint planes), or friction (by adding dyi@abehavior to the contact point).

2.5.3 Methods Based on Height Fields

High-resolution surface geometry can be represented byaanederized coarse mesh along with tex-
ture images storing detailed height field or displacemeid fidormation, similarly to the common
approach of texture mapping in computer graphics [Cat7dhsBaint-based 3-DoF haptic rendering
methods determine a unique contact point on the surface oétidered object. Usually, the mesh rep-
resentation used for determining the contact point is ratbarse and does not capture high-frequency
texture. Nevertheless, the parametric coordinates ofdh&ct point can be used for accessing surface
texture information from texture images.

Ho et al. [HBS99] introduced a technique similar to bump miagBli78] that alters the surface
normal based on the gradient of the texture height field. Alioation of the original and refined
normals is used for computing the direction of the feedbacgd.

Techniques for haptic texture rendering based on a singieacbpoint can capture geometric
properties of only one object and are not suitable for sitimgeull interaction between two surfaces.
The geometric interaction between two surfaces is notdidiib, and cannot be described by, a pair of
contact points. Moreover, the local kinematics of the corb@tween two surfaces include rotational
degrees of freedom, which are not captured by point-basé¢cots.

Ho et al. [HBS99] indicate that a high height field gradient @aduce system instability. Along
a similar direction, Choi and Tan [CT03b, CT03a] have stddie influence of collision detection
and penetration depth computation on 3-DoF haptic texemdering. Discontinuities in the output
of collision detection are perceived by the user, a phenomdémat they describe adiveness This

phenomenon is a possible problem in 6-DoF haptic rendeoiog t
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2.5.4 Probabilistic Methods

Some researchers have exploited statistical propertmsgfzfces for computing texture-induced forces
that are added to the classic 3-DoF contact forces. SiiraPandiSP96] synthesized texture forces
according to a Gaussian distribution for generating a semsaf roughness. In order to improve
stability, they did not apply texture forces during statimtact. Later, Pai et al. [PvdD01] presented
a technique for rendering roughness effects by dynamicatigifying the coefficient of friction of
a surface. The roughness-related portion of the frictiogffament was computed according to an
autoregressive process driven by noise.

Probabilistic methods have proved to be successful foramgl high-frequency roughness effects
in point-surface contact. It is also possible, althougk #pproach has yet to be explored, that they
could be combined with geometric techniques for synthegikigh-frequency effects in 6-DoF haptic

rendering.

2.6 6-Degree-of-Freedom Haptic Rendering

The problem of 6-DoF haptic rendering has been studied bgrakvesearchers. As introduced in
Sec. 1.2.1, the existing methods for 6-DoF haptic rendecargbe classified into two large groups
based on their overall pipelinedirect renderingmethods andirtual couplingmethods. Each group
of methods presents some advantages and disadvantagest feindering methods are purely ge-
ometric, and there is no need to simulate the rigid body dycswof the grasped object. However,
penetration values may be quite large and visually pefgleptand system instability can arise if the
force update rate drops below the range of stable valuesuaVicoupling methods enable reduced
interpenetration, higher stability, and higher controtité displayed stiffness. However, virtual cou-
pling [CSB95] may introduce noticeable filtering, both teecind visual, and it requires the simulation
of rigid body dynamics.

The different 6-DoF haptic rendering methods propose a@laggiety of options for solving the
specific problems of collision detection, collision respenand simulation of rigid body dynamics.
In the presence of infinite computational resources, arl &gaoach to the problem of 6-DoF haptic

rendering would be to compute the position of the graspedabhjsing constraint-based rigid body
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dynamics simulation [Bar92] and to implement force feedtblrough virtual coupling. This ap-
proach has indeed been followed by some, but it imposesuselifnitations on the complexity of the
objects and contact configurations that can be handledtieely. | now discuss briefly the different
existing methods for 6-DoF haptic rendering, focusing aséhthat have been applied to moderately

complex objects and scenarios.

2.6.1 Direct Haptic Rendering Approaches

Gregory et al. [GME00] presented a 6-DoF haptic rendering system that comluiokidion detec-
tion based on convex decomposition of polygonal models [ELfredictive estimation of penetration
depth, and force and torque interpolation. They were atihatwlle interactively dynamic scenes with
several convex objects, as well as pairs of non-convex tshyeith a few hundred triangles and rather
restricted motion. Kim et al. [KOLMO03] exploited convex agoposition for collision detection and
incorporated fast, incremental, localized computatiopexfcontact penetration depth [KLMO02]. In
order to improve stability and eliminate the influence cdigulation on the description of the contact
manifold, they introduced a contact clustering techniqgtlibeir system was able to handle pairs of
models with nearly one hundred convex pieces each inteehti

Earlier, Nelson et al. [NJC99] introduced a technique fgtltainteraction between pairs of para-
metric surfaces. Their technique tracks contact pointsrédaize locally maximum penetration depth
during surface interpenetration. Tracking contact pointtead of recomputing them for every frame,
ensures smooth penetration values, which are used fortpevaded force feedback. The contact
points are solved in parametric space, and they are defindtbas pairs of points for which their
difference vector is collinear with surface normals.

Johnson and Willemsen [JWO03] suggested a technique foigpobl models that defines con-
tact points as those that satisfy a local minimum-distanierion, according to Nelson’s defini-
tion [NJC99]. Johnson and Willemsen exploit this definitima fast collision culling algorithm, using
spatialized normal cone hierarchies [JCO1]. The perfooeani their technique depends on the con-
vexity and triangulation of the models, which affect the fn@mof contact points. Recently, Johnson
and Willemsen [JWO04] have incorporated an approximatedsit fncremental contact-point-tracking

algorithm that is combined with slower exact collision uggdafrom their previous technique [JWO03].
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This algorithm handles models with thousands of triangteimtaractive rates, but the forces may

suffer discontinuities if the exact update is too slow.

2.6.2 Virtual Coupling with Object Voxelization

In 1999, McNeely et al. [MPT99] presented a system for 6-Daptic rendering that employs a
discrete collision detection approach and virtual couplifhe system is intended for assembly and
maintenance planning applications and assumes that oslpfime objects in the scene is dynamic.
The surfaces of the scene objects are voxelized, and theegtabject is point-sampled. The collision
detection module checks for inclusion of the sample poimthé scene voxels, and then a local force
model is applied. Hierarchical culling of sample points @sgible, but ultimately the computational
cost depends on the number of contact points. This systenbdes integrated in a commercial
product, VPS, distributed by Boeing.

McNeely and his colleagues introduced additional featuresder to alleviate some of the limita-
tions. Surface objects are voxelized only on the surfaezetbre deep penetrations, which can occur
if objects collide at high velocities, cannot be handled.eylpropose pre-contact braking forces,
similar to the braking impulses suggested by Salcudean 45M8r reducing the contact velocity
of the grasped object and thereby preventing deep permetsatiThe existence of multiple contact
points produces high stiffness values that can destabiizeimulation of rigid body dynamics. They
propose averaging the effects of the different contacttpdiefore contact forces are applied to the
grasped object, for limiting the stiffness and thereby eingustable simulation. The locality of the
force model induces force discontinuities when contaatigdraverse voxel boundaries. They point
out that force discontinuities are somewhat filtered by tinual coupling. Renz et al. [RPP1]
modified McNeely’s local force model to ensure continuitytloé surface across voxel boundaries,
but incurring more expensive force computation.

Using the same voxelization and point-sampling approacteddision detection, Wan and Mc-
Neely [WMO03] have proposed a novel solution for computing gosition of the grasped object.
The early approach by McNeely et al. [MPT99] computed ohjigttamics by explicit integration of
Newton-Euler equations. Instead, Wan and McNeely [WMO8Epnted a purely geometric solution

that eliminates the instability problems that can arise tduligh contact stiffness. Their algorithm
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formulates linear approximations of the coupling and caniarce and torque in the space of trans-
lations and rotations of the grasped object. The state oblject is computed at every frame by
solving for the position of quasi-static equilibrium. Degagnetrations are avoided by formulating the

coupling force as a non-linear spring.

2.6.3 Rigid Body Dynamics with Haptic Feedback

Chang and Colgate [CC97] proposed a solution to 6-DoF hagtidering by combining virtual cou-
pling [CSB95] and rigid body simulation based on impulse awits [Mir96]. They found that
impulses alone were not efficient in resting contact siturestj and in those cases they suggested a
combination of impulses and penalty forces. Recently, Gotimescu et al. [CSC04] have reached
a similar conclusion. As has been addressed by Constattinesmbining impulses and penalty
forces requires a state machine in order to determine thee gtdhe object, but it is not clear how to
extend this solution to scenes with many contacts. Both §laad Constantinescu have tested their
implementations only on simple benchmarks.

One of the reasons for the simplicity of Chang and Constastin’s benchmarks is the cost of
collision detection for the simulation of rigid body dynarsi As has been discussed in Sec. 2.4,
impulse- [Mir96] or constraint-based [Bar92] methods mastrrupt the integration before object
interpenetration, and this leads to many collision quarerdframe. Some researchers have integrated
haptic interaction with constraint-based rigid body siatigins [Ber99, RKO0Q] in scenes with simple
geometry.

As indicated in Sec. 2.4.1, non-penetration constraimsbearelaxed using penalty-based meth-
ods. McNeely et al. [MPT99] employed penalty methods foidrigody simulation but, as explained
earlier, they observed numerical instabilities due to tggifiness values, and large interpenetrations
under high impact velocities. Those problems can be tackitthigh-stiffness penalty contact forces
along with implicit integration, an approach used in intgirge rigid body simulations [Wu00, Lar01].
Implicit integration requires the evaluation of the Jaewbof the Newton-Euler equations and the so-
lution of a linear system of equations [BW98]. As will be prated in Chapter 5, implicit integration

can be performed at force update rates under the assumipébartly the grasped object is dynamic.
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Chapter 3

Contact Levels of Detall

Collision detection is the first step in displaying force dajue between two 3D virtual objects in
6-DoF haptic rendering. Many practical techniques andrétesal advances for collision detection
have been developed (see surveys by Lin and Gottschalk [|,&®&sowski et al. [KHM™98] and
Lin and Manocha [LMO04]). Yet, despite the huge body of litera, the existing collision detection
algorithms cannot offer the desired performance for hagticlering of moderately complex contact
configurations.

Model simplification has been an active research area fopdisedecade. Applications of mesh
simplification algorithms to the problem of collision detiea can potentially accelerate collision
gueries. However, to date only relatively simple algorighfior convex polytopes have been proposed.
A simple approach would be to generate a series of simpliépdesentations, also known as levels
of detail (LODs), and use them directly for collision detent But, collision queries require auxil-
iary data structures, such as bounding volume hierarcBiesi§) or spatial partitioning, in order to
achieve good runtime performance.

In this chapter | introduceontact levels of deta{lCLODs), a multiresolution collision detection
algorithm that integrates BVHs and LODs in one sindleal hierarchy | describe a general data
structure that combines static LODs and BVHs. DescendintherBVH has the additional effect
of refining LODs, in order to perform multiresolution colbs detection and select the appropriate
object resolution at each contact location, as shown in3:ig. Findings from tactual perception and
spatial recognition [KL95, OC99, OCO01] demonstrate thagdacontact areas reduce the perceptibility

of fine surface features.
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Figure 3.1:Multiresolution Collision Detection Using CLODs. Top: Moving jaws in contact, ren-
dered at their highest resolution; Bottom: The approprialbgect resolution (shown in blue and green)
is adaptively selected at each contact location, while thesti resolution is displayed in wireframe.

The practical implementation of CLODs involves many deslgnisions. One of them is the type
of bounding volume (BV) for the BVH. | have selected conveXdias the BVs for my implemen-
tation of CLODs because of their qualities for providinghrimontact information between polygonal
models. The construction of the CLOD hierarchy with convakshfollows asensation preserving
simplificationprocess. In this process, atomic simplification and filgraperations are combined

with merging of convex BVs. In particular, | have designedatomic operatiofiiltered edge collapse
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that performs mesh decimation and filtering subject to cxityweonstraints.

At runtime, multiresolution collision detection using CD® proceeds by traversing BVHs. A
pair of BVs is first tested for collision and, if collision aats, a selective refinement test is applied. |
have designed various error metrics for selective refineénagmaptic metric based on the relationship
between contact area and resolution, a view-dependenicirastd a velocity-dependent metric. All
error metrics account for surface deviation between cdatseDs and the full-resolution objects.

| have applied CLODs to both 6-DoF haptic rendering and rigidy simulation, and | have car-
ried out experiments to test the performance in each casg.DioF haptic rendering of challenging
contact scenarios using CLODs | have observed up to 2-cafersmgnitude performance improve-
ment over exact collision detection methods with little ide@tion in the contact forces.

This chapter compiles work and results previously pubtishgOL03b] and [OL03a]. The chap-
ter is organized as follows. Section 3.1 presents the ntaiivand design goals of a multiresolution
collision detection algorithm for haptic rendering. In 8ec 3.2, | introduce the novel data structure
of CLODs, and in Section 3.3, | present a particular impletaigon based on convex hulls, followed
by the description of sensation preserving simplificationSection 3.4, | explain how contact levels
of detail are used in runtime collision detection. In Set®o5, | present the experiments and results,

and | conclude the chapter in Section 3.6 with a summary sswlidgion of limitations.

3.1 Foundations and Objectives of Contact Levels of Detail

In this section, | first connect important findings from stglbn tactual perception to the design of

CLODs. Then, | describe the requirements for haptic rendeaind the design goals.

3.1.1 Haptic Perception of Surface Detail

In Sec. 2.1.1, | summarize perceptual studies on tactitefeédentification that lead to the conclusion
that human haptic perception of the existence of a geomstiiface feature depends on the ratio
between the contact area and the size of the feature, ndbslodude size of the feature itself. Thze

of a featureis broadly defined here as widthlength x height. The width and length of a feature can

be intuitively considered as the “inverse of resolutiorgr(hally defined in Sec. 3.3) of a polygonal
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model. Thatis, higher resolution around a local area insfthat the width and length of the geometric
surface features in that neighborhood are smaller, andveica. The concept of “height” is extended
to describe the amount of surface deviation between poblgepresentations of a model at different

resolutions.

 coten

Figure 3.2:Contact area and resolution: (a) high-resolution model with large contact area; (b)
low-resolution model with large contact area; (c) high-o&gtion model with small contact area.

Figure 3.2 illustrates the observation that relates cérstgea and perceptibility of features. The
contact between two objects typically occurs along a aertantact area. With polygonal models,
the contact area may be described by multiple contact polits number of contact points grows if
the objects are described at a higher resolution. Incrgdkinresolution beyond a sufficiently large
value, however, may have little effect on the forces conmgbitetween the objects, because these
forces are computed as a sum of contact forces arising froat afrcontact points. One can argue

that, intuitively, a larger contact area allows the objeote described at a coarser resolution.

The conclusions drawn from perceptual studies set the fmsisror metrics in haptic rendering.
The minimum acceptable resolution to represent an objdtbeigoverned by the relationship be-
tween surface deviation and contact area. The haptic emtiian proposed in this dissertation differ
notably from visual error metrics in the mesh simplificatltarature [Hop97, LE97] and from met-
rics of visual collision perception [ODO01]. In visual remiy, the resolution required to represent an
object is based on a combination of surface deviation (oisdardf distance) and the viewing distance
to the object. | will show how haptic error metrics drive tH#line construction of CLODs in Sec. 3.3,

and runtime contact queries in Sec. 3.4.
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3.1.2 Hierarchical Collision Detection

The running time of any collision detection algorithm degiemn both the input and output sizes
of the problem. Given two polyhedra, characterized by thembinatorial complexity om andn
polygons, the collision detection problem can have an didjze as large as @n). Please refer to
Sec. 2.3 for a summary of techniques for collision detection

Bounding volume hierarchies (BVHs) are commonly used faretsrating collision detection
between general geometric objects. As described in Se8, 2 8ollision query between two objects
is performed by recursively traversing their BVHSs in tandenie test between the two BVHs can
be described by thikounding volume test trd@VTT) [LGLMOO], a tree structure that holds in each
node the result of the query between two BVs. In situatiortk témporal coherence, collision tests
can be accelerated generalized front trackingGFT)[ELO1]. GFT caches the front of the BVTT
where the result of the queries switches from true to falsénitializing the collision query in the
next time step. The overall cost of a collision test is préipoal to the number of nodes in the front
of the BVTT.

When large areas of the two objects are in close proximitgyger portion of the BVTT front is
close to the leaves, and it consists of a larger number ofsiod@ike size of the front also depends
on the resolutions with which the objects are modeled; higbsolutions imply a deeper BVTT.
To summarize, the cost of a collision query depends on twoféeiors: the size of the contact
area and the resolutions of the models. As observed in Skd., however, a larger contact area
allows the objects to be described at a coarser resoluti@nefiore reducing the cost of collision
gueries. The foundation of CLODs is to exploit the relatlipsbetween contact area and object
resolution to achieve nearly constant cost in collisionregpse The concept of CLODs consists of
creating multiresolution representations of the objectd selecting the appropriate level of detail

(i.e., resolution) for each object at each contact locatidependently.

3.1.3 Design Requirements and Desiderata

Efficient multiresolution collision detection depends amtmain objectives:

1. Createaccurate multiresolution representations
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2. Embed the multiresolution representationsfiiective bounding volume hierarchies

Multiresolution representations are often created byrdating the given polyhedral models. Dif-
ficulties arise when trying to embed these representatioi®/iHs. Considering each LOD of the
given object as one whole model, each LOD would require andisBVH for collision detection.
This requirement would result in inefficient collision gies;, because the front of the BVTT would
have to be updated for the BVH of each LOD. Instead, | intreda@rocedure to create one unique
dual hierarchical representation, denoted@stact levels of detgithat serves as both a multiresolu-
tion representation and a BVH.

On the one hand, this novel dual hierarchy constitutes aimasdtiution representation built ac-
cording to haptic error metrics. This feature enables ipgpresults of contact queries accurate up
to some haptic tolerance value. On the other hand, the derchy constitutes a BVH that enables
effective collision detection. Thanks to the dual natur¢hef data structure, using CLODs in haptic
rendering helps to speed up contact queries while maingimaptic error tolerances.

In Sec. 3.2, | describe the generic data structure emplay€el ODs. The implementation of
CLODs, however, requires the selection of one particulpe tgf bounding volume. As discussed
later in Sec. 3.3, | have opted for convex hulls as the boundatumes.

To summarize, my goal in the design of CLODs has been to cteetemultiresolution hierar-

chiesthat:

1. Minimize perceptible surface deviation.| achieve this goal by filtering the detail at appropri-

ate resolutions and by using a novel sensation presenviimgneent test for collision detection;

2. Reduce the polygonal complexity of low-resolution represgations. This objective is achieved

by incorporating mesh decimation into the creation of trezdrichy;

3. Are themselves BVHSs of convex hullsl perform a surface convex decomposition of the given
triangular mesh and maintain it across the hierarchy. Theeosurface decomposition places

both local and global convexity constraints on the meshrdation process.

The data structure for CLODs imposes no constraints on ha imodels, but the implementation

of CLODs based on convex hulls requires the input models t@presented as oriented 2-manifold
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3.2 Data Structure
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Prior to describing the data structure for CLODs, | introelsome notation to be used throughout the

chapter. Then | describe the data structure, | discusstégaretation as a multiresolution representa-

tion, and | overview the process of building generic CLODs.

3.2.1 Notation

In the remaining of this chapter, | use bold-face lettersistintjuish a vector (e.g., a point, normal,

etc.) from a scalar value. In Table 3.1, | enumerate someeafditations | use throughout the chapter.

| Notation | Meaning

rr,rj

Different resolutions

Mk

An LOD of a meshM with resolutionry

Ci

A cluster of triangles
(or, specifically, a convex surface patch)

G

The BV of a cluster;
(or, specifically, the convex hull)

a,b

BVs involved in collision detection

ab

A node of the BVTT, composed of Bv&andb

A distance query between two BVs

q
Q

A contact query between two objects,
which consists of multiple distance querigs

d

Distance tolerance of a contact query

4

Error function of a CLOD

h

Hausdorff distance

S, Say S

Surface deviations

D7 Da, Db

Contact areas

V,V1,V2

Vertices of a mesh

e(V]_,Vz)

An edge between two vertices

Table 3.1:Notation Table

3.2.2 Description of the Data Structure

Assuming that an input model is described as a triangle rivkshhe data structure for CLODs is

composed of:
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A sequence of LODgMo,My,...,Mn_1}, whereM;.; is obtained by applying simplification

operations to and removing high-resolution geometricitiigtan M;.

For each LODV;, a partition of the triangles d¥; into disjoint clustergc o,C; 1, ..., Cim}-

For each clusteg; j, a bounding volume€; ;.

A treeT formed by all the BVs of clusters, where BVs of clusterddnare children of BVs of

clusters inM;, 1, and all the BVs except the ones correspondinigigdhave at least one child.

For every BVC; j, the maximum directed Hausdorff distart®€; ;) from its descendant BVs.

The treeT of BVs, together with the Hausdorff distances, serves aB8thé for culling purposes
in collision detection. Directed Hausdorff distances areassary because, in the definition of CLODs,
the set of BVs associated with one particular LOD may not blotle surface of previous LODs.
Hausdorff distances are used to perform conservativesamilitests, as will be later explained in
Sec. 3.4.2.

An additional constraint is added to the data structureh shiat the coarsest LODM,_1, is par-
titioned into one single cluster,_1 . Therefore, the root of the BVH will be the BV of the coarsest
LOD. Descending to the next level of the hierarchy will yighe children BVs, whose union encloses

the next LOD. At the end of the hierarchy, the leaf BVs will xse the original surfackp.

Multiresolution Interpretation

The CLODs of a given object comprise a multiresolution reprdgation of that object. More specif-
ically, they constitute a sequence of static LODs, each d€lwhpproximates the original triangular
mesh at a different resolution.

Conceptually, an LODM; at resolutionr; of a meshMg can be obtained from an LOBI; at a
higher resolution; by removing detail at resolutions in the ranggr;]. As a conclusion, an LOD at
resolutionr; preserves the lower resolution geometric information attile higher resolution detail
might have been culled away. The detail that is removeddiites some surface deviation respect to

the original mesh, which is quantified by Hausdorff distanicethe CLOD data structure.
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(a) (b) (e)

Figure 3.3:Construction of generic CLODs: (a) Initial surface; (b) Clusters of triangles; (c) BVs
for each cluster; (d) Mesh simplification; (e) BV of the unminclusters after some conditions are
met.

3.2.3 Generic Construction of Contact Levels of Detail

The process of creating the CLODs, depicted in Fig. 3.3tsskgrgrouping the triangles of the original
surface into clusters. The sizes and properties of thesteckidepend on the type of BV that is
used for the BVH, and will be such that the performance of thiiston query between two BVs
is optimized. The next step in the creation of CLODs is to coteghe BV of each cluster. This
initialization is followed by a mesh decimation processnglavith bottom-up construction of the

BVH, carried out by merging clusters and computing the BVheiit union.

The atomic simplification operations need to satisfy thiefaihg conditions:

e Constraints imposed by the BVH: The containment of surface geometry inside the BVs has to
be preserved after each simplification operation. This itimmdmay impose topological and/or

geometric constraints.

e Design requirements to achieve better efficiency:Clusters can be joined when certain con-
ditions are met. The BVH will be more effective in collisiomuming if these conditions are

taken into account when designing the atomic simplificatiparations.

In Sec. 3.3, | present a sensation preserving simplificghimtess that results in a hierarchy
of CLODs of convex hulls. | also describe the atomic simpdificn operations and the constraints

imposed by the selection of convex hulls as the BVs.
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3.3 Sensation Preserving Simplification

In this section | describsensation preserving simplificatiptihe process for creating CLODs of con-
vex hulls. For rigid bodies, this process can be completiiiefs a preprocessing step. | first discuss
the selection of convex hulls as the bounding volumes andih@&¢he concept of resolution in the
context of CLODs. Next, | present the detailed process o$aton preserving simplification, fol-
lowed by a description of the atomic simplification operafiitered edge collapsd end this section

presenting some examples of CLODs.

3.3.1 Selection of Convex Hulls as Bounding Volumes

Overlap tests between convex hulls can be executed in egeonstant time with motion coher-
ence [LC91, Mir98b, GHZ99, ELOQ]. Furthermore, convex fydtovide superior fitting to the un-
derlying geometry than OBBs [GLM96] or k-DOPs [KHN@8]. The fitting property is related to the
performance of proximity queries that return distancestact points, or contact normals. At runtime
collision detection, contact information must be obtaibetiveen CLODs at the appropriate resolu-
tion. That operation implies getting contact informatioonh the triangles of the specific CLODs. If
the BVs are such as AABBs, OBBs, or k-DOPs the efficiency dimgtontact information using tri-
angles is related to the number of triangles in each cludt&h convex hulls, however, if the clusters
are themselves convex surface patches, contact informattitviangle level is obtained practically for
free when performing the query between BVs [ELO1].

| define the clusters of the initial meshy as the surface patches of its convex surface decomposi-
tion [CDST97, ELO1], in order to maximize the efficiency ohtime collision detection using convex
hulls as BVs. | follow the definition of convex surface patelyy Ehmann and Lin [ELO1], which

imposes two types of convexity constraints on the processeaiting CLODs:

e Local constraints. the interior edges of convex patches must remain conveksifaiplification

operations are applied.

e Global constraints: the enclosing convex hulls cannot protrude the surfackevbbject.

Note that convex hulls limit the types of models that can bedled. Convex surface decomposi-
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tion requires the input models to be described as 2-manifoidnted triangle meshes.

3.3.2 Definition and Computation of Resolution

Before | explain how to generate each LOD, | defiasolutionin the context of CLODs. | follow
the framework of signal processing for irregular mesheslaxsume that a triangular mebhcan

be considered as a sampled version of a smooth sugashich has been reconstructed via linear
interpolation. The vertices of the mesh are samples of tiginat surface while edges and faces are

the result of the reconstruction.

V, F(x)
v,
V TV2’
Viir 1l
° ¢ X
X(v,) X(V5)
(@)

Figure 3.4:Definition of Resolution. (a) Resolution r defined in the 1D setting; (b) Resolution for
irregular meshes.

My definition of sampling resolution for irregular meshesnispired by the 1D setting. For a 1D
functionF (x), the sampling resolutionis the inverse of the distance between two subsequent sample
on the real line. This distance can also be interpreted aprifjection of the segment between two
samples of the functions; andv,, onto the average value of the function, as shown in Fig.a3.4-
The average value is the low-resolution representatiohefunction itself and can be obtained by
low-pass filtering. Extending this idea to irregular meshies sampling resolution of an edg&, vs)
of the meshM at resolutionrj, M;, can be estimated as the inverse of the projected lengtheof th
edge onto a low-resolution representation of the mksh;. The definition of resolution for irregular
meshes is depicted in Fig. 3.4-b.

| compute the low-resolution mes¥;_ 1 locally by filtering the mesiM;, applying the filtered
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edge collapse operation to the edge,v2). Then, | compute the normalof the resulting vertexs
by averaging the normals of incident triangles. Finallg, éuge is projected onto the tangent plahe
defined byn. The resolutionr is computed as the inverse of the length of the projected.edge

1

WL —v2)— (Vi—v2) )|’ (3.1)

3.3.3 Construction of Contact Levels of Detail

The construction of CLODs of convex hulls is initialized bgrforming a convex surface decom-
position of the input object and computing the convex huflshe resulting convex patches. This
is followed by a simplification loop, in which atomic simptifition operations are combined with
merging of convex hulls.

The atomic simplification operations must take into accdli@tconvexity constraints. After each
operation, the union of every pair of neighboring convexches is tested for convexity. If the union
is a valid convex patch itself, the involved patches are exkr@nd the convex hull of the union is
computed. All the BVs in LODM; that are merged to a common B3/, 1 € Mj 1 during sensation
preserving simplification will hav€;j, as their parent in the BVH. | have chosen to output a new
LOD every time that the number of convex patches is halved.

Ideally, the process will end with one single convex patchiclv serves as the root for the BVH.
However, this result is rarely achieved in practice, dueoftogical and geometric constraints that
limit the amount of simplification, and which cannot be remadwy local operations. In such cases,
the hierarchy is completed by unconstrained pairwise mgrgf patches[ELO1]. The levels of the
hierarchy created in this manner, denoted as “free” LODspotbe used to report contact information
in multiresolution collision queries, but are necessargamplete the BVH.

Algorithm 3.3.1 gives the pseudo code for the process ofaemspreserving simplification.

Design Options Related to the Simplification Operations

Various steps of the simplification process that are cemrgthe construction of CLODs need to be

defined:
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Compute surface convex decomposition
n = number of convex patches
Compute resolution of edges
Output initial LOD
Initialize edges asalid
Create priority queue
while Valid(Top(queus),
if FilteredEdgeCollapse(Topgeud) then
PopTop(ueug
Recompute resolution of affected edges
Reset affected edges aalid
Update priority of affected edges
Attempt merging of convex patches
else
Set Top@ueu@ asinvalid
Update priority of Topgueué
endif
if Number of patches n/2 then
Output new LOD
n = number of convex patches
endif
endwhile
while Number of patches- 1,
Binary merge of patches
endwhile

ALGORITHM 3.3.1: Pseudo Code of the Sensation Preserving Siplification Loop
e The type of atomic simplification operation
e The assignment of priorities for simplification
e The local retriangulation after each atomic simplificatogreration
| have selected edge collapse as the atomic simplificatienatipn for two main reasons:

1. Edge collapse, accompanied by the pertinent self-itHm tests, can guarantee preservation
of topology, which is a requirement for maintaining a suefaonvex decomposition of the

object during the construction of the hierarchy.

2. Topologically, an edge collapse can be regarded as adowaisampling operation, in which

two samples (i.e., vertices) are merged into a single one.
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There are many possible approaches for prioritizing edgésalecting the position of the result-
ing vertices: minimization of energy functions[Hop96] tiopization approaches[LT98], quadric error
metrics for measuring surface deviation[GH97], and morenéof these approaches, however, meets
the convexity constraints or takes into account the fadtoas maximize the efficiency of CLODs.
Another possibility is to employ therogressive hullsepresentation [SG@0], which maintains the
interesting property of containment for collision detenti In the progressive hulls representation,
however, successive LODs are not simply multiresolutigmasentations of the initial mesh, because
they undergo an enlargement process that can result ineablie visual artifacts. Instead, | have
designed the local simplification operatifiitered edge collapsénspired by multiresolution analysis

and signal processing of meshes.

Resolution and the Simplification Process

As discussed in Sec. 3.2.2, an LM can be defined as the approximation of a miigtthat stores
all the surface detail at resolutions lower tlranFollowing this definition, | have decided to prioritize
the edges to be collapsed based on their resolution.

In the construction of CLODs, and as part of the initialiaati | compute the resolution of all
edges, set them as valid for collapse, and insert them irpatgrgueue. At each simplification step,
| attempt to collapse the edge with highest priority (i.eghlest resolution). If an edge collapse is
successful, the affected edges update their resoluticchp@arities, and they are reset as valid for
collapse.

Each LODM,; is also assigned an associated resolutjoiThis value is the coarsest resolution of
all edges collapsed befok¢; is generated. Geometrically, it means that the LKdDpreserves all the
detail of the original mesh at resolutions coarser than

In sensation preserving simplification for haptic rendgrie goal is to maximize the resolution
at which LODs are generated. As explained in Sec. 3.4, theeparal error for haptic rendering is
measured by taking into account the resolution of the sarflstail that is culled away. Multiresolu-
tion contact queries will terminate faster as a result ofimé&ing the resolution at which LODs are

generated. This is the basis for selecting edge resolusidneapriority for edge collapses.
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3.3.4 Filtered Edge Collapse
In the construction of CLODs, | aim to:

1. Generate multiresolution representations with low gohal complexity at low resolution, for

accelerating contact queries;

2. Filter detail as low-resolution LODs are computed. Tipipraach allows more aggressive sim-

plification and enables faster merging of convex patchesitd the BVH.

These two goals are achieved by merging downsampling aedridf operations in one atomic

operation, denotefiltered edge collapseThis operation is composed of the following steps:

1. A topological edge collapse. An ed@e,V,) is first topologically collapsed to a verte.

This step provides the downsampling.
2. Aninitialization process that sets the positiorvglising quadric error metrics [GH97].

3. Unconstrained relaxation to a positia#) using Guskov’s minimization of second order divided

differences[GSS99].

4. The solution of an optimization problem in order to mirdeithe distance of the vertex to its

unconstrained position, while taking into account the lacavexity constraints.

5. A bisection search between the initial position of theesxeand the position that meets the local
constraints, in order to find a location where self-intetisecconstraints and global convexity

constraints are also met.

The unconstrained relaxation step resembles, intuitivibly minimization of dihedral angles,
without much affecting the shape of the triangles [GSS9Bhve also tried other filtering techniques,
such as those proposed by Taubin [Tau95], with very simiaults. The selection of Guskov’s
filtering approach is consistent with the selection of thregent plane of the filtered mesh as the low-
resolution representation for the computation of resohdj because linear functions are invariant
under the minimization of second order differences. Nextjll describe in more detail how the

convexity constraints are satisfied.
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Local Convexity Constraints

Let e= (v1,V2) be a candidate edge for filtered edge collapse.viketpresent the vertex resulting
from the edge collapse. As a result of the collapse, the edgie 1-ring neighborhood of; may
change from convex to reflex and vice versa. Interior edgesex patches are convex before the
filtered edge collapse and must remain convex after it. Theastraints can be expressed as linear

constraints in the position of.

Vq

(@)

Figure 3.5:Local Convexity Constraints. Assignment of verticeg, vy, Vc andvg for an interior
edge (a) incident on3, and (b) opposite t@3.

Given e, the edge to be collapsed, two possible types of interioegdd convex patches exist:
edges incident tez and edges opposite g, as shown in Fig. 3.5. However, both cases can be treated
equally. Assigninga, Vp, Ve andvg vertices as in Fig. 3.5, the convexity constraint of an edgehle

expressed as a negative volume for the parallelepiped ddfinehe adjacent triangles:

((Vb—Va) X (Ve —Va)) - (Va — Va) < 0. (3.2)

In order to satisfy the convexity constraints, | have foratetl an optimization program in which
v3 is constrained to the segment between the position thatmizes surface deviatior¥g, and the
unconstrained filtered positiofi;. The objective function is the distancelte@ This is a simple linear
program in one dimension. The result position of the coirstihfiltered edge collapse can be written

as a linear interpolation between the initial position amelgoal position:
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V3 = U-\73—|—(1—U) - V3, (33)
u>0,

u<l

The convexity constraints in Eqg. 3.2 can be rewritten basecbostant?\ andB as:

A-u+B>0, where (3.4)
A= ((Vd—Va) X (V¢ —Va)) - (V3 —V3),

B=((Va—Va) X (Ve —Va)) - (V3—Va).

The resulting vertexs corresponds to the minimum valuewthat meets all the constraints. Whén
is not a feasible solution but a solution exists, the coimsthfiltered edge collapse can be regarded

as a partial filter.

Global Convexity Constraints

The global convexity constraints are difficult to expregglieitly in the optimization program, so they
cannot be incorporated into the filtering process. Instdsel, have to be verified after the filtering
has been performed. | verify them by computing the convelsiuiithe affected convex patches after
the edge collapse and performing the required intersettists, using OBBs [GLM96] and spatial
partitioning.

If a positionvs that meets the local convexity constraints is found, | cheekglobal constraints.
If they are met, the edge collapse is valid. If they are not, tietn | check the global constraints
at V3. If they are not met a3 either, the edge collapse is considered invalid and it iakdé. |If
V3 meets the global constraints, | perform a bisection seagthdenvs andvs of up toK iterations
(in the practical implementatiok = 3), searching for the position closesti#gthat meets the global

convexity constraints, as shown in Fig. 3.6. The resultiegexvs is reassigned to this position.
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Figure 3.6:Filtered Edge Collapse with Convexity Constraints. The figure shows a filtered edge
collapse in which bisection search is required to find a posithat meets the convexity constraints.
G and L represent feasible regions of global and local caists respectively.

3.3.5 Parameters for Error Metrics

To perform multiresolution collision detection for haptiendering, one must define error metrics

that will dictate the selection of CLODs. The error metridsave defined are described in Sec. 3.4,

but here | enumerate the parameters that have to be comtgegerforming sensation preserving

simplification and constructing the CLODs. Besides the ltgsm r of each LOD, | compute the

following parameters:

1. The surface deviatiors, between every convex patchand the original mesMg. This pa-

rameter is an upper bound on the size of the local geometrfacaidetails lost during the

simplification and filtering process.

. A support areal, for every vertex in the hierarchy. This value will later bged to estimate

the contact area at run-time. For every veneaf the initial meshMg, the support are® is
computed as the projected area onto the tangent planefothe faces incident tg, such that
they are within a certain distance tolerance frerlong the direction of the normalof v and
their normal lies inside a normal conerafFor this computation, | have typically used the same
distance tolerance as the one used for contact queries ¢se8.8). When an edde;,V») is

collapsed to a vertexs, | assign tovs the minimum of the two support areaswafandvs.

. A Hausdorff distancd), for every convex hulC. The value oh is computed as the maximum

directed Hausdorff distance from the descendant convés afiC.
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Figure 3.7:CLODs of a Lower Jaw. From left to right and top to bottom, original meshgMand
convex patches of MMz, Mg, M1, and M.

3.3.6 Examples of Contact Levels of Detail

Fig. 3.7 shows several of the LODs obtained when processingdel of a lower jaw (see Sec. 3.5
for statistics of this model). The LODdE3; andMg shown in the figure are obtained from the origi-
nal model by sensation preserving simplification. Alongwihie simplification process, the convex
patches of the original model are successively merged ierdodcreate the BVH. Thus, the multires-

olution hierarchy itself serves as a BVH for collision deiea.

Unlike in other types of BVHS, in CLODs the different levelistbe BVH bound only their asso-
ciated LODs; they do not necessarily bound the originalesfas may be deduced from the figures.
As described later in Sec. 3.4.2, the inclusion of Hausdtistiances in the CLOD data structure will

ensure conservative collision detection.

The free LODIM;1 andMz4 in the figure are obtained by pairwise merging of convex hilley

serve to complete the BVH, but cannot be considered as LOBswufltiresolution hierarchy.
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Figure 3.8:Detail View of the CLODs of a Lower Jaw. From left to right and top to bottom, original
mesh, N, and convex patches ofgyM;, M2, Mg, and M.

Fig. 3.8 shows a more detailed view of the simplification aretging results. Notice that, in the
creation ofM1, most of the simplification and merging operations take @kicthe gums. The gums
are, indeed, the locations with detail at the highest reé®wiu When the process reaches LOB,
one particular tooth is covered by a single convex patchs inowing the success of the construction

of the hierarchy.

3.4 Multiresolution Collision Detection

In the previous section | have described the creation of C&Qitimately, CLODs are intended to
be used at runtime collision detection. The scope of thisadiation is 6-DoF haptic rendering, but
CLODs can also be used to accelerate contact queries inigig simulation.

In this section | describe a multiresolution collision deiten algorithm based on CLODs, as well

as novel selective refinement criteria. | first introducetipe of contact queries relevant to my 6-
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DoF haptic rendering approach, and then | describe mulinésn collision detection using CLODs.
| also present error metrics and define the selective refinetasts for both haptic rendering and rigid
body simulation. To conclude this section, | discuss howtacminformation from CLODs can be

used for collision response in haptic rendering and rigidybgimulation.

3.4.1 Contact Query between Two Objects

The concept of collision detection covers various typesrokimity queries between pairs of ob-
jects, such as intersection detection, exact distancaéep@r approximate distance queries [ELO1].
For example, an intersection que®(A, B,0) between two objecté andB is a boolean query that
determines ifA andB intersect.

For haptic rendering purposes, | defineantact query QA B,d). This query returns a set of
contacts that sample the regionsf0éndB that are closer than a distance toleradcdécach contact
is described by a contact normal, a pair of contact pointd gadistance value (separation distance or
penetration depth, depending whether the objects aramisjopenetrating in the region of contact).
Specifically, | solveQ(A, B,d) by performing a surface convex decompositioaindB [ELO1] and
testing pairwise distances between convex BVs [GJK88,3,i8m97, Mir98b, EL0O]. | define the
distance query(a,b,d) between two convex piecesc A andb € B as a boolean query that returns
whethera andb are closer thawl. If A andB are disjoint the closest points between convex patches
form a superset of the local minima of the distance betw®andB. The local minimum distances
have also been used by Johnson and Willemsen [JWO03] for 6Hapkc rendering. If the objects
penetrate the contact points define localized penetratpthdvalues [KOLMO3].

As mentioned in Sec. 3.1.2, the contact query can be actadelng traversing BVHs in tandem,
and it can be described by the BVTT. A noalein the BVTT encapsulates a pair of Basc A and
b € B, which might be tested with a quegfa,b,d). Performing a contact quei@(A,B,d) can be

understood as descending along the BVTT as long as the déstpreryg returns true.

3.4.2 Multiresolution Contact Query

Using CLODs, multiresolution collision detection can belemented by slightly modifying the typi-

cal collision detection procedures based on BVHSs. In nedbiution collision detection, the decision
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of splitting a nodeab of the BVTT is made as a combination of the distance qugayb,d) and a
selective refinement query. First, the distance qugs/performed. If the query returns false, there
is no need to descend to the children nodes. If the resulteofliftance query is true, the query for
selective refinement is performed ah. If the nodeab must be refined, the traversal continues with
the children ofabin the BVTT. Otherwise, contact information can directlydmmputed forab.

Descending to children BVTT nodes involves descending eocthildren BVs, as occurs in any
BVH, but it also involves refining the surface representatitue to the duality of CLODs. Selective
refinement of nodes of the BVTT activates varying contacbltg®ns across the surfaces of the
interacting objects, as shown in Fig. 3.1. In other wordgrgeontact is treated independently and
its resolution is selected in order to cull away negligildedl surface detalil.

The test for selective refinement can embed various peraeptror metrics and it determines if
higher resolution is required to describe the contact mdron at each contact location. In Sec. 3.4.3,
| describe the test for selective refinement in more detad, suggest error metrics for 6-DoF haptic

rendering and rigid body simulation.

Modification of the Distance Query

A collision detection algorithm based on BVHs must ensuag, fiia leaf nodeb of the BVTT returns
true to the contact query, then all its ancestors must rétumas well. This is usually achieved by
ensuring that the union of the BVs at every level of a BVH fudfntains the surface of the object. In
CLODs this containment property may not hold, but the canesgs of the collision detection can be
ensured by modifying the collision distandg, between two BV& andb. Given a distance tolerance
d for a contact quer®Q(A, B,d), the distance toleranady, for a distance query(a,b,ds,) must be

computed as:

dap = d -+ h(a) + h(b), (3.5)

whereh(a) andh(b) are maximum directed Hausdorff distances from the descerigMs of a and
b to a andb respectively. As explained in Sec. 3.3.5, these Hausd@tfdces can be precomputed

during the process of sensation preserving simplification.
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Analysis of the Bounding Volume Test Tree

The BVTT may not be constructed at runtime, because a coaaey will visit only a small fraction
of its nodes. The BVTT, however, serves as a good tool to aaalye performance of a collision

detection algorithm based on BVHs.

Using CLODs, when the distance query and the selective raénétest return true for a node
ab of the BVTT, | split the BV whose children have coarser retolu This splitting policy yields
a BVTT in which the levels of the tree are sorted accordindh@rtresolution, as shown in Fig. 3.9.
Nodes of the BVTT at coarser resolution are closer to the. rdotesolution-based ordering of the
BVTT is a key factor for maximizing the performance of runéirtollision detection, because CLODs
with lower resolution and larger error are stored closeh#orbot of the BVTT. Descending along the
BVTT has the effect of refining the CLODs. The resolutiondzherdering of CLODs of two different
objects is possible because the definition of resolutiosgred in Sec. 3.3.2 is an object-independent

absolute metric. If objects are scaled, the value of resmluhust be scaled accordingly.

Object A

. \ BVTT.

a,i

a,i @
rp k @ @
DD

r

Figure 3.9:Resolution-Based Ordering of the Bounding Volume Test TreeA node splitting pol-
icy based on CLOD resolution implies a BVTT in which levels sorted according to increasing
resolution. Descending on the BVTT has the effect of inorgaSLOD resolution.

As pointed out in Sec. 3.3.3, the top levels of the BVHs are€frLODs, obtained by uncon-

strained pairwise merging of convex patches. These tosle¥¢he BVTT have no associated metric
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of resolution and they always test positive for selectiiinegnent. The boundary between free and

regular LODs is indicated in Fig. 3.10 by the line

Figure 3.10:Generalized Front Tracking of the BVTT. The front of the BVTT for an exact contact
query,.Z, is raised up to the new fron¥’ using CLODSs, since the recursive distance queries can stop
at coarser resolutionsA indicates the free CLODs, constructed by unconstrainedymgrof convex
patches.

As indicated in Sec. 3.1.2, temporal coherence can be eggloising GFT. One can store the
front .# of the BVTT where the result of the distance qugrgwitches from true to false, as shown
in Fig. 3.10. The front is recorded at the end of a contactyy@grand the next quer; .1 proceeds
by starting recursive distance querigsit every node in the fron#. The time spent by a contact
gueryQ depends directly on the number of nodes visited in the BVTHT @onsiderably reduces the
running time ofQ when temporal coherence is high, which is the case in hagiidaring. Then, the
time spent byQ is proportional to the size of the frot¥. The cost, however, can still be(@n) in

the worst case, whera andn are the numbers of convex patches of the input objects.

In a multiresolution collision detection setting, the ddai of a selective refinement test further
increases the performance of the query. In the BVTT, the r&iveafront,.#’, is above the original
front .%# that separates nodes that test positive to distance quefiesn nodes that test negative.
Using CLODs, the front does not need to reach the leaves &WIE, as long as the error is smaller
than some tolerance, as depicted in Fig. 3.10. This appnasthits in a much faster processing of

contact queries and, ultimately, it enables 6-DoF haptideeing of complex objects.
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3.4.3 Selective Refinement and Error Metrics

As discussed in Sec. 3.1.1, the perceptibility of surfaeguiees depends on the ratio between their
size and the contact area. Following this observation, éltsigned error metrics to be used in the
selective refinement test.

Functionsg, and g, evaluate the size of the features missed when a contact gty at a node

ab of the BVTT. ¢, (and similarlyg,) is computed as:

: (3.6)

Sa
==
ra

wheres;, is the surface deviation from the convex patch bounded taythe original surface, ang,
is the resolution of the current CLOD. Note that both valuespgecomputed. The functiam can be
regarded as a measure of the volume of the fictitious featbegsre filtered out when usiragas the
CLOD.

The effect of contact area is taken into account by averatfisgunction@ over an estimated

contact are®. Thus, | compute a weighted surface deviagom@s:

* m 9
Sab = —ax(ga %),
D = max(Da,Dp). (3.7)

s can been regarded as surface deviation errors weighted bystant that depends on both the
contact area and the resolutions of local surface features.

The online computation of the contact area between a paipwiex patches is too expensive,
given the runtime constraint of haptic rendering. Themftine contact are is estimated by select-
ing the maximum support area of the contact primitives, (zertex, edge, or triangle). As explained
in Sec. 3.3.5, a support ar&ais stored for every vertex in the CLOD data structure. Foreedg
triangle contact primitives, | interpolate the supportesref the end vertices, using the barycentric

coordinates of the contact point.
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Once the weighted surface deviatigins computed, the selective refinement test will compare this
value to an error threshold. If s}, is above the threshold, the noalemust be refined. Otherwise, the
missing detail is considered to be imperceptible. The ¢h@sholdsy can be determined based upon
different perceptual metrics. Next | present an error rodtn haptic rendering, and error metrics for
rigid body simulation inspired by the work of O’Sullivan abahgliana [OD01]. Selective refinement
using CLODs can be implemented combining any of these eretrics. | also indicate how CLODs

can be used to perform time-critical collision detectiomf94].

Haptic Error Metric

Ideally, 5 should be a distance defined based on human perceptibitieghblds. Such metric is
independent of object size and polygon count, and it mayltriesexcessively large, intractable CLOD
resolutions. Instead, | have decided to sedgets a metric relative to the size of the interacting objects,
under the assumption that the range of motion of the hapticceeovers approximately the space
occupied by the objects in the virtual workspace. As a camsece, the required CLOD resolutions
are independent of the scale of the objects, and the cont&ecteg run in nearly constant time, as
discussed later in Sec. 3.5.

Based on experiments described in Sec. 3%.2hould be in the range of2%6 to 5% of the radii

of the interacting objects.

Velocity-Dependent Metric

Setgy as a value proportional to the relative velocity of the cbfiy objects at the contact location.
This is based on the observation that the gap between theteigdess noticeable as the objects move

faster [ODO1].

View-Dependent Metric

Determinesy based on screen-space errors. GiMgpixels of admissible error, a distanc&om the
camera to the contact location, a distamce the near plane of the view frustum, a sizef the

frustum in world coordinates, and a sizef the image plane in pixels,
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(3.8)

Constant Frame Rate

One important feature of CLODs is the fact that they can be émetime-critical collision detection.

The error metrics, computed at every potential contacttiocacan be used to prioritize the refine-
ment. To achieve a guaranteed frame rate for real-timeagijans, the collision detection algorithm
will perform as many distance queries as possible, withireadftime interval. The query event queue

will be prioritized based of .

3.4.4 Solving Discontinuities in Collision Response

A major issue in systems that use multiresolution repregiems is the discontinuity that arises when
the algorithm switches between different LODs. This problis known as “popping” in multires-
olution (visual) rendering. In multiresolution collisiafetection, the way to tackle discontinuities

depends on the type of collision response:

a) Application of penalty forces based on contact infororati

b) Detection of collision events and computation of valitbe@ies (and accelerations).

Next, | present some interpolation techniques to resolseaditinuities in each of these cases.

Interpolation of Contact Information

The 6-DoF haptic rendering approach presented in this itiidgm computes penalty contact forces
at each simulation time step, based on the contact infooma&turned by the contact query (i.e.,
separation distance, penetration depth, contact poimtscantact normals). The effects of switching
CLODs between time steps are discontinuities in the netobfdrce and torque, which are eventually
perceived by the user.

The discontinuities are solved by interpolating contaftrimation from different CLODs. When

the sensation preserving selective refinement deternfiaéthie current resolution is accurate enough,
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| perform a conservative refinement step and compute comtaination for the children of the

current node of the BVTT. The contact information is intdgped between the two levels.
Naturally, CLOD interpolation increases the number of redithe BVTT that are visited. For

complex models and/or complex contact scenarios, howeéedDs still outperform exact collision

detection, as presented in Sec. 3.5.

Interpolation of Collision Events

Some methods for rigid body simulation are based on timgpgtg algorithms that search for the
time instants when collision events occur. When a collisakes place, the numerical integration of

object states is interrupted and new valid velocities (arwekerations) are computed.

Many dynamic factors determine the selection of CLODs ifdrigpdy simulation, such as the ve-
locity of the objects, the contact area, and the distandestoamera. Special treatment is necessary so
that switching CLODs does not generate inconsistenciegadldck situations in the time-stepping
algorithm. Given a nodab; of the BVTT, with negative distance query at timgsndt;, 1 of the
simulation, and a noda . 1, child of aly, with positive distance query at both time instants, if the r
finement test ol switches from false to true &t [t;,ti; 1], the time stepping method will encounter
an inconsistency. It will try to search for a nonexistentis@n event in the interval;, t;1].

| solve this problem by estimating a collision timig interpolating the separation distance of the
nodealy attj and the penetration depth of the nad®, 1 att;. 1. Collision response can be applied at

tc with aby as the active CLOD, and the numerical integration continues

3.5 Experiments and Results

In this section | describe experiments conducted to testaaatlze CLODs. | first describe bench-
mark models used in the experiments and present statidtitee CLOD data structures for those
models. Then | discuss the selection of tolerance valuemidtiresolution 6-DoF haptic rendering
using CLODs, based on experimental analysis. Last, | ptggnformance results on 6-DoF haptic

rendering and rigid body simulation.
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3.5.1 Benchmark Models

| have created CLOD representations for the models listdalihe 3.2. This table shows the original
complexity of the models (Orig. Tris and Orig. BVs), the cdexity of the coarsest CLOD obtained
by sensation preserving simplification (Simp. Tris and SirBj¥/s), the normalized resolution (for
unit object radius) of the finest and coarsest CLODs, and timeber of “free” and total CLODs.
As described in Sec. 3.3.3, the BVHs are completed with frie®@@s that cannot be used to report

contact information.

Models Orig. | Orig. | Simp. | Simp. ry I Free Total

Tris BVs Tris | BVs CLODs | CLODs

Lower Jaw| 40,180| 11,323| 386 64 | 144.5| 12.23 6 15
Upper Jaw| 47,339| 14,240| 1,038| 222| 117.5| 19.21 8 15
Ball Joint | 137,060| 41,913| 122 8] 169.9| 6.75 3 17
Golf Club | 104,888| 27,586| 1,468| 256 | 157.6| 8.31 8 16
Golf Ball | 177,876| 67,704| 826 64| 216.3| 7.16 6 18
Cup 64,000| 15,490| 1,532| 241| 71.0| 7.70 7 14
Spoon 86,016| 16,125| 1,074 61| 230.1| 13.57 5 14

Table 3.2: Benchmark Models for CLODs and Associated Statistics.The numbers of triangles
(Orig. Tris) and the numbers of convex patches (Orig. BVshefinitial meshes of the models; the
numbers of triangles (Simp. Tris) and the numbers of conatshps (Simp. BVs) of the coarsest
CLODs obtained by sensation preserving simplificationphatson (r; and r, ) of the finest and coars-
est CLODs; and free CLODs and total number of CLODs.

Note that the models are simplified to coarsest CLODs withtd22532 triangles. The number
of BVs in the coarsest CLODs ranges from an extreme case ofs§ ®Ythe ball joint model, to 256
BVs. As a result, the sensation preserving selective refam¢rman be applied at early stages in the
contact query, and this allows more aggressive culling aa the BVTT whenever the perceptible
error is small. The visual complexity and surface detail ted benchmark models is reflected in

Figs. 3.12, 3.13, 3.14, and 3.17.

3.5.2 Experiments on Perceptible Contact Information

The performance of CLODs in haptic rendering is heavily deteed by the selection of the threshold
of weighted surface deviation. If the chosen value is too high, the perceived contact médion

will deviate too much from the exact contact information. 1Ba other hand, if the value is too low
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and the selected CLODs are moderately complex (i.e., dimgisf more than a thousand convex
patches), the contact query will no longer be executablbeateéquired rate. This severely degrades

the realism of haptic perception.
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Figure 3.11:Exploration of a Multiresolution Golf Ball with an Ellipsoi d. Scenario of the experi-
ments for identifying haptic error tolerances with CLODs.

| have conducted an informal experiment to test the validft¢LODs for haptic rendering, and
also to identify what are the error tolerances for which thgsing surface detail is not perceptible to
users of the system. The scenario of the experiment comdiatgolf ball (please refer to Table. 3.2
for statistics of the model) that is explored with an ellijpsas shown in Fig. 3.11. The ellipsoid
consists of 2000 triangles, and it is fully convex. The ellipsoid has wagycurvature, implying a

wide range of contact scenarios, and the selective refiniewikistop at varying CLODs.

For simplicity, | created a CLOD representation of the galfl bnly, and left the ellipsoid invari-
ant. Thus, the fidelity of the contact forces relies only o déldequacy of the resolution of the golf
ball that is selected at each contact. 12 users were askdentfy the value of the threshobg of
the haptic error metric at which the perception of surfadaitef the golf ball started deviating. The

values ofsy were in the range from.05% to 20% of the radius of the ball.

Table 3.3 indicates how many subjects picked each threstadle. Based on the results of the

experiments, the value af for haptic simulations should be in the range &% to 5% of the radii of
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S >10% | 5% | 2.5% | 1% | < 0.5%
no. users 0 4 7 1 0

Table 3.3:Experiments on Error Metrics. A majority of subjects reported a threshold 5% to
5% of the radius of the golf ball for the haptic error metric.

the models. The users also reported that the main chastitehiey explored was the perceptibility

of the dimples of the golf ball.

3.5.3 Performance Experiments in 6-DoF Haptic Rendering

Figure 3.12: Upper and Lower Jaws. A benchmark scenario for 6-DoF haptic rendering using
CLODs.

I have successfully applied CLODs to 6-DoF haptic rendednghe following benchmark sce-

narios:

e Moving upper and lower jaws (See Fig. 3.12).

¢ Interlocking ball joints (See Fig. 3.13).

e Golf club tapping a golf ball (See Fig. 3.14).

Statistics of the CLOD data structures of the models hava geen in Table. 3.2.
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Figure 3.14.Golf Club and Ball. A benchmark scenario for 6-DoF haptic rendering using CLODs

I have analyzed contact forces and running time on the beadtswf the moving jaws and the
golf club and ball. In particular, | have compared force pesfiand statistics of the contact query
between interactive haptic simulations and more accuifflireosimulations. The interactive haptic
simulations were executed using CLODs and error toleraotas< 5% of the radii of the models.
The motions of the upper jaw and the golf club were controlisthg a haptic device, which also
displayed the contact forces to the user. The trajectorége wecorded in the interactive simulations,

and played back to perform more accurate simulations offliibe full accuracy corresponds to
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offline simulations in which the contact queries were coragutsing the publicly available libraries
SWIFT++ [ELO1] and DEEP [KLMO02]. In the graphs shown laterefer to these simulations as
exact In theexactand low-error simulations, collision detection runs at afgdrates of tens of Hz,

which are too low for interactive haptic rendering of stiffrtacts. Next, | describe implementation

details and the performance results.

Implementation Details

The haptic demonstrations have been performed using a 6FbaRtom™ haptic device, a dual
Pentium-4 24GHz processor PC with.@2 GB of memory and Windows2000 OS. The implemen-
tation, both for preprocessing and for the haptic renderitag been developed using C++. The
implementation of multiresolution collision detectionsled on CLODs uses distance and penetration
depth queries between convex patches from the publiclyiablailibraries SWIFT++ [ELO1] and
DEEP [KLMO02].

To validate CLODs in haptic rendering, the results of thetaoinqueries must be used to compute
collision response and output force and torque in haptiakitions. | employed the direct haptic ren-
dering pipeline described in [KOLMO3]. In this renderingeline, contacts computed in the contact
query are clustered, and then a penalty force proporti@npénetration depth is computed for each
cluster. The net penalty force is output directly to the ugéthout a stabilizing intermediate repre-
sentation. In this way, the experiments do not get distdsiethe use of intermediate representations,
and the analysis can focus on the fidelity of the contact &rdater in Chapter 5, | will present a
more stable haptic rendering pipeline that uses contaatrirdtion from CLODs.

Following the approach developed with Kim et al. [ROLMO3h the experiments | applied
penalty forces if the interacting objects came closer th@orgact tolerancel. | chose the value
of d so that the maximum force of the haptic device was exerted fmro contact distance with the

optimal value of stiffness.

Performance Results and Analysis

Fig. 3.15 shows the contact profile, including the force peothe query time, and the size of the front

of the BVTT, for 200 frames of the moving jaws simulation. Tgrefiles of contact forces are similar
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Figure 3.15:Contact Profile for Moving Jaws. Top: The profiles of the contact forces displayed
using CLODs, with varying error tolerances up2d&% of the radii of the jaws, all show very similar
patterns. This similarity implies that the sensations @jshprovided to the user are nearly identical.
Middle: A log plot of contact query time using CLODs with var$ error tolerances shows up to two
orders of performance improvement. Bottom: The number désian the front of the BVTT is also
reduced by more than a factor of 10.

for all error tolerances up t0.2% of the radii of the jaws. There are some deviations on teeagae
force, but the patterns are similar. With different errdetances, and using penalty-based rendering
methods, the perception of shape properties is almostiamtaonly the perceived surface location
varies in a noticeable way. | reach this conclusion becawssecond derivatives of the force profiles
are almost identical in all cases, and shape propertiesasichrvature depend on second derivatives

of the surface.
The time spent by the contact queries goes down from more 188ms usingexactcontact

queries, to slightly more than 2ms with CLODs and an errartoice of 5% of the radii of the jaws.

This drastic decrease of the query times enables inteeatoF haptic rendering.

Fig. 3.16 shows the contact profile for 300 frames of simatabf the golf scene. In the bench-

mark of the golf club and ball there is a speed-up of nearlydvaers of magnitude in the query time
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Figure 3.16: Contact Profile for Golf Scene. Top: The profiles of the contact forces displayed
using CLODs, with varying error tolerances up3é6 of the radius of the ball, show nearly identical
patterns. Middle: A log plot of contact query time using CLOWmIth various error tolerances shows
more than two orders of performance improvement. Bottone: fimber of nodes in the front of the
BVTT is reduced by nearly a factor of 100.

between interactive haptic rendering using CLODs exattoffline simulation. Notice that the query

time is roughly proportional to the number of nodes in the B\fiont.

The size of the BVTT front varies monotonically with the cacttforce. Due to the use of penalty
methods, the force is higher when the club and the ball aecldrhat explains the increase in the
size of the BVTT front, because larger areas of the objeetsraclose proximity. As reflected in the
graphs, however, the size of the BVTT front (and therefoeetphery time) is more susceptible to lack
of coherence when the error tolerance is lower. As a resulQs with acceptable error tolerances
provide almost constant-time contact queries. Pleasethatehe spikes in the contact query time

present in Fig. 3.15 and Fig. 3.16 are due to context switcimnhe CPU.
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Comparison with Related Work

As mentioned in Sec. 3.1.2, the running time of any collisiletection algorithm depends on both
the input and output size of the problem. Regarding prevagpgoaches to 6-DoF haptic rendering,
the systems presented by Gregory et al. [GNE] and Kim et al. [KOLMO03] employ exact collision
detection methods [ELO1], and they are limited to relagiveimple models or modestly complex
contact scenarios, and do not scale well to highly complgeattobject interaction. The discretized
approximation presented by McNeely et al. [MPT99] can awbidct dependency on the input size
of the problem by limiting the number of points sampled areltlamber of voxels generated. This
approach, however, is limited by the fact that the objecsampled at a constant resolution, selected

a priori, not based on the contact configuration.

In contrast, CLODs, by reducing the combinatorial compiegi the input based on the contact
configuration at each local neighborhood of (potential)igioh, automatically decrease the output
size as well. In addition, the selection of CLODs is con@&pendent in order to minimize the
perceived shape difference while maximizing the amouniropkfication and performance gain pos-
sible. Multiresolution collision detection based on CLOBerhaps the first “contact-dependent
simplification” algorithm.

From the analysis of the contact profiles, | draw two main tusions regarding the validity of

CLODs for 6-DoF haptic rendering:

e The contact information obtained with error tolerancesveer from perceptual experiments
provides shape cues that are nearly identical to those gedviby exact collision detection
methods. This resemblance supports the observation thapi®n of features depends on the

ratio between their size and the contact area.

e With the same error tolerances, the running time of the abrgaeries is almost 2 orders of
maghnitude faster than the running time of exact collisioteckion methods. For the complex
scenarios presented in the benchmarks, my multiresolappnoach enables force update rates

suitable for interactive haptic rendering.
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Figure 3.17:Spoon in a Cup. Snapshots of benchmark scenario for rigid body simulatisimg
CLODs.

3.5.4 Performance Experiments in Rigid Body Simulation

| have tested the application of CLODs on a rigid body simafabf a spoon sliding inside a cup (See
Fig. 3.17). Statistics of the CLOD data structures of the et@tave been given in Table. 3.2. | have
compared average contact query times using CLODs (witlerdifft thresholds for the haptic error

metric) and using thexactcollision detection library SWIFT++ [ELO1].
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Figure 3.18:Application of CLODs with Velocity-Dependent Metric. In blue and green, the vicin-
ity of the contact locations shown at the resolution of themively selected CLODs. Right: coarse
resolution is selected when the spoon falls quickly insigedup; Left: finer resolution is selected
when the spoon slides slowly along the side of the cup.

I have also evaluated CLODs with velocity- and view-depenéeror metrics. In Fig. 3.18 coarse
CLODs are selected when the spoon falls on the bottom of theand fine resolution CLODs (up to
4 levels finer at some places) are selected when the spoes glidng the side of the cup. In the first

case the polygon counts of the representations are rou@hlynes larger than in the second case.
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Next, | describe implementation details as well as the parémce results with the haptic error metric.

Implementation Details

The rigid body simulation of the spoon falling inside the dwgs been implemented using impulse-
based methods [MC95, Mir96]. Collision response detedissimm events and applies impulses that
ensure a valid kinematic state after the collision. Oncesgiaon collides several times with the cup,
its trajectory may deviate considerably using differembethresholds. Therefore, the query time has
been compared when the spoon hits the cup for the first time.

Unlike in the experiments of 6-DoF haptic rendering destdilm the previous section, the distance
tolerance for collision detectioth can be set to visually imperceptible values (in the order/d0D0
of the radii of the objects).

The simulation was performed on a Pentium-4 2.4GHz procd¥Savith 2.0GB of memory and

Windows2000 OS.

Performance Results and Analysis

The timing profile of Fig. 3.19 shows average query times Aeciumber of nodes in the BVTT front
for 35 frames of the simulation of the spoon sliding inside¢hp. Each simulation frame corresponds
to 30ms of simulation time, and the query time is averaged theemany contact queries that may
take place during each frame.

As the timings show, CLODs witky = 3.5% perform at least as good as the exact algorithm for
most of the simulation duration. During several time ingsy the performance gain is almost one
order of magnitude.

As a result of the conservative modification to the distanecerigs introduced in Sec. 3.4.2, the
multiresolution collision detection algorithm using CL@&Bannot prune as efficiently as the exact
algorithm [ELO1] when the objects are separated by a distantably larger thad. When they come
close to contact, however, CLODs outperform the exact gaeri

Notice that the size of the BVTT front is almost constant wihODs, but it varies considerably
with exact collision detection. This behavior implies tkdtODs benefit more from temporal coher-

ence, and it also explains the spikes present in the timimgthé exact algorithm. These spikes take
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Figure 3.19:Query Profile for Cup and Spoon SceneTop: The average contact query with CLODs
and an error threshold 08.5% outperforms the exact contact query by one order of mageitand
some intervals. Bottom: the front of the BVTT exhibits ledgeoence with exact collision detection,
producing spikes in the contact query time.

place at the instants when the objects are about to intetmaé@and the BVTT front evolves rapidly.

3.6 Summary and Limitations

In this chapter | have presentedntact levels of deta{ICLODs), a multiresolution collision detection
algorithm. The purpose of CLODs is to accelerate collisietedtion in 6-DoF haptic rendering, by
selecting the appropriate object resolution at each cofdaation. As proved in the experiments,
CLODs are also applicable to rigid body simulation.

The cost of collision detection is higher when large areathefobjects are in close proximity.
However, perceptual observations indicate that the péhily of surface features decreases if the
contact area is large. This relationship sets the basis©iouse of multiresolution collision detection
in 6-DoF haptic rendering.

In this chapter | have presented a generic data structurm@ittiresolution collision detection,
integrating multiresolution object representations vidiiHs in one single dual hierarchy. | denote

each level of this hierarchy as a CLOD. Moreover, | have desdra particular implementation of the
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data structure using convex hulls as the BVs. The CLODs of@ohulls are constructed following
a sensation preserving simplificatiggrocess that combines atomic surface decimation and fiideri
operations with merging of convex patches. | have definedt@mia operation denoted dgtered
edge collaps¢hat filters high-resolution geometric detail subject tovaxity constraints.

CLODs are used at runtime to perform contact queries betwagg of objects. Multiresolution
collision detection is achieved by combining distance mpsdvetween BVs with a selective refinement
test. | have designed different error metrics for selectfimement: haptic metric, velocity-dependent
metric, and view-dependent metric.

| have performed experiments to test the performance of Ci.@Chaptic rendering and rigid
body simulation. In 6-DoF haptic rendering, CLODs enabteriactive display of complex contact
scenarios at force update rates higher than 300Hz with di#bradation of the contact forces. This im-
plies a performance speed-up of up to two orders of magnitadgared to exact collision detection
methods.

Next | discuss the type of situations that CLODs are besédudr, as well as related limitations.

3.6.1 Adequacy of CLODs

CLODs are best suited in the following situations:

e Large-area contacts between complex models.

e 6-DoF haptic rendering or rigid body simulation methods reftee collision response is based

on penalty methods.

In both cases, the reason for the adequacy of CLODs is tluyst éaeas of the objects are in parallel
close proximity [GLM96]. These are, in fact, some of the nusllenging contact scenarios.

If the collision response acts by detecting collision esgot if contacts occur at small contact
areas, the front of the BVTT is inherently small with exacllismn detection, so CLODs will not
provide such important performance gain. In these caspscily if the application is rigid body

simulation, CLODs may be more effective using velocity- mwdependent error metrics.
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3.6.2 Limitations Related to the Construction of CLODs

From the perspective of constructing a multiresolutiorrespntation, sensation preserving simplifi-
cation can be compared with both mesh decimation technigigsnesh filtering techniques. These

techniques may offer better results than sensation priegesimplification in certain aspects.

e Surface deviation. LODs created by filtered edge collapse operations will havgelr surface
deviation than LODs of traditional mesh decimation [Hop@#{97, LT98]. This deviation
inevitably results from combining decimation and filtering sensation preserving simplifica-
tion, detail at high resolution is filtered independentlytsfmagnitude, while mesh decimation
techniques will preserve detail to minimize surface déetatThe elimination of detail benefits
the creation of the BVH and does not detract from the outpatityuof haptic rendering, since
the filtered detail is quantified and taken into account irtiroe collision detection. Multireso-
lution representations obtained through mesh decimagicimiques are not able by themselves

to support efficient contact queries.

¢ Visual smoothnessRepresentations obtained through filtering [Tau95, GS89@¢ar smoother
than those obtained by sensation preserving simplificafitre decrease in visual smoothness
in CLODs is due to the use of fewer samples (i.e., vertices@poesent meshes with the same
frequency content. This approach is advantageous, betiagsétimate goal is to accelerate

collision detection.

In the creation of CLODs using sensation preserving sinaglifbn there are also issues that in-
fluence the applicability and efficiency of multiresolutioallision detection, and these are worth

exploring too.

e Lack of containment. As introduced in Sec. 3.2.2, in CLODs, a level of the multitaion
representation may not bound the original surface. ThistlWwasdrawbacks: (1) it requires a
modification of the contact queries, as explained in Sec23ahd (2) it implies that multires-
olution collision detection will not be conservative, ireteense that contact points at coarse
resolution may be inside the full-resolution objects. Pesgive hulls [SGG00], as mentioned

in Sec. 3.3.3, can be used to enforce containment of fine CLi®Dearse CLODs, but they
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do not ensure containment of individual patches in the comnls of their parents. This re-
quirement can only be fulfilled by adding offsets to the BMst, that would imply using BVs
other than convex hulls, with accompanying problems foriliig contact information. In
applications where object interpenetration is forbiddamyently CLODs have to be used in
conjunction with large collision tolerances. For such aatlons, it would be interesting to
implement CLODs with a procedure other than sensation priegesimplification, enforcing

containment of the original object in successive CLODs.

e Existence of free CLODs.As mentioned in Sec. 3.3.3, the BVH may contain some levels th
cannot be used to report multiresolution contact infororgtbecause they cannot be consid-
ered as low-resolution representations of the input objgoe existence of free CLODs reduces
the applicability of multiresolution collision detectiphecause the aggressiveness of the run-
time culling will be limited. The culling efficiency will be aximized if the topological and

geometric constraints can be removed during the creatitmeo€LODs.

e Static LODs. A surface patch may undergo several atomic simplificatiografons between
two consecutive CLODs, which introduce discontinuitieshie multiresolution representation.
In Sec. 3.4.4, | suggest interpolation techniques for amgidliscontinuities in collision re-
sponse induced by the use of static LODs, but another pégsiould be to design an imple-

mentation of CLODs with dynamic LODs.

Recently, Yoon et al. [YSLMO04] have proposed a data strigcsimilar to CLODs using OBBs as
the BVs. Yoon’s data structure is based on a cluster hieyav€lprogressive meshes [Hop96], with
the additional advantage of dynamic LODs. Yoon's impleragah relaxes the geometric constraints
in the construction of the CLODs, but loses many of the benefitonvex hulls for obtaining contact

information (see Sec. 3.3.1).

3.6.3 Inherent Limitations of Multiresolution Collision D etection

In situations of sliding, rolling and/or twisting contaativeen textured surfaces, the observation that
perceptibility of features decreases with larger conteza @oes not hold. Small but highly correlated

features may provide important haptic cues that are erusigdiltered away using CLODs (or any
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other multiresolution collision detection algorithm bdsm local refinement). This type of situation
is problematic for all collision detection methods, be@abthe high sampling density (i.e., object

resolution) required, and it is the focus of Chapter 4 of thésertation.
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Chapter 4

Haptic Texture Rendering

Rendering of surface texture (i.e., fine geometric featarean object’s surface) is an important topic
in haptics that has received increasing attention. Thénsitr surface property of texture is among
the most salient haptic characteristics of objects. It caa lbompelling cue to object identity and it
can strongly influence forces during manipulation [KLO2] nhedical applications with limited visual
feedback, such as minimally-invasive or endoscopic syrifal99], and virtual prototyping applica-
tions of mechanical assembly and maintainability assessfiéMO03], accurate haptic feedback of
surface detail is a key factor for successful dexterousatjmars.

Most of the existing haptic rendering algorithms have feclisn force rendering of rigid or de-
formable untextured models. In 6-DoF haptic rendering gidribodies, collision detection has a
dominant computational cost. The performance of colligletection algorithms depends on the size
of the input models, which in turn depends on the samplingitienf the models, both for polygonal
representations [RK00, KOLMO03, JWO03] and for voxel-bassgresentations [MPT99, WMO03]. To
be correctly represented, surfaces with high-frequencyngdric texture detail require higher sam-
pling densities, thereby increasing the cost of collisietedtion. Effective physically based force
models have been proposed to render the interaction betihedip (a point) of a haptic probe and
a textured object [Min95, HBS99]. However, no technique ngwkn to display interaction forces
and torques between two textured models. In fact, comuntati texture-induced forces using full-
resolution geometric representations of the objects andlimy contacts at microgeometric scale is
computationally prohibitive, and new representationstrbesonsidered.

In Chapter 3, | presentetbntact levels of deta{{CLODSs), a multiresolution collision detection
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algorithm especially designed for 6-DoF haptic renderimaf fninimizes the computational impact
of collision detection and selects the appropriate objesblution at each contact location. CLODs,
however, filter out high-resolution geometric featuresstignoring texture effects arising in sliding,
rolling, and twisting motion. This chapter of the dissedataddresses the computation of forces and
torques due to the interactidretween two textured objects

Similar to graphical texture rendering [Cat74], object#wiigh combinatorial complexity (i.e.,
with a high polygon count) can be described by coarse repratsens and texture images that store
fine geometric detail. | refer to these texture imagebagstic textures In this chapter | introduce a
new approach to 6-DoF haptic rendering that enables théaglig intricate interaction due to fine
surface details, using simplified object representatioseptic textures. Contact information is first
computed at coarse resolutions, using CLODs, and then deéioeounting for the geometric detail
captured in haptic textures.

A central part of the novel 6-DoF haptic rendering approadahforce model that captures texture
effects. Recently Klatzky and Lederman (see [KLO2] for a mary of their work) have presented
several important findings on perception of roughness titvr@un intermediate object. In this chapter |
present the synthesis and analysis of a perceptually adjpirce model for haptic texture rendering.
Force and torque are computed based on the gradient of thetidival penetration depth between
two textured models. | also introduce an algorithm for agpnating directional penetration depth
between textured objects using haptic textures and a phiralplementation on programmable graph-
ics hardware that enables interactive haptic display afderand torques between complex textured
models.

| have successfully tested and demonstrated the 6-DoFchigstiure rendering algorithm and
implementation on several complex textured models. Onmpla consisting of a textured hammer
interacting with a rough CAD part, is shown in Fig. 4.1. Sulgehat experienced that example were
able to perceive roughness induced by surface texture aftijeets.

| have analyzed the influence of the perceptual factors iiifshtby psychophysics studies on
the vibratory motion induced by the force model. The experita demonstrate a qualitative match
between roughness perception in earlier experimentaladitiens and the forces simulated using my

model. | have also evaluated the effectiveness of the rerglaigorithm for conveying roughness
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Figure 4.1: Haptic Rendering of Interaction between Textured Models. Top: high-resolution
textured hammer (433K polygons) and CAD part (658K polyydttom left: low-resolution models
(518 & 720 polygons); Bottom right: hammer texture with fim@netric detail.

sensations during both translational and rotational motkinally, | have tested the performance of
the algorithm and its implementation on complex benchmasksaining force update rates higher

than 100Hz.

This chapter compiles work and results previously pubtishdOJSL04] and [OL04]. The rest of
the chapter is organized as follows. In Sec. 4.1, | define ¢tation used throughout the chapter and
key terminology related to the concept of penetration deftft. 4.2 presents the foundations of the
rendering algorithm and the force model, which is describegiec. 4.3. Sec. 4.4 introduces a simple

yet effective algorithm for approximating directional pération depth and its parallel implementa-
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tion on graphics processors. Then | describe experimemtsesults in Sec. 4.5, and in Sec. 4.6, |

summarize the chapter and conclude with a discussion otalimns of this work.

4.1 Definitions and Terminology

In this section | introduce notations used throughout thaptdr and present definitions related to

penetration depth, which is an essential element of theforadel for haptic texture rendering.

4.1.1 Notations

A height field His defined as a sét = {(x,y,2) € R*| z=h(x,y)}. | callh: R? — R aheight function

Let p denote a point ifR3, let Pxyz= (Px Py p;)" denote the coordinates pfin a global reference
system, angyuyn= (Pu Pv Pn)" its coordinates in a rotated reference sysfenv,n}. A surface patch
Sc R3 can be represented as a height field along a directiohp, = h(py, pv),Vp € S. Then, one
can define a mapping: D — S,D C R?, asg(py, pv) = Pxyz Where:

Pxyz=9(Pu, ) = (U v n) (pu Pv h(pu,pv))" . (4.1)

The inverse of the mappingis the orthographic projection & onto the plandu,v) along the

directionn. Given the mapping, the height functior can be computed as:

h(pu, pv) = N-g(pu, Pv)- (4.2)

4.1.2 Definitions of Penetration Depth

Penetration depth between two intersecting polyhedteandB is typically defined as the minimum
translational distance required for separating them (sgedi2-b). As mentioned in Sec. 2.3.2, this
distance is equivalent to the distance from the origin taviiredcowski sum ofA and—B. Directional
penetration depthd, along the directiom is defined as the minimum translation alam¢p separate
the polyhedra (see Fig. 4.2-c). The penetration depth leztiweo intersecting surface patches will be

referred to asocal penetration depth
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(@) (b)

Figure 4.2:Definitions of Penetration Depth.(a) Intersecting objects A and B, (b) global penetration
depthd, and (c) directional penetration depth alongn.

Let us assume that two intersecting surface pat§aemdSg can be represented as height fields
along a directiom. ConsequentlySy andSg can be parameterized by orthographic projection along
n, as expressed in Sec. 4.1.1. The parameterization yieldpimgsga : Da — Sa andgg : Dg — Ss,
as well as height functionisy : Do — R andhg : Dg — R. The directional penetration depéq of
the surface patche® andSg is the maximum height difference along the directipms illustrated in

Fig. 4.3 by a 2D example. Therefore, the directional petietralepthd, can be defined as:

=  max ha(u,v) — hg(u,v)). 3
5” (U-,V)E(DAQDB)( A( ) B( )) ( )

St

"T X th ha| NS4
-

Figure 4.3:Penetration Depth of Height Fields. Directional penetration depth of surface patches
expressed as height difference.
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4.2 Foundations of a 6-DoF Haptic Texture Rendering Algoribhm

In this section | present the foundations of a force modebf@oF haptic texture rendering and a
rendering algorithm in which objects are represented byseogeometric approximations and haptic
textures. In Sec. 2.1.2, | have summarized the results athggphysics studies on perception of
roughness that guide the design of the force model. In tloisogel extend the conclusions from those

studies to more general settings and | introduce the remgleipeline based on haptic textures.

4.2.1 Offset Surfaces and Penetration Depth

Klatzky et al. [KLH"03] stated that the perception of roughness is intimatéated to the trajectory
traced by the probe. In particular, they identified the vadfigexture spacing at which the probe
can exactly fall between two texture dotsd@w®p point The peak of roughness perception occurs
approximately at the drop point, and it depends on geométdg probe diameter) and dynamic
factors (i.e., speed).

For a spherical probe, and in the absence of dynamic eftbetsurface traced by the probe during
exploration constitutes an offset surface, as shown in4&#. The oscillation of the offset surface
produces the vibratory motion that encodes roughness.ddgedf offset surfaces has also been used

by Okamura and Cutkosky [OC01] to model interaction betwebtic fingers and textured surfaces.

offset surface

textured surface h=d

Figure 4.4: Offset Surfaces. Left: offset surface computed as the convolution of a serfeith a
sphere; Center: sphere whose trajectory traces an offséase; Right: correspondence between
vertical penetration depthd) and height of the offset surface (h).

In the design of a force model for haptic texture renderingg éaces the question: How can

the concept of offset surface be generalized to the interattetween two arbitrary surfaces? To



99

answer this question, let us consider the case of a sphprimla¢ whose center moves along a textured
surface, as depicted in Fig. 4.4. In this situation, the pqdnetrates the textured surface. Vésdical
penetration deptld is the vertical translation required to separate the profre the textured surface,
and itis the same as the height of the offset surfad¢nlike the height of offset surfaces, (directional)
penetration depth is a metric that can be generalized totheaiction between arbitrary surfaces.

The relationship between offset surfaces and penetragpthccan also be explained through the
concept of Minkowski sums. An offset surface correspondfi¢oboundary of the Minkowski sum
of a given surface and a sphere. Therefore, the height offtbet surface at a particular point is the
distance to the boundary of the Minkowski sum for a particplasition of the probe, which is the
same as the penetration depth. Actually, the height of treei$urface is the distance to the surface
along a particular direction (i.e., vertical), so the distato the boundary of the Minkowski sum must
also be measured along a particular direction. This distalknown to be thdirectional penetration
depth

Since, for spherical probes, perception of roughness ilyigoupled with the undulation of
the traced offset surface, in the force model for generdhsas | take into account the variation of
penetration depth (i.e., its gradient). The validity of gradient of a height field as a descriptor for
texture-induced forces has been shown for 3-DoF rendergthads [Min95, HBS99]. The use of the
gradient of penetration depth in 6-DoF haptic renderinglmaconsidered as a generalization of the

concept used in 3-DoF haptic rendering.

4.2.2 Haptic Rendering Pipeline Using Haptic Textures

Perception of shape and perception of texture have beesifddsas two psychologically different
tactile cues [KLO3]. From a geometric perspective, sombasthave also created distinct categories
of geometric information, based on the scale of the datgesfa form), features (or waviness) and
texture (or roughness) [Cos00, Whi94]. 3-DoF haptic texttendering methods have also demon-
strated that the separation of shape and texture can yietgessful results from the computational
perspective.

Therefore, | have also opted to design a 6-DoF haptic texemdering algorithm in which ge-

ometric models are composed of simplified representatitorgyawvith texture images storing fine
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geometric detail. In the context of haptic rendering, | dertbese texture images haptic textures
Contact information between two objects represented bplffied representations and haptic textures

will be computed in two main steps:

1. Obtain approximate contact information from simplifiegbgetric representations.

1.1 Perform collision detection between the low-resohutizeshes.
1.2 Identify each pair of intersecting surface patchesrgscontact
1.3 Characterize each contact by a pair of contact pointhempatches and a penetration
directionn.
2. Refine this contact information using detailed geomatfiarmation stored in haptic textures.
2.1 For each contact, compute approximate directionaltpeien depth along, using haptic
textures.

2.2 Compute force and torque, using a novel force model ftute rendering.

The 6-DoF haptic texture rendering algorithm presentedhig ¢hapter of the dissertation deals
with the computation of force and torque to be applied to fh@al object governed through a haptic
device (i.e., thgorobe object The display of stable and responsive force and torquedwuder is

treated later in Chapter 5.

Integration with Contact Levels of Detalil

The 6-DoF haptic texture rendering algorithm can be apptig¢d/o different types of objects:

e Objects whose models are given as low-resolution repratens along with haptic textures.

e Objects described by high-resolution models that can besepted by contact levels of detail

(CLODs).

Both types of objects are treated in a uniform way. The inpodehts must be parameterized and,

in case of using CLODs, the parameterization must be cemisicross all levels of the hierarchy,
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and distortion must be minimized. | have integrated pararigttion procedures based on existing
techniques [SSGHO01, COM98] in tkensation preserving simplificatignocess for creating CLODs.
For the models represented by CLODs, the low-resolutionambrinformation will be obtained

following the multiresolution collision detection algthin described in Chapter 3.

4.3 Force Model

In this section | describe a force model for 6-DoF hapticuextendering. First | describe some design
considerations. Then, | detail the force and torque egnatimased on the gradient of directional

penetration depth, and | discuss the solution of the gradigng finite differences.

4.3.1 Design Considerations

In 6-DoF haptic rendering, the forces transmitted to tha ase a result of the collision response
applied between the probe object and the rest of the virtojakts. Ideally, one would apply no force
when the objects are disjoint, and compute impulses andfwstaint-based analytical forces when
the objects collide or touch, thus preventing interpetietna However, this approach is very time-
consuming, because it requires detecting collision eyestsally implemented by performing iterative
contact queries every simulation frame. Instead, | adapptnalty-based method, which computes
contact forces proportional to penetration depth, thuscied) the cost of dynamic simulation.

A second consideration for the synthesis of the force mal#iat it need not account for cer-
tain dynamic effects. The influence of exploratory speedhliupted in perceptual studies is mainly
determined by the motion and impedance characteristidgedfubject. Haptic simulation is a human-
in-the-loop system, therefore dynamic effects associaiédgrasping factors need not be modeled
explicitly. Nevertheless, | have analyzed the dynamic kiemeof the force model, observing that
vibratory motion produced by simulated forces behaves irag similar to physical roughness per-
ception. The experiments are described in detail in Secl 4.5

The third consideration is that the effects of probe geoynatid normal force identified by the
perceptual studies must be accounted for directly in theefarodel. Geometric factors are addressed

by computing force and torque proportional to the gradidrmemetration depth. The influence of
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normal force is captured by making tangential forces angues proportional to the normal force.
Note that perception of roughness grows monotonically wathmal force, and this relation is captured

gualitatively by the force model.

4.3.2 Penalty-Based Texture Force

For two objectsA andB in contact, a penalty-based force is a force proportiondhéopenetration
depthd between them. Penalty-based forces are conservative hagddefine an elastic potential

field. I have extended this principle to compute texturedivet] forces between two objects.

| define an elastic penetration enetdywith stiffnessk as:

U= %1«52. (4.4)

Based on this energy, for¢eand torqueT are defined as:

— —0U = —k&(05), (4.5)
T

wherell = (%, g—y, 2, %, %, %) is the gradient in 6-DoF configuration space.

As described in Sec. 4.2.2, each contact between objeatsl B can be described by a pair of
contact pointga andpg, and by a penetration direction | assume that, locally, the penetration
depth between objecsandB can be approximated by the directional penetration déptédongn.
Then, | rewrite Eq. 4.5 fob, in a reference systedu,v,n} located at the center of massAf The
axesu andv may be selected arbitrarily as long as they form an orthoabbasis withn. Eq. 4.5

reduces to:

T T
- _ & 9 &% & 9
<FquFnTuTan> = k%(a—ina—inla—g:%d—g:) , (4.6)
wheref,, 6, and6, are the rotation angles around the axes andn respectively.

The force and torque on objeat(and similarly on objecB) for each contact can be expressed in

the global reference system as:
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FA=Uvn R R,

Ta=UVNMTLT) . 4.7)

Forces and torques of all contacts are summed up to computestiforce and torque.

Generalizing Minsky’s approach [Min95], the tangentiaiciesF, andF, are proportional to the
gradient of penetration depth. However, | also define a peiased normal force and gradient-
dependent torque that describe full 3D object-object auton. In addition, the tangential force and
the torque are proportional to the normal force, which issistent with the results of psychophysics

studies, showing that perceived roughness increaseshettmagnitude of the normal force [KL02].

4.3.3 Penetration Depth and Gradient

Penetration depth functiosandd, are sampled at discrete points on a 6-DoF configuration space
have opted for central differencing over one-sided diffieneg to approximatéld,, because it offers
better interpolation properties and higher order appraxiom. The partial derivatives are computed

as:

% - &](U—FAU,V,H, 6U7 6V7 en) - dq(U—AU,V,n, 6Lla BVa en)
ou 2Au ’

(4.8)

a

5

. & 9& 9
and similarly forW, a6 96 and

Q)|

)

o
dn(u+Au,...) can be obtained by translating objéca distancéu along theu axis and computing

the directional penetration depth. A similar procedurelkfved for other penetration depth values.

4.4 Haptic Textures for Approximation of Penetration Depth

In this section | present an algorithm for approximatingalatirectional penetration depth for textured

models using haptic textures and | describe a parallel imefgation on graphics hardware.
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4.4.1 Directional Penetration Depth

A contact between objects andB is defined by two intersecting surface patclsand Ss. The
surface patclB is approximated by a low-resolution surface pah(and similarly forSs). Let us
definefa : S» — Sa, @ mapping function from the low-resolution surface pagho the surface patch
Sh.

As expressed in Sec. 4.2.2, collision detection betweenldweresolution surfaces patchéﬁ
andSs returns a penetration direction Let us assume that bo8a and$y (and similarly forSg and
éB) can be represented as height fields alonfpllowing the definition in Sec. 4.1.1. Given a rotated
reference systenfu,v,n}, Sy and Sy are projected orthographically alomgonto the plangu,v).
This projection yields mappingg : Da — Sa andda : Da — Sa. | defineDa = Dan Da.

The mapping functioga can be approximated by a composite mapping functigria : Da — Sa
(See Fig. 4.5). From Eqg. 4.2, | define an approximate heigidtion ha:Da— R as:

A~

AA(UY) =N+ (fa0 GA(U,V)). (4.9)

Figure 4.5: Approximate Height Function. Height function of a surface patch approximated by a
composite mapping function.

Given approximate height functiohs andhg, a domairD = DaNDg, and Eq. 4.3, the directional
penetration depth, of Sy andSg can be approximated by:

~ ~ ~

o= (m;alxD (ha(u,v) —hg(u,v)). (4.10)

Even though the computation & can be realized on CPUs, it is best suited for implementation

on graphics processors (GPUSs), as | will present next.
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4.4.2 Computation on Graphics Hardware

As shown in Eq. 4.6, computation of 3D texture-induced faaoe torque according to the novel
texture force model requires the computation of directiqgreaetration deptld, and its gradient at
every contact. From Eq. 4.8, this requirement reduces tgating d, all together at 11 configurations
of objectA L. As pointed out in section 2.3.2, computation of penetratiepth using exact object-
space or configuration-space algorithms is too expensivhadptic rendering applications. Instead,
the approximatiorri1 according to Egs. 4.9 and 4.10 leads to a natural and effigieerge-based
implementation on programmable graphics hardware. Theingpgandf correspond, respectively,
to orthographic projection and texture mapping operatiotgch are best suited for parallel and grid-

based computation using GPUs.

For every contact, | first compuf@, and then perform two operations for each of the 11 object
configurations: (1) compulﬁﬂA for the transformed objed, and (2) find the penetration depcﬁhl:

max(Aﬁ) = max(ﬁA — ﬁB) 2,

Height Computation

In the GPU-based implementation, the mappings — Sis implemented as a texture map that stores
geometric detail of the high-resolution surface pdichrefer to f as ahaptic texture The mapping

g is implemented by renderin§using an orthographic projection along The height functiorh is
computed in a fragment program. PointsSrare obtained by looking up the haptic textureand

projecting the position onto. The result is stored in a floating point textare

| choose geometric texture mapping over other methods fproagmatingh (e.g., renderinds
directly or performing displacement mapping) in order taximaze performance. The input haptic

texturef is stored as a floating point texture.

1Due to the use of central differencing to compute partiavaéives ofd,, objectA must be transformed to two different
configurations, wheré, is recomputed. All together the force model requires themaation ofd, itself and 5 partial
derivatives, hence 11 configurations.

2] denote the height difference at the actual object conftgmagyAﬁ(O), and the height differences at the transformed
configurations byAh(£+Au), Ah(+Av), Ah(£A6,), Ah(£A6,) andAh(+ABy).
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Max Search

Themaxfunction in Eq. 4.10 could be implemented as a combinatioinashe buffer read-back and
CPU-based search. Expensive read-backs, however, carolaeedby posing thenaxfunction as
a binary search on the GPU [GLWJ4]. Given two height functionBa andhg stored in textures,
andt,, | compute their difference and store it in the depth buffgien | scale and offset the height
difference to fit in the depth range. Height subtraction applycto depth buffer are performed in a
fragment program, by rendering a quad that covers the dntifer. For a depth buffer wittN bits
of precision, the search domain is the integer intej@2"). The binary search starts by querying if
there is any value larger thaf' 2. | render a quad at depti'2! and perform an occlusion quefy
which will report if any pixel passed the depth test, i.eg $itored depth was larger thaM2. Based

on the result, the depth of a new quad is set, and the binargtseantinues.
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Figure 4.6:Tiling in the GPU. Tiling of multiple height functions and contacts to miniencontext

switches between target buffers.

Gradient Computation

The height functiondia(+Au), ha(+Av) and ha(+A8,) may be obtained by simply translating or
rotatingha(0). As a result, only 6 height functiors (0), hg(0), ha(+A6,) andha(+A8,) need to be
computed for each pair of contact patches. These 6 heightifuns are tiled in one single texture

to minimize context switches and increase performance Eggel.6). Moreover, the domain of each

Shttp://www.nvidia.com/dexcontent/nvopenglspecs/GNV _occlusionquery.txt
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height function is split into 4 quarters, each of which is pegh to one of the RGBA channels. This
optimization exploits vector computation capabilitiedrafgment processors. As shown in Fig. 4.6, |

also tile 11 height differences per contact in the depthdouff

Multiple Simultaneous Contacts

The computational cost of haptic texture rendering in@sdmearly with the number of contacts
between the interacting objects. However, performancebeafurther optimized. In order to limit
context switches, | tile the height functions associatett wiultiple pairs of contact patches in one
single texture, and | also tile the height differences in the depth buffershown in Fig. 4.6. The
cost ofmax searctoperations is further minimized by performing occlusioerdes on all contacts in

parallel.

4.5 Experiments and Results

In order to analyze the force model and rendering algoritbm6fDoF haptic texture rendering, |
have performed two types of experiments. First, | descriilme experiments that analyze the in-
fluence of the factors highlighted by perceptual studieshernvibratory motion induced by the force
model. Then, | present interactive experiments that teseffectiveness of the force model and the

performance of its implementation.

4.5.1 Comparison with Perceptual Studies

As mentioned in Sec. 2.1.2, Klatzky and Lederman conduckgeranents where users explored
textured plates with spherical probes, and they reportbjestive values of perceived roughness.
| have created simulated replicas of the physical setupslatzky and Lederman’s experiments in
order to analyze the vibratory motion induced by the forcelehoThe virtual experiments required

the simulation of probe-plate interaction as well as humarachics.
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Description of Offline Experiments

The spherical probe is modeled as a circular disk of diamgi@nd the textured plate as a sinusoidal
curve, as shown in Fig. 4.7. The circular disk moves alongrabmntal line, which represents a low-
resolution approximation of the sinusoidal curve. At eaokifion of the disk | compute the vertical

penetration depth, with respect to the sinusoidal curve.

Figure 4.7:Model of Probe-Surface Interaction and Grasping DynamicsA disk moves on a sinu-
soidal texture at constant speed v while dragging a massfntexture force F; based on penetration
depthdy, is applied to the mass.

Following the force model for haptic texture rendering,tte®-induced normal and tangential

forces are defined as:

Fo= —kdn, (4.12)
don

F, = —k& —. 4.12
4= ko (4.12)
The normal forcd=, is one of the factors studied by Lederman et al. [LKHGOQ]. Il sonsider it

as an input in our experiments. Then, | rewrite:

don

I model human dynamics as a system composed of mgsspringk,, and dampeb;, [HCO02].



109

The mass is linked through the spring and damper to a poiningaat constant speed on the
textured surface. The dragging force imposed by the poictats for the influence of exploration
speed, which is a factor analyzed by Lederman et al. [LKHR&®jure 4.7 shows a diagram of the
simulated dynamic system.

The texture force, also acts on the mass that models the human hand. In the peesta
textured surfacdr, will be an oscillatory force that will induce a vibratory nimt on the mass. The

motion of the mass is described by the following differelreiguation:

o

2

= kn (Vt—U) + by (w%l) ~F. (4.14)

The experiments summarized by Klatzky and Lederman [KL&&¢ct graphs of perceived rough-
ness vs. texture spacing, both in logarithmic scale. | hawelated the motion of the hand model
in Matlab, based on Eq. 4.14. Subjective roughness valuasotde estimated in the simulations.
Instead, knowing that roughness is perceived through tidral have quantified the vibration during
simulated interactions by measuring maximum tangentieélacation values. More specifically, |

d?u

have measuremhax 4z ) once the motion of the mass reaches a periodic state.

Effects of Probe Diameter

In Fig. 4.8, | compare the effect of probe diameter on pesgkroughness and on maximum simulated
acceleration. The first conclusion is that the graph of &acaébn vs. texture spacing can be well
approximated by a quadratic function in a logarithmic sc@lee second conclusion is that the peaks
of acceleration and roughness functions behave in the sayasa result of varying probe diameter:
both peaks of roughness and acceleration are higher and atcsmaller texture spacing values for

smaller diameters.

Effects of Applied Force

The graphs in Fig. 4.9 compare the effect of applied forceemagived roughness and on simulated
acceleration. In both cases the magnitude under study grawetonically with applied force, and

the location of the peak is almost insensitive to the amotifdroe.



110

10.00 - e,
c
o
a g=
g o
5 ©
3 )
o] o
= <
]
@ S
2 >
8 E
4 3mm ol ---- 2mm
— 3mm
1.00 T ' - |
0.40 1.00 . 4.00 08 1 5 4 6
Interelement spacing (mm) Texture Spacing (mm)

Figure 4.8: Effects of Probe Diameter. Left: results of psychophysics studies by Lederman et al.
[2000] (printed with permission of ASME and authors); Rigsimulation results using a novel force
model.
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Figure 4.9: Effects of Applied Force. Left: results of psychophysics studies by Lederman et al.
[2000] (printed with permission of ASME and authors); Rigsimulation results using a novel force
model.

Effects of Exploratory Speed

Fig. 4.10 compares the effects of exploratory speed on pedeoughness and on simulated accelera-
tion. At large values of texture spacing, both perceivedjtmess and simulated acceleration increase

as speed increases. The effects, however, do not match lhvainas of texture spacing. One would
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Figure 4.10:Effects of Exploratory Speed.Left: results of psychophysics studies by Lederman et al.
[1999] (printed with permission of Haptics-e and authorRight: simulation results using a novel
force model.

expect simulated acceleration to be larger at lower spéedig, remains almost constant.

Discussion

The effects of probe diameter and applied force on the matidnced by the force model for texture
rendering presented in Sec. 4.3.2 match in a qualitativethegffects of these factors on perceived
roughness of real textures. The results exhibit some diffegs on the effects of exploratory speed.
These differences may be caused by limitations of the forageator limitations of the dynamic hand
model employed in the simulations.

But the reason for these differences may also be that rosghag@erceived as a combination of
several physical variables, not solely acceleration. Tmepiete connection between physical param-
eters, such as forces and motion, and a subjective metraughiness is still unknown. Nevertheless,
the analysis of the force model has been based on qualitatiwparisons of locations and values of
function maxima. This approach relaxes the need for a kn@fationship between acceleration and
roughness. For example, if perceived roughness dependstamically on acceleration in the interval
of study, the maxima of roughness and acceleration will patthe same values of texture spacing.

This correlation is basically what | have found in the expemts.
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4.5.2 Interactive Tests with Complex Models

| have performed experiments to test the performance oktttare force computation and the render-
ing algorithm in interactive demonstrations. The first de#¢xperiments evaluates the conveyance of
roughness effects under translational and rotationalanofihe second set of experiments tests the
performance of the haptic texture rendering algorithm &&PU-based implementation in scenarios
with complex contact configurations.

Besides these experiments, several subjects have usealtietiexture rendering system to iden-
tify texture patterns through haptic cues only. The rembebeperiences are promising, as subjects
were able to successfully describe regular patterns sudbdgess, but had more difficulty with irreg-

ular patterns. This result is what one expects when reakipaitextured models are explored.

Implementation Details

The experiments have been performed using a 6-Bb&ntomt™ haptic device, a dual Pentium-4
2.4GHz processor PC with.@ GB of memory and an NVidia GeForce FX5950 graphics card, and
Windows2000 OS. The penetration depth computation on ggagtardware is implemented using
OpenGL plus OpenGL's ARBragmentprogram and GLNV _occlusionquery extensions. The vi-
sual display of the scene cannot stall the haptic texturden@mg process; hence, it requires a dedi-
cated graphics card. The full-resolution scene is displayea separate commaodity PC.

As described in Sec. 4.2.2, the first step in the computatiaollision response is to find con-
tact information between coarse-resolution models. Inregd case, | do this using contact levels
of detail (CLODSs) for multiresolution collision detectipas described in Chapter 3. In these ex-
periments, and for the purpose of testing the haptic textmdering algorithm independently from
CLODs, the models were simply described by coarse repratsems and haptic textures. For each
benchmark model, | computed a bounding volume hierarchyHB® convex hulls, equivalent to
creating CLODs where all levels of the hierarchy are “fre€0Ds (see Sec. 3.3.3).

Following the approach developed with Kim et al. [KOLMO3jgetcontacts returned by the con-
tact query are clustered, and contact points and penetrdiiection are computed for each cluster.

This information is passed to the refinement step, wheretexorces are computed, using the force
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model and GPU-based implementation presented in this ehdpiring texture force computation, |
compute each value of penetration depth between contasdigsabn a 5& 50, 16-bit depth buffer.
This resolution proved to be sufficient based on the results.

The contact forces and torques of all contact patches amdaddcompute net force and torque,
which are directly displayed to the user without a stabilizintermediate representation. In this way
the experiments do not get distorted by the use of interned@presentations, and the analysis can
focus on the performance of the force model and the rendatgayithm. In Chapter 5, | will present

how the texture force model is integrated with a stable asgamrsive force rendering algorithm.

Benchmarks Models and Scenarios

| Models | Full Res. Tris| Low Res. Tris| Low Res. BVs|

Block 65,536 16 1
Gear 25,600 1,600 1
Hammer 433,152 518 210
CAD Part 658,432 720 390
File 285,824 632 113
Torus 128,000 532 114

Table 4.1:Complexity of Benchmark Models. Number of triangles at full resolution (Full Res. Tris)
and low resolution (Low Res. Tris), and number of boundintumes at low resolution (Low
Res. BVs).

Figure 4.11:.Benchmark Models for Experiments on Conveyance of RoughnssLeft (a): textured
blocks; Right (b): block and gear.
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Figure 4.13:File and CAD Part. Benchmark scenario for performance tests.

For the experiments on conveyance of roughness, | have heedddels shown in Fig. 4.11. The
performance tests were executed on the models shown in&igsand 4.13. The complexities of the
full-resolution textured models and their coarse resotutipproximations are listed in Table 4.1.

Notice the drastic simplification of the low-resolution net&l At this level all texture informa-
tion is eliminated from the geometry, but it is stored in 1628024-size floating point textures. The
number of BVs at coarse resolution reflects the geometrigotaxity for the collision detection mod-

ule. Also notice that thelockandgearmodels are fully convex at coarse resolution. The intevacti
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between these models is described by one single contattegate better suited for analyzing force

and motion characteristics in the simulations.

Conveyance of Roughness under Translation

The gear and block models present ridges that interlock adith other. One of the experiments
consisted of translating the block in the 3 Cartesian axédgvkeeping it in contact with the fixed
gear, as depicted in Fig. 4.11-b. Fig. 4.14 shows the paositidhe block and the force exerted on it

during 1,500 frames of interactive simulation (approx. 3 seconds).
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Figure 4.14:Roughness under Translation.Position and force profiles generated while translating
the model of a textured block in contact with a gear model, lesv in Fig. 4.11-b. Notice the
staircase-like motion in z, and the correlation betweedand position changes.

Notice that the force in the direction, which is parallel to the ridges, is almost zerbeTexture
force model successfully yields this expected result, beedhe derivative of the penetration depth
is zero along the direction. Notice also the staircase-like motion in théirection, which reflects
how the block rests for short periods of time on the ridgesiefgear. The wide frequency spectrum
of staircase-like motion is possible due to the fine spagisblution of penetration depth and gradient

computation. Last, the forces yrandz are correlated with the motion profiles.
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Conveyance of Roughness under Rotation

Two identical striped blocks were placed interlocking eatier, as shown in Fig. 4.11-a. Then |
performed small oscillating rotations of the upper blockuard the directiom, and observed the
induced translation along that same direction. Fig. 4.1&wshthe rotation and translation captured
during 6 000 frames of interactive haptic simulation (approx. 12ees). Notice how the top block
rises alongn as soon as it is slightly rotated, thus producing a motioly wémilar to the one that
occurs in reality. Previous point-based haptic renderimghods are unable to capture this type of
effect. The texture force model presented in Sec. 4.3 saftdgsproduces the desired effect by taking
into account the local penetration depth between the blodkso, the derivative of the penetration

depth produces a physically based torque in the directithrat opposes the rotation.

Motion along n (in mm.)

O 1 1 1 1 1
0 1000 2000 3000 4000 5000 6000

- Rotation around n (in deg- i

0 1000 2000 3000 4000 5000 6000
Simulation frames

Figure 4.15:Roughness under Rotation.Motion profile obtained by rotating one textured block on
top of another one, as depicted in Fig. 4.11-a. Notice thagdfation induced by the interaction of
ridges during the rotational motion.
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Performance Tests

In the experiments on conveyance of roughness, collisitection between the low-resolution models
can be executed using fast algorithms that exploit the cdtyvef the models. As explained earlier,
low-resolution contact is described by one contact poirgaoh scenario, and the haptic update rate

is approximately 500Hz.
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Figure 4.16:Timings. Performance analysis and number of clustered contact gatcluring500
simulation frames of a file model scraping a CAD part, as shimwig. 4.13. In this complex contact
scenario the haptic frame rate varies between 100Hz and 200H

| have also tested the performance of the haptic texturesrémglalgorithm and its implementa-
tion in scenarios where the coarse resolution models presemplex contact configurations. These
scenarios consist of a file scraping a rough CAD part, and tarect hammer touching a wrinkled
torus (See Figs. 4.13 and 4.12).

In particular, Fig. 4.16 shows timings for 500 frames of tlrawation of the file interacting
with the CAD part. The graph reflects the time spent on coltisiietection between the coarse-
resolution models (an average of 2ms), the time spent orichtgmture rendering, and the total time

per frame, which is approximately equal to the sum of the ipte/two. In this experiment, the
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penetration depth for each contact is computed on:a 50 16-bit buffer (See Sec. 4.4.2). As shown
by the roughness conveyance experiments, this resolutise@ to be sufficient to display convincing
roughness stimuli.

In this particularly challenging experiment the haptic agdrate varied between 100Hz and
200Hz. The dominant cost corresponds to haptic textureeramgl and it depends almost linearly
on the number of contacts. The achieved force update ratenotdye high enough to render textures
with high spatial frequency, but, as shown above, the pregdsrce model enables perception of
roughness stimuli that were not captured by earlier methiddseover, Fig. 4.16 shows performance
results for a contact configuration in which large areas effile at many different locations are in
close proximity with the CAD part. In fact, collision det@mt using coarse-resolution models reports
an average of 104 pairs of convex patches in close proximhich are later clustered into as many
as 7 contacts. Using the full-resolution models, the nurobeontact pairs in close proximity would
increase by several orders of magnitude, and simply hapdlifiision detection would become in-
feasible at the desired haptic rendering frame rates. eurthre, as the support for programming on
GPUs and capabilities of GPUs continue to grow at a raterfésée Moore’s Law, the performance

of 6-DoF haptic texture rendering is expected to reach kHlatgrates in the near future.

4.6 Summary and Limitations

In this chapter | have presented a method to haptically retideinteraction between textured ob-
jects. The interacting objects are described by simplifisohgetric representations, along witaptic
textures(i.e., texture images storing geometric detail). The reindealgorithm first computes ap-
proximate contact information using the simplified repreatons, and then the contact information
is refined using haptic textures.

In particular, | have proposed an image-based algorithncéonputing directional penetration
depth using haptic textures, along with a GPU-based impi¢atien. Interobject penetration depth
and its gradient are the central components of a perceptinalpired force model for 6-DoF haptic
texture rendering. In this chapter | have described thegdesfithe force model, guided by the results

of perceptual studies by Klatzky and Lederman [KL0Z2].
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Offline simulations and analysis of induced acceleratioretsnown that the force model captures
the influence of geometry and applied force on roughnesspton, at least regarding the aspects
described by psychophysics studies. Dynamic effects amealptured to some extent, but further
analysis is necessary. The haptic rendering methodologytta force model have also proved to
be successful in interactive haptic rendering, as dematestiby the experiments on conveyance of
roughness. Interactive rendering is enabled by the GPBebmsplementation of penetration depth
computation. Performance tests show haptic update ratasef hundred Hz on complex bench-
marks. Overall, and to the best of my knowledge, this is ths 6rDoF haptic rendering method
capable of capturing texture effects during interactiotwieen two objects.

The haptic texture rendering method is easily integratetl wontact levels of detail (CLODSs),
described in Chapter 3. The low-resolution contact infdromeis obtained by multiresolution colli-
sion detection, using CLODs, and then the penetration dspifined and the texture force model
is applied to compute contact forces. In Chapter 5, | willaibg a stable and responsive rendering
algorithm that will complete the system for haptic simwati

The force model and implementation described in this cligptsent a few limitations, some of

which are common to existing haptic rendering methods. Neigcuss these limitations.

4.6.1 Limitations of the Force Model

In some contact scenarios with large contact areas, thetd®fiof a local and directional penetration
depth is not applicable. An example is the problem of scresgiition. In certain situations, such as
contact between interlocking features, local geometrnnotibe represented as height fields and the
gradient of directional penetration depth may not captiedrnterlocking effects.

As shown in Sec. 4.5, in practice the force model generates$dhat create a realistic perception
of roughness for object-object interaction; however, aseatial limitation of penalty-based methods
and impedance-type haptic devices (such as the 6mhtom™ used in the experiments) is the
inability to enforce motion constraints. The texture foroedel attempts to do so by increasing
tangential contact stiffness when the gradient of penetratepth is high. But the stiffness delivered
to the user must be limited, for stability purposes. New tairst-based haptic rendering techniques

and perhaps other haptic devices [PC99] will be requireddpgrly enforce constraints.
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An important issue in every force model for haptic renderiits stability. Choi and Tan [CT03a]
have shown that even passive rendering algorithms mayrdudim a problem calledlivenessin-
duced by geometric discontinuities. Using haptic textudkscontinuities may arise if the contact
patches cannot be described as height fields along the pgoetdirection, and these are possible

sources of aliveness.

4.6.2 Frequency and Sampling Issues

As with other sample-based techniques, the haptic texéungearing algorithm is susceptible to alias-

ing problems. Here | discuss different aliasing sourcessaiggiest some solutions.

Input textures

The resolution of input textures must be high enough to caghe highest spatial frequency of input
models, although input textures can be filtered as a pregsowgstep to downsample and reduce their

size.

Image-based computation

In the height function computation step, buffer resolutimunst be selected so as to capture the spatial
frequency of input models. Buffer size, however, has a igant impact in the performance of force

computation.

Discrete derivatives

Penetration depth may not be a smooth function. This prgpesults in an infinitely wide frequency
spectrum, which introduces aliasing when sampled. Difféadon aggravates the problem, because
it amplifies higher frequencies. The immediate consequéntiee image-based implementation is
that the input texture frequencies have to be low enough sofaithfully represent their derivatives.

This limitation is common to existing point-based haptiedering methods [Min95] as well.
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Temporal sampling

Force computation also undergoes temporal sampling. Thauistyrate depends on object speed
and spatial texture frequency. Image-based filtering gdasomputation of penetration depth may
remove undesirable high frequencies, but it may also renmwdrequencies that would otherwise
appear due to the non-linearity of the max search operationther words, filtering a texture with
high frequency may incorrectly remove all torque and tatigeforces. Temporal supersampling
appears to be a solution to the problem, but is often inféadilie to the high update rates required by

haptic simulation.
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Chapter 5

Simulation of Rigid Body Dynamics

with Haptic Manipulation

In this chapter, | present a 6-DoF haptic rendering pipdtliia¢ provides stable and responsive interac-
tion. The quality of force-and-torque feedback in 6-DoFti@pendering can be measured in terms of
stability and responsiveness. On the one hand, stabilgghseved by limiting the stiffness perceived
by the user. On the other hand, responsiveness to collid@thieved by using large stiffness values.
A high update rate of force and torque feedback maximizgzoresveness by enabling stability at
high stiffness values.

Collision detection is often the bottleneck in 6-DoF hapéndering, and a fast execution of col-
lision queries is crucial for maximizing the responsivenes$ the system. In Chapters 3 and 4, |
have presented fast algorithms for computing contact ié&tion between complex (textured) polyg-
onal models. Direct haptic rendering of the collision resgmoffers little control over the stiffness
delivered to the user and the update rate of force feedback.

Several researchers have propogietlial coupling[CSB95, AH98a, MPT99] for interfacing the
synthesis of force feedback with the computation of confiactes. The object grasped by the user
is not rigidly linked to the position of the haptic device stead, it suffers the action of both contact
forces and coupling forces. Virtual coupling offers simpdatrol of the stiffness delivered to the user,
but the quality of force-and-torque feedback depends oattiglity and responsiveness of the motion
of the grasped object.

| propose implicit integration for rigid body simulationloag with virtual coupling and a lin-
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earized model of penalty contacts, for computing stablerasponsive motion of the grasped object.
Implicit integration enables stable simulation with low ssaand high stiffness values, thereby pro-
ducing responsive motion. A linearized contact model permimultirate architecture in which the
computation of the motion of the grasped object is not sulifethe bottleneck of collision detec-
tion. | have formulated linear approximations of couplimgces, penalty-based forces, and texture
forces w.r.t. the state variables of a rigid body. Thesealirsgproximations are used by both implicit
integration and the linearized contact model.

| have tested the stability and responsiveness of the #hgoiin both free-space motion and con-
tact state. | have tested the contribution of implicit imegpn and the linearized contact model on the
performance of the system, by comparing simulation dateudifferent settings. | have also success-
fully incorporated the multiresolution collision deteamti based omrontact levels of detalCLODSs)
into the rendering algorithm. Finally, | have derived an liwipformulation of 6-DoF haptic texture
rendering that exhibits promising results but currentlffess from resolution limitations.

The rest of this chapter is organized as follows. In Sec. bdkescribe the multirate architec-
ture of the 6-DoF haptic rendering pipeline and | introduoe otation used throughout the chapter.
In Sec. 5.2, | formulate the implicit solution of the equastoof motion of the grasped object. In
Sec. 5.3, | present the force and torque equations of vidoapling and their integration with the
implicit formulation. Similarly, In Sec. 5.4, | present tlirgegration of collision response with the
implicit formulation, and | describe a contact clusterirgasithm as well. In Sec. 5.5, | describe the
experiments and results, and in Sec. 5.6, | discuss limitatof the proposed 6-DoF haptic rendering

pipeline.

5.1 System Overview

In this section | give an overview of the entire haptic remigpipeline, which integrates the tech-

nigues for contact determination and collision responsegated in previous chapters, with modules
responsible for handling user interaction and the motiothefmanipulated object. | also present a
multirate architecture that enables high force updatesrafie conclude the section, | introduce some

notation and terminology.
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5.1.1 6-DoF Haptic Rendering Pipeline

Throughout this chapter | assume the use of an impedanechigptic device. This means that the
rendering pipeline receives the position, orientatiom, @a@locities of the haptic device as inputs, and
outputs force and torque commands to the device controller.

6-DoF haptic rendering implies bidirectional interactiwith a virtual environment. On the one
hand, the rendering system is responsible for computingiibtéon of the object grasped by the user,
subject to geometric constraints imposed by the rest oftbees On the other hand, it must synthesize
force and torque fed back to the user. As discussed in Secreh@ering contact with stiff virtual
surfaces is a challenging task, prone to suffering instghploblems. One of the key factors for
successful display of stiff contact is very frequent updatkthe feedback forces and the motion of
the grasped object.

In the past, researchers in the haptic community have sdedei@ enhancing the performance
of rendering algorithms by dividing them into different miels, communicated through various in-
terfaces. The haptic rendering pipeline presented in tisisedation follows the same divide-and-
conquer strategy. As shown in Fig. 5.1, it presents threa oaimponents: virtual coupling, rigid

body simulation, and collision detection.

Device motion Object state - N Object state -
)

. " : . " : . "
Haptic Virtual Rigid Body Collision
Device Coupling Simulation Detection

— > L ) <
Coupling force Coupling force Contact force
and torque and torque and torque

Figure 5.1:Overview of the 6-DoF Haptic Rendering Pipeline. The haptic rendering pipeline is
decomposed int8 modules: virtual coupling, rigid body simulation and celbn detection.

Collision detection is often the bottleneck in rigid bodgnsiation and, in this dissertation, | pro-
pose a rendering pipeline that decouples the computatidgidfbody simulation from the computa-
tion of contact information. | follow the concept wftermediate representatiqdKO95, MRF96],
creating a linearized contact model that is used for rigidygimulation. Wan and McNeely [WMO03]

also suggest a linearized contact model for 6-DoF haptideeng, as part of a quasi-static approxi-
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mation of rigid body motion. Chapters 3 and 4 present fagiralgms for computing contact informa-
tion between complex polygonal models, based on multivgiesi approaches that account for haptic
perceptual factors. In Sec. 5.4 in this chapter, | deschikeeintegration of these algorithms in the
complete pipeline, and the computation of a linear appraxiom of contact forces.

Virtual coupling[CSB95, AH98a], a technique that separates the computatithe motion of the
grasped object from the computation of feedback forcesiresstable interaction if the simulation of
the virtual environment is passive from an energy-trangéspective [CS94]. The virtual coupling
receives the state of the device and the grasped object atsjrand generates coupling force and
torque that are fed to both the rigid body simulation and gnaak controller. The parameters of the
virtual coupling play a crucial role in the range of stablg@edances or Z-width [CB94]. For example,
when the grasped object collides with a virtual surfacesttifness perceived by the user corresponds
to the stiffness of the virtual coupling. In Sec. 5.3, | désem@ viscoelastic 6-dimensional coupling in
detail, and its integration in the pipeline.

As previously mentioned, faster update of the motion of trespged object enables higher cou-
pling stiffness. It is especially important to be able to ntain a nearly constant force update rate
and, in this regard, penalty-based methods offer impogdwantages over other techniques for solv-
ing rigid body simulation, as discussed in Sec. 2.4. Theecfio this chapter, | introduce a solution
for the motion of the grasped object based on penalty meth@dsnbine this approach with implicit
numerical integration, which provides attractive projs:t such as passivity [CSB95] and higher

stability under high contact stiffness [BW98].

5.1.2 Multirate Architecture

As indicated before, | have used an intermediate repres@mtdnat decouples the computation of
contact forces from the simulation of rigid body dynamicd agpnthesis of force feedback. These two
tasks can run asynchronously, and the updates of contaeisfare fed to the module that simulates
rigid body dynamics. In this way, contact determination as a bottleneck for the force synthesis,

allowing higher update rates. | subdivide the haptic reindgpipeline into two main threads, shown

in Fig. 5.2: ahaptic thread and acontact thread

The haptic thread runs at a high frequency (1kHz in the erparts described in Sec. 5.5), com-
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Object State — l

Device State .. .
Collision Detection

A 4
Device Virtual Implicit Integration Liggitriazcetd
Controller Coupling of Rigid Body Motion Model Contact Clustering
Coupling Force ContactForce | | = = r=====7=7=771
and Torque — and Torque

Contact
Update

Texture Rendering

Figure 5.2:Main Threads in Multirate Architecture. A haptic thread runs at force update rates
simulating the rigid body dynamics of the grasped object aodhputing force feedback, while a
contact thread runs asynchronously and updates contace$or

puting rigid body simulation and force feedback. Knowing #tate of the grasped object at time
ti_1, the haptic thread computes the state of the grasped oljéotest;, and synthesizes force and
torque commands sent to the device controller. Each frameehdptic thread executes the following

sequence of operations:

1. Read state of the haptic device.

2. Linearize the coupling force and torque at titne.

3. Linearize the contact force and torque at time.

4. Solve the state of the grasped object at timiey implicit integration.
5. Compute the coupling force and torque at ttme

6. Send the coupling force and torque to the device controlle

The contact thread runs asynchronously, at the highestdrexry possible given the complexity
of the contact scenario. To limit the cost of collision d¢itat and response, while capturing percep-

tually relevant information, | have presented a two-stegalhm. First, | perform multiresolution
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collision detection based artontact levels of deta{lCLODSs), obtaining approximate contact infor-
mation. Second, | refine this contact information, taking imccount surface texture details stored in
haptic textures The computation of approximate contact information ustg@Ds is accompanied
of a clustering operation that outputs a set of represestatintacts. Specifically, the contact thread

performs the following sequence of operations every loop:

1. Fetch the state of the grasped object.

2. Perform multiresolution collision detection using CL&D

3. Cluster contacts and compute cluster representatives.

4. For each cluster representative, compute texture fordeaque, using haptic textures.

5. For each cluster representative, compute a linear ajppation of the contact force and torque.

If the objects involved in collision detection do not preseglevant geometric detail at texture
level, the texture rendering step can be skipped, and oneaapute a linear approximation of
contact force and torque directly from the contact infoliorabf the cluster representatives. Similarly,
the 6-DoF haptic rendering algorithm can be applied to bothglex and simple models. For simple

models, one could employ other collision detection altpons, instead of CLODs.

5.1.3 Notation

In the remaining of this chapter, | use lower-case bold-fatters to represent vectors and quaternions,
and upper-case letters to represent matrices. In matrisatipes, vectors are in column form, and
guaternions are treated as 4 vectors, unless | explicitly indicate that they are inaan quaternion
products. Unless otherwise specified, all magnitudes aneesged in global coordinates of the virtual
world. The superscript applied to a vector, as in*, indicates the skew-symmetric matrix used to
represent a cross product as a matrix-vector product (SeeASE 3 in the appendix). The appendix
of this dissertation compiles together useful differeitia rules for vectors, matrices and rotations.

In Table 5.1, | enumerate some of the notations | use thrauighe chapter.
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Notation | Meaning |

X Position of the (center of mass of the) grasped object

Xh Position of the haptic device

\Y; Linear velocity of the (center of mass of the) grasped object
Vh Linear velocity of the haptic device

q Orientation of the grasped object, expressed as a quaternio
ah Orientation of the haptic device, expressed as a quaternion
R Orientation of the grasped object, expressed as a rotatibnxy
0 Orientation of the grasped object, expressed as Eulergangle
w Angular velocity of the grasped object
Wh Angular velocity of the haptic device

P Linear momentum

L Angular momentum

F Force

Fec Force exerted by the virtual coupling

Fp Penalty-based contact force

Ft Texture force

T Torque
Te Torque exerted by the virtual coupling
Tp Penalty-based contact torque

Ty Texture torque

m Mass of the grasped object

M Mass matrix of the grasped object, expressed in its locaidra
k Contact stiffness

b Contact damping

Ke Linear stiffness of the virtual coupling

be Linear damping of the virtual coupling

kg Angular stiffness of the virtual coupling

bg Angular damping of the virtual coupling

C A contact

S A contact cluster

Table 5.1:Notation Table

5.2 Simulation of Rigid Body Dynamics

This section discusses the simulation of rigid body dynarased on penalty methods. First, | formu-
late the equations of motion; then | present an implicit 8oiu Since implicit numerical integration
requires the evaluation of the Jacobian of a system of OD&splintroduce the formulation of this
Jacobian, and | derive the terms induced by the non-lineafitotation. | conclude the section with

the formulation of the linearized contact model.
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5.2.1 Equations of Rigid Body Motion

The Newton-Euler equations (see Eqg. 2.2) define the moti@nrigfid body as a function of external
forces and torques. As noted by Mirtich [Mir96], the Euleuation defines the derivative of the an-
gular velocity expressed in a local frame of the object. Banad Witkin [BWO1] point out that the

discretization and numerical integration of rigid body rntcan be implemented more efficiently if
one expresses the differential equations in terms of thigadies of linear and angular momentum,
instead of velocities. Moreover, they propose quaternfonslescribing object orientation more ef-
ficiently. Following the numerical integration scheme sesgtgd by Baraff and Witkin, | formulate
the state of a rigid body in terms of the position of the cenfanassx, a quaternion describing the
orientation,q, the linear momentun®, and the angular momenturh, This formulation yields a

state vectoy with 13 variables. Consequently, the motion of the rigidymddescribed as a function

of external force§ and torqued by the following set of ODEs:

X ip
) q %wqq

P F

L T

wheremis the mass of the body. The teiy indicates a quaternion with scalar part 0 and vector part
the angular velocityo. Please refer to Sec. A.2.6 for an explanation of the equatithe derivative
of the quaterniong). Given the rotation matriR and the mass matrid of the body, its angular

velocity w can be expressed in terms of state variables as:

w=RMIRTL. (5.2)

This dissertation focuses on 6-DoF haptic rendering fotugirexploration and manipulation.
As discussed in Sec. 1.1.3 in the introduction, assemblyraaithtainability assessment in virtual
prototyping, as well as surgical training, are some of thiugl manipulation tasks that can benefit
from 6-DoF haptic feedback. In these applications the envitent is often static. Based on this fact, |

simplify the problem of rigid body simulation by assumingtlthe only moving object is the grasped
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object.

In the scope of this dissertation, the external forces (amdzasly for the torques) comprise the
weight of the object, contact forces, and the coupling fof@ther terms, such as friction, could also
be added. The simplest way to incorporate friction into threnfulation of external forces would be
by using a local friction model [HAOO]. Contact forces may cmmputed as simple penalty-based
forces (see Sec. 5.4.3), or as texture-induced forces e 3.4). The total force and torque on the

grasped object, assuming contacts between both textudedamtextured surfaces, are computed as:

m n
F=Fc+ ZFp.,i + > Fej+mg,
i= =1
m n
T=Tc+ ZTp,i + z Tt (5.3)
i= =1
whereF. andT represent the force and torque exerted by the virtual coggi,; andT 5 ; represent

the penalty force and torque at théh contact, andr ; andTy j represent the texture-induced force

and torque at thé¢-th contact.

5.2.2 Implicit Integration

The system of ODEs describing rigid body motion can be regmtesl in a vector form as:

y(t) =f(0). (5.4)

Implicit discretization of the ODESs using the Backward Edtamula yields the following equa-

tion for the state vector:

yn = ynfl—i—Atyn (55)

Substituting Eq. 5.1 in Eq. 5.5 leads to a non-linear equdtidhe state variables g, P andL.
A non-linear solver, such as Newton’s method, can be useddcalie exact solution to this system.
However, | have decided to trade accuracy for speed, ararlingpproximate Eq. 5.5 using the Taylor

expansion of. This approximation leads to a semi-implicit Backward Ewliscretization, in which
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af

oy is the Jacobian of the equations of rigid body motion.

of
Yn=Yn 1+At <fn_1+ ay (yn—yn—1)>- (5.6)

Rearranging terms, this linear system of equations can jpessed in the form:

of
<| —Ata—y> Ay = Atfp_1. (5.7)

Under the assumption that the grasped object is the onlyrlgmﬁ)ject,(l —Atg—;) isal3x13
dense and non-symmetric matrix. The linear system can heddly Gaussian elimination. To
summarize, semi-implicit Backward Euler integration ofygtem of ODEs requires the following

steps per frame:
1. Compute the derivatives for the previous frafe;.
2. Update the Jacobiag:)@.

3. Solve the linear system fgp — yn_1.

Following Eqg. 5.1, the evaluation &f_; consists mainly of computing coupling and contact force
and torque. The remaining of this section focuses on thedtation of the Jacobia%.
5.2.3 Jacobian of Rigid Body Motion

| decompose the Jacobian into different blocks, in a waylaimo Larsen [Lar01]. From Eq. 5.1, the

Jacobian can be expressed as:

ax  ax 1
99 99 99 99 99 929
o | &% s @ o | | O & O @ (5.8)
oy 9P 9P 9P P OF OF OF JF
ox dq OJP oL ox odq JP oL
L oL oL L aT o1 9T JT
ax dq oP 4L ax dq P dL

As one can deduce from combining Egs. 5.3 and 5.8, the ei@tuat the Jacobian requires the

computation of the Jacobians of external forces (and t@)&ections 5.3 and 5.4 deal, respectively,
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with coupling forces and contact forces.

Non-linearity of the Orientation

The expression of the derivative of orientatiap,is highly non-linear and leads to two non-zero
blocks in the Jacobian, as shown in Eq. 5.8. The expressiqrcah be rewritten as a matrix-vector

multiplication:

1

The definition of the 4 4 matrix Q can be found in Eqg. A.25 in the appendix. Substitutingrom

Eg. 5.2 leads to a linear equationlin from which the derivative w.r.L is easily obtained:

q=QRM'R'L, (5.10)
Jq —1pT
5. = QRMR'. (5.11)

The term% of the Jacobian is also derived from Eq. 5.10. It is convertierxpress its derivative

w.r.t. each componerj of g independently as:

0q 0Q Jw
—=——w+0Q—. 5.12
g dq; Q@Oli (.12)

The derivatives otv are computed as:

dw R ORT
—— = | XM IRT+rRM 1= |L. 5.13
a2q; <0CIi o0 (6.13)

The derivativesg—g andg—gf can easily be derived from the matric®sandR, and are defined in the

appendix.
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5.2.4 Linearized Contact Model

In Sec. 5.1.1, | have proposed the use of a linearized comt@agdel as an intermediate representation
between the computation of collision response and the ctatipn of rigid body motion. In complex
contact configurations collision detection may easily rtinates notably slower than the update of
rigid body motion. In such cases, linear approximationshefdontact forces increase the accuracy
of the derivatives of state variables, and thereby the I#abf implicit integration. Assuming that
the last update of contact force and torque took place at tineach of the term&,; in Eq. 5.3
(and similarly forTpj, F j, andTy ;) at timet + At can be linearly approximated using their Taylor
expansion as:

Fpi(t+At) =Fpi(t) + ddi;"(t) (Y(t+At) —y(t)). (5.14)

The Jacobians of contact forces and torques w.r.t. staiablas must also be computed for the
semi-implicit formulation of Backward Euler. Thereforéetcomputation of the linearized contact

model has little additional cost.

5.3 Virtual Coupling

In this section | describe the equations of coupling forog tanque that enable bidirectional interac-
tion with a grasped object. | also formulate the linear agjpnation of the coupling force and torque,
which is used in the implicit integration of rigid body matioTo conclude the section, | discuss issues

associated with the synthesis of force feedback from aalidaupling.

5.3.1 Coupling Force and Torque

When an object is grasped, the state of the haptic deviceinittual world is recorded as a coupling
frame (coupling positiort and coupling orientationc) in the local coordinates of the object. The
action of “grasping” an object with the haptic device is agpd in Fig. 5.3-a. During manipulation,

as seen in Fig. 5.3-b, a viscoelastic link between the statikeohaptic device and the state of the

coupling frame serves as a virtual coupling, which produmd#ectional interaction. On the one
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hand, the virtual coupling exerts coupling force and torgnehe grasped object, so that it “follows”
the haptic device. On the other hand, the same coupling forde¢orque are sent as commands to the

device controller, in order to produce kinesthetic fee#tbac

(a) (b)

Figure 5.3:Virtual Coupling. (@) The coupling positiolr and the coupling orientation; are set
when the object is grasped; (b) During object manipulatiargoupling force is exerted based on
the coupling deviation between the position of the haptidagex;, and the position of the coupling
pointXc.

| assume that an object can be grasped by attaching a vidugling at any point in the object.
In this way, the coupling force is set as a viscoelastic liskween the current position of the haptic
device and the position of the coupling point. The couplmgjtie is composed of the torque induced
by the coupling forcé& ., and a viscoelastic rotational link between the currerrdgtion of the haptic
device and the current orientation of the coupling framee fdtational link can be expressed in terms
of its equivalent axis of rotationi.. The magnitude ofic represents the coupling angle. The coupling

force and torque equations are:

Fe = ke(Xn —X¢) +be(Vh — Ve)

= ke(Xp —X—Rc) +be(vh — vV —w x ©), (5.15)
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wherek; and b represent linear stiffness and damping respectiviedyand bg represent angular
stiffness and damping respectively; axg vn, and w, represent the position, linear velocity, and
angular velocity of the haptic device.

As described by Colgate et al. [CSB95], and later generlizeAdams and Hannaford [AH98a],
viscoelastic virtual coupling not only produces bidirecl interaction in a very simple way, but
it also simplifies the design of a stable haptic renderingesgs The coupling stiffnesk; is set
as high as possible, while guaranteeing stability of the mlete human-in-the-loop system. The
coupling damping is tuned to obtain critically damped baétwaOther types of interaction paradigms
are also possible, such as constraining the coupling poibetthe center of mass of the grasped

object [MPT99].

Equivalent Axis of Rotation

| refer to the rotation between the haptic device and theecwirorientation of the coupling frame
asAg, with vector partAgyy, and scalar pargs. This quaternion can be defined in terms of the

equivalent axis of rotation as:

- Huc,> Uc (HUCH)>
Aq = (AQxy» Ags) = | SIn ,C0S . 5.17
q ( quz qS) < < 2 HUCH 2 ( )

Reversing the definition yields:

U = 2¢0S (Ads)Adxyz (5.18)

Ag can be expressed in terms of the current orientations ancbtiyging orientation as a product of

quaternions:

-1

Ad = qngctg (5.19)

Or, as a linear transformation on the current orientation:
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Agq =Caq, Adxyz = C1239, Ags = Cyq, (5.20)
whereCi o3 is the 3x 4 submatrix built with the first 3 rows &, andC, represents the last row Gf

5.3.2 Jacobian of Virtual Coupling

As explained in Sec. 5.2.3, the evaluation of the Jacobiath@fequations of rigid body motion
requires the computation of the Jacobian of coupling forw tarque every frame. Here | list the

derivatives of coupling force and torque w.r.t. the differstate variables.

Derivatives w.r.t. Position

Following Eg. 5.15, the coupling force is simply linear oe fposition of the probe, so the term in the

Jacobian is easily obtained as:
o0F
v —kel (5.21)
The torque term only depends on the position through thelocauforce, so the corresponding

term in the Jacobian is:

C) 5 = —ke(Re)*. (5.22)

Derivatives w.r.t. Quaternion

The coupling force, as written in Eq. 5.15, depends on thentaition both through the stiffness and
the damping terms. The derivative of the force w.r.t. eaaghmanentg; of the quaternion is of the
form:

oFc JoR dw

— = —ke=—cC+bct—. 5.23
7o kcﬁCIi < aq (-23)

Each column of the torque term, derived from Eqg. 5.16, isesged as:
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ITc _
4G

0F. OR Juc Jw
Ro)* 2 _Fo I kg Z2e _ e 22 5.24
(Ro) g © dq 0 aqi (5.24)

It remains to compute the derivative of the rotation axi@nFiEqgs. 5.18 and 5.20, one can obtain

the following derivative:

ou 2
a—qc = ZCOS_lAqSC]_zg— TAqZAquZCL]' (525)

Derivatives w.r.t. Linear Momentum

The terms corresponding to the linear momentum present sonilarities to the position terms, and

are defined as:

% _ —b—r;I, (5.26)
e~ Ry T = (R (5.27)
Derivatives w.r.t. Angular Momentum
The force term can be obtained substituting Eq. 5.2 in Ecp:5.1
% = b.c'RMIR". (5.28)

The torque term contains both a force-related term, andelyptotational term:

= (be(Re)*c* —bgl )RMIRT (5.29)
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5.3.3 Synthesis of Force Feedback

As noted at the beginning of this section, virtual couplinglgles bidirectional interaction, by exerting
forces on the grasped object and, at the same time, syntigefizce feedback values. Following the
sequence of operations in the haptic thread, as listed irsSee, every frame | compute the coupling
force and torque for the previous frame, then | formulatedtgvatives involved in the Jacobian, and
| solve the state of the grasped object for the present frdiine .next step is to compute the coupling
force and torque for the current frame, based on Egs. 5.1%4drd but using the newly computed

object state. These force and torque values are sent tovied®ntroller as feedback commands.

Scaling the Workspace

In many practical applications, the limited workspace @& taptic device must be scaled so that it
can cover appropriately the virtual workspace. In that ceessback forces must undergo an inverse
scaling, to ensure that the coupling stiffness perceivetthéyser is the same as the coupling stiffness

in the virtual world.

Non-linear Coupling

Haptic devices present physical limitations that shousd &e accounted for in the design of virtual
coupling. Force (and torque) saturation is a clear exanvgleen the user pushes against a virtual sur-
face and the device reaches its maximum force value, thdemsmo difference as a result of pushing
further. The coupling force in the rigid body simulationwWever, keeps growing, and so does object
interpenetration. To avoid this, | suggest modeling theptiag stiffness as a non-linear function. This
technique is applicable both to translational and rotatistiffness and, for reference, here | show the
implications in the formulation of the translational comgl. Wan and McNeely [WMO03] followed
a similar approach, motivated by the fact that their voxasddl collision detection module does not
detect interpenetration once that the grasped object aeesfurther than one voxel.

One possibility is to simply limit the value ¢y, the stiffness-related term of the coupling force,
to be the maximum force that can be exerted by the deviceedegipropriately. Wan and McNeely

suggest a stiffness functidg that decays exponentially with the coupling deviatfsn Instead, |
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propose a spline force function: (1) for small deviationsder the saturation value, a linear force
equation; (2) a cubic interpolating force equation; (3),dod large deviations, a constant saturated
force. Fig. 5.4 shows an example of force function. The cplolynomial can easily be obtained by

Hermite interpolation.

max ’

Figure 5.4:Non-linear Coupling Stiffness. Piecewise cubic coupling force for resolving effects of
force saturation.

The Jacobian of virtual coupling must be revised, to accéanthe non-linearity of the stiffness.

From Eqg. 5.15, the stiffness-related term of the couplirrgdd-cy, is:

Fox = Ke(Xh — X — RC) = keAX. (5.30)

Consideringd; to be a non-linear function dfx itself, the Jacobian df. is expressed (following

differentiation rules shown in Sec. A.1.6 in the append) a

(5.31)

@ B ok. \ dAx
ay

5.4 Collision Response

The haptic thread, which computes the dynamics of the gdaspgct, receives the values of the
contact force and torque and their Jacobians as the outfmuts & linearized contact model. This
contact model is updated asynchronously in the contacadhia this section | describe the collision

response module, which computes the contact forces andeteiand their Jacobians. First, | define
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the contact data output by the collision detection moduleco&d, | describe a contact-clustering
algorithm that generates representative contacts foismmil response. Last, | present two types of
collision response: viscoelastic penalty-based forcepraation, and computation of texture-induced
forces based on the force model presented in Chapter 4. indases, | formulate the contact forces

and torques and their Jacobians w.r.t. the state variabtes grasped object.

5.4.1 Contact Determination

For the purpose of synthesizing penalty-based collisispoase, | describe @ntact Cbetween the

grasped object and an object in the scene by means of theviiof parameters:

e A pointp in the surface of the grasped object.
e A point pg in the surface of the object in the scene.
e The contact normal, pointing out of the grasped object.

e The penetration depth for the contact.

Contacts are obtained as the result obatact quenpetween the grasped object and the rest of the
scene using CLODs. As described in Sec. 3.4.1, a contacy geerns a set of contacts that sample
the regions of the objects that are closer than a distaneeatoded. The existence of a tolerance
implies that the penetration depdtmay be positive (ip lies inside the scene object) or negativgy(if
lies outside, but closer that). Fig. 5.5-(a) shows an example of contact between the gdaspject
and the scene, as well as the contact parameters.

A contact query may output multiple contacts to describéheamtact region. Penalty-based
collision response, as described in Sec. 5.4.3, producescaelastic force at each contact, and the
forces of all contacts must be added together and applidtetgrasped object. With penalty-based
methods, discontinuities in the number of contacts affeetstability of the simulation, because the
total stiffness depends on the number of contacts. McNeealy BVIPT99] suggested limiting the total
stiffness after reaching a certain number of contacts. Kimal.KOLMO3] proposed a proximity-
based clustering technique that reduces the number ofsemtaive contacts. Similarly, | propose a

proximity-based clustering technique that computes a fsetpresentative contacts, one per cluster,
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Figure 5.5:Penalty-Based Contact Model.(a) As the grasped object (in blue) penetrates an object
in the scene (in red), the contact is defined by the penetratapth,d, the contact normah, and
contact pointg andpg; (b) Modeling the contact as a plane constraint.

but I limit the number of output clusters in order to bound tb&l contact stiffness applied to the

grasped object.

5.4.2 Contact Clustering

| propose a contact clustering technique basedemeans clustering [JMF99]. Given a set rof
contacts{Cop,Cy,...Cy-1}, | defineK clusters{Sy, Sy, ...S«-1}, and | compute a representative contact
for each cluster. Contact forces, either simple penalgebaor texture-based, are computed at the
representative contacts. If the number of input contaatsi¥(, | only createn clusters.

| define the clusters implicitly, by storing an additionalraeter along with each contaCt
the cluster it belongs t&5. Then, | define a conta@ as a tuple(p,po,n,d,S). In the description
of the clustering algorithm, | will reference each paramefea contact a€.parameter(e.g.,C.p).
Similarly, | define a clustebas a tuplép, po,n, d,w), wherep, po, n, andd are the contact parameters
of the cluster representative, awds the accumulated weight of the cluster.

| formulate theK-means clustering based on the Euclidean distance betveetncentact point
C.p and the representative of the cluster it belongsCt&p. | have defined a probability function
that assigns higher probabilities to contacts with largargtration deptd. This strategy is beneficial

for increasing the smoothness of penalty-based collispanse. The cost function of tkemeans
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clustering problem can be written as:

57 ((G.5+d)Gp—Ci.Spl)
f= .

s'1(C.6+d) (5-32)

This cost function is minimized when the cluster repredams are located at the centroids of
the clusters. This property is exploited by Lloyd’'s methatbb7], a greedy algorithm that solves
the K-means clustering problem by interleaving one step of cahttomputation with one step of
reclustering until the clusters converge. | have adaptegd’$ method to compute contact clusters,
as described in Algorithm 5.4.1. Algorithms 5.4.2, 5.4.80 &.4.4 describe the complete algorithm

in more detail.

(S} «— CLUSTERCONTACTS{C},{S})

Input: The set of new contact&Co,Cy,...Cy-1} and the set of old clustefs,, S, ...,§ _; },
assuming that the old clusters are ordered according teasiogo.
Output: The set of new clustersSy, Sy, ...Sn-1}-

Initialize {S}o < INITIALIZE _CLUSTERS{C},{S})
repeat

{C}it+1 < ASSIGN.CLUSTERS{C},{S}i)

{S}i41 < COMPUTEREPRESENTATIVE®{C}i;1,{S})
until {S}i+1={S}h
for each cluste§; € {S};

Compute parameters of the representatied, Sj.n, andS;j.po
Return{S} — ({S})

ALGORITHM 5.4.1: Contact Clustering

Contacts must be clustered at every execution of the cotiteedd. The clustering information
from the previous frame can be used to initialize the iteegpirocess of Lloyd’s method. As indicated
in Algorithm 5.4.2, the first step of the initialization is tietermine the number of output clusters
m. Then, ifmis smaller than the number of input clustdrsl drop the input clusters with smallest
penetration depth. Next, | initialize the positions of teeresentatives of mim,l) output clusters at
the contact points that are closest to the representatitbg oemaining input clusters. mis larger
than the number of input clusters, | still must initialize tltepresentatives @i — | output clusters. |

place these representatives at the contact points thatréine$t from the output cluster representatives
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{S} — INITIALIZE _CLUSTERS{C},{S})

Input: A set of contact§Co,C,...Cy_1} and the set of old clustefsy,, S, ...,§ _,}.
Output: A new set of cluster$Sy, Sy, ...Syn—1} with initial representative positions.

m=min(K,n)
if | >m
Remove clusters with small {§,,,...§_, } from {S}
for each new clusteg s.t.i < min(l,m) do
Find closest pai(C;, ) < ming,c(c; Ming<(s; [|Cj.p — S|
RemoveC; from {C}
RemoveS, from {S'}
Assign representativg.p < C;.p
Add § to {S}
for each new cluste® s.t.1 <i < mdo
Find furthest contad®j < maxg,c(cy Mingc(s; [ICj-p — S-p||
RemoveC; from {C}
Assign representativ@.p < C;.p
Add S to {S}

ALGORITHM 5.4.2: Initialization of Clusters

that are already initialized. Initializing the represdns at contact points ensures that every cluster

contains at least one contact.

{C} — ASSIGN.CLUSTERS{C'},{S})

Input: The set of contact§Cy,C},...C/_; } and the set of clustesy, Sy, ..., Sn-1}-
Output: The new set of contactsCy,Cy, ...Cy—1} with updated clusters.

Initialize {C} — {C'}
for each contadf; do
Assign clusteCi.S«— ming <(s, [|Sj.p —Ci.p||

ALGORITHM 5.4.3: Proximity-Based Reclustering

As part of LIoyd’s method, the representative of each clusteecomputed at every iteration as
the weighted centroid of all the contact points in the clusiée expression for the position of the

representative is:
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{S} — COMPUTEREPRESENTATIVES{C},{S})

Input: The set of contact§Co,C1, ...Ch—1} and the set of clusteds,, S, ..., S,,_1 }-
Output: A new set of cluster$Sy, S, ...Sn—1} with updated representatives.

Initialize {S} — {S}
for each clustef do
Initialize centroidS.p « 0
Initialize weight§.w « 0
for each contadt; do
Add (Ci.0+d)Ci.ptoC.Sp
AddC;.0 +dtoC.Sw
for each clustef§ do
Compute representative as weighted ave@&ge— S.p/S.w

ALGORITHM 5.4.4: Computation of Cluster Representatives

_ Jics=s((G-0+d)Ci.p)

5.33
Yi c.ss(Ci.0+d) (5:33)

Sp

The contact clusters will be used for computing collisiogp@nse. Therefore, once the clusters
converge, | compute the remaining parameters of the remiases contact for each cluster (i.@q,

9, andn), based on the following expressions:

3i,c.s-s((Gi.0+d)Ci.9)

S0= : 5.34
i c.s=s(Ci.0+d) (5.34)

Sn= rj ,

A

. Yi.cs=s((G.0+d)G.n)

- : 5.35
" Sic.ss(C.o0+d) (5.35)
Spo=Sp—Sda(Sn). (5.36)

5.4.3 Penalty-Based Collision Response

In general, penalty-based collision response refers toghgutation of contact forces as a function of

object interpenetration [MW88]. | define collision respenmsed on a planar constraint that induces
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a viscoelastic force. Before contact clustering, contactnals are defined based on pairs of surface
primitives (e.g., edge-edge, vertex-face, etc.). Aftertaot clustering, however, the contact normal

is a representative value, but does not capture exact iaftwmabout surface features. | have opted
to model each contact as a planar constraint, as shown iB Bigb). The constraint is represented by

the plane with normah and passing throughy. Note that it is also convenient to represpritased

on its coordinates in the local frame of the grasped object,compute viscoelastic penalty-based

force and torque as:

Fp=—KN(X+Rr —pg) —kdn —bN(v+w xr), (5.37)

Tp=(Rr) xFp, (5.38)

whereN is a matrix that projects a vector onto the normal of the cairgtplane, and it is computed
asnn'.

As noted in Sec. 5.2.3, implicit integration of rigid bodynsilation requires a linear approxima-
tion of the contact forces. This implies the computationhaf Jacobian of penalty force and torque.
For the most part, the terms for the torque Jacobian carydasibbtained from the force Jacobian
following the differentiation rules for cross products smin Sec. A.1.3 in the appendix.

As addressed earlier, the contact normal is a represemtaivie resulting from the clustering
step. | will assume that the plane constraint remains cohgiaing one frame of simulation. If the
contact information were obtained directly from surfacenglives, it would be possible to consider

the variation of the contact normal as a result of the rotatitthe grasped object.

Derivatives w.r.t. Position

The force equation is linear on the position of the center a$sn so the corresponding terms in the

Jacobian are easily obtained as:

(5.39)
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7P (Rr) R (5.40)

Derivatives w.r.t. Quaternion

The force equation depends on the orientation through tia¢éioa matrixR, and the torque depends
on the orientation in both terms of the cross product. Basethe derivatives of a rotation matrix,
given in Eg. A.23 in the appendix, and the derivatives of thgudar velocity, given in Eq. 5.13, each
column of the force and torque Jacobians can be written as:

oFp _ OR . OR ow

—KkN—=—r —bNw* ——r +bN(Rr)*—, 5.41
aq; aq aq; (RO) a4 (541)

0Ty _ oy 9o R

= (R —Fy —r. 542
oG ( )9Qi P aq (542)

Derivatives w.r.t. Linear Momentum

The force equation is linear on the linear momentum, so theesponding terms in the Jacobian are

easily obtained as:

dF b

(9—Flo - _EN’ (5.43)
T L OF
—app = (Rr) —app' (5.44)

Derivatives w.r.t. Angular Momentum

Both the contact force and torque depend on the angular momehrough the angular velocity term
in the force equation. Based on Eq. 5.2, which describesrigalar velocity as a linear function of
the angular momentum, the Jacobians can be written as:

oF,

T bN(Rr)*"RM™RT, (5.45)
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7P (R R (5.46)

5.4.4 Texture Rendering

In Sec. 4.3, | defined a force model based on directional patieat depth and its gradient that captures
the interaction of detailed surface geometry. Here | rethice the force model, following a more
convenient notation for the formulation of the force andjter Jacobians. Based on the penalty

potentiall defined in Eq. 4.4, | compute texture force and torque as:

AU\ T

Fi=—0U=- (—0X> , (5.47)
U\ "

T = —0gU :—(—09) , (5.48)

wherellx andg represent the gradients w.r.t. the position and oriematicthe grasped object in
the global reference system. Note tl%%t andg—té are row vectors, and need to be transposed in order
to express them as gradients. As indicated in Sec. 4.3¢drivenient to first compute the gradients
of the penalty potentidl in a rotated reference system defined by the contact normadl located at
the center of mass of the grasped object. Force and torquieearéransformed to the global reference
frame. The same transformation can be obtained by diffeatimg using the chain rule and applying

the differentiation rules for Euler angles described in.2e2.7 in the appendix:

AU\" AU ax'\ " ou _\' .
F“‘(W) __<WW) _—<WRt> = —RTO,U, (5.49)

U\ T oU 90'\ " ou _\T .
Tt“(%) —‘<Wﬁ> —‘<WR‘> = ~RibgV. (5:50)

wherelJ} andD’6 represent the gradients w.r.t. position and orientatiadherrotated reference system
{u,v,n}, as defined in Sec. 4.3.®R = (u v n)' is the rotation matrix from the global to the rotated
reference system.

The texture force and torque are defined purely based on #iguoand orientation of the grasped
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object. As a result, the Jacobians w.r.t. linear and angntanentum are zero. Next, | formulate the

Jacobians w.r.t. the position and orientation of the grdgjigect.

Derivatives w.r.t. Position

| follow the same procedure as for computing the texturedand torque, by applying the chain
rule and defining the derivatives of the force and torque énrtitated reference frame. Substituting
Eqg. 5.49 into the force Jacobian and applying the definiticth@ Hessian described in Sec. A.1.5in
the appendix, | obtain the equation:

0Ft 0Ft ox' T
_—_ = — U . 1
ox  ox' dx IR, (5.51)

where U is the Hessian of the penalty potentihlv.r.t. the position in the rotated reference frame.

Similarly, | formulate the torque Jacobian by substitutitay 5.50:

Ty dTiox' Td(De/U>

9x  ox dx ox/ R (5.52)

Derivatives w.r.t. Quaternion

In order to formulate the Jacobian terms w.r.t. the quaberriifirst define the Jacobians w.r.t. Euler
angles in the global reference frame, and then apply thenalde. Substituting Eqg. 5.49, the force
Jacobian can be expressed as:

OF,  0F30'06  _10(0yU)

dq 06 96 dq 06’

a6
Rag: (5.53)

The derivation of the Jacobian of Euler angles w.r.t. the@uéon is given in Sec. A.2.8 in the
appendix. The torque Jacobian can be obtained similarlystguting Eg. 5.50 and applying the
definition of the Hessian:

0T, 0T.06' 96

90
—_— = = — T ’ -—. .
dq 96 96 dq R %GUthq (5.54)
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Hessian of Texture Penalty Potential

The texture force model presented in Sec. 4.3.2 defines &orddorque equations based on the gra-
dient of a penalty potential function. As expected, the falation of the Jacobian of the force and
torque requires the computation of the Hessian of the pepatential. Given a potential functids,

the HessianwZ’U in the rotated reference frame of the contéxt,8’), is defined as:

U L)
AU = : (5.55)
a(D ,u)
27 AU

Given a penalty potential that grows quadratically with genetration depttd, as defined in

Eq. 4.4, each term of the Hessian is defined as:

22U 925 00 00
=ko +K=——.
0% 0X; 0% 0X; 0X%; 0X;

(5.56)

The penetration depth is approximated by the directional penetration depth alegcontact
normal,d,. As described in Sec. 4.4, | compudgfollowing an image-space algorithm, implemented
on graphics processors. Due to the discretization of thetpation depth, | propose a discrete ap-
proximation of the Hessian based on central differencinge different terms of the Hessian can be

computed as:

025 O(Xi+ DX, X 4 AXj) — 8(X — A, Xj + AXj) — 8(% + DX, Xj — AX}) + (X — A, Xj — AX;)

ox0x; ANX X ’
(5.57)

025 _ 5(x +4x%) —25(x) + 8(% — Ax))

o 2 . (5.58)
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5.5 Experiments and Results

| begin this section with the discussion of implementati@tads. Then, | present and discuss the
results of the experiments | have carried out to test theorespeness and stability of the 6-DoF haptic
rendering system. | have tested the behavior of the systeimyfoee-space motion and during contact
state, analyzing the influence and the choice of parametéssdifferent components. Specifically, |
focus on 4 experiments: free-space motion of a thin objeet, @ spoon), contact between relatively
simple polygonal models (i.e., a spoon and a cup), contdetdss complex polygonal models (i.e.,

virtual jaws), and exploration of a textured surface withralye.

5.5.1 Implementation Details

The experiments have been performed using a 6-Bb&ntom™ haptic device, a dual Pentium-4
2.4GHz processor PC with.@ GB of memory and an NVidia GeForce FX5950 graphics card, and
Windows2000 OS. | have used the CLAPACK library for solvihg tinear system of semi-implicit
integration (See Sec. 5.2.2). On the PC used for the expetinthe processor spends approximately
55us per frame formulating and solving the linear system. Thaib#hread is executed at a constant
frequency of 1kHz, and it employs utilities of GHOST-SDKe thoftware API of th@hantom™ hap-
tic device, to communicate with the device controller. Thatact thread is executed asynchronously
and is assigned a lower scheduling priority.

In the experiments with the cup and the spoon and the texipiegd | have used the libraries
SWIFT++ [ELO1] and DEEP [KLMOZ2] for collision detection. the experiment with the virtual jaws
| have used my multiresolution collision detection algumit contact levels of deta{lCLODs), which
employs routines from SWIFT++ and DEEP for solving distanoe penetration queries between
pairs of convex primitives. In the experiment of the textupdate, | have incorporated the image-
based algorithm for computing directional penetrationtdefescribed in Sec. 4.4. For more details
on the GPU-based implementation of the penetration deptipatation, please refer to Sec. 4.5.2.
For contact clustering, | have typically selectéd= 5 as the number of clusters.

The selection of the contact stiffness valuss associated with each particular experiment, as it

depends on parameters such as the virtual mass and inetha gfasped object, or the maximum
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number of contacts. Typically, | have been able to achieaklstbehavior of the penalty-based rigid
body simulation with contact stiffness values as high as/@kNr 5kN/m, with mass values as low
as 10g. The maximum steady force of the 6-CRFantom™ haptic device is BN, and with that
force value and the aforementioned stiffness values objéatpenetration can remain under Imm.
The selection of the coupling stiffneks depends on two factors: the numerical stability of the rigid
body simulation and the stability of the force feedback. factice, the dominant factor has been the
stability of the force feedback. Typically, | have used esibetween 200N/m and 500N/m. For the
selection of the rotational coupling stiffnelsg however, the dominant factor has been the numerical
stability of the simulation, specially with light, thin ddgjts (such as the model of the spoon). | have

used values dfg between BGNm/rad and 3Nm/rad.

5.5.2 Analysis of Free-Space Motion

As indicated previously in Sec. 1.2.2, responsive freeg|iateraction is one in which the grasped ob-
ject closely follows the motion command of the haptic dewnd the user perceives a low mechanical
impedance. Using virtual coupling, the coupling stiffnkssnust be high so that the grasped object
closely follows the haptic device. However, a high coupktiffness imposes stability challenges on
the numerical integration of rigid body simulation, spdlgid the mass of the grasped object is small.

| have designed an experiment to evaluate the performaniceptitit integration for rigid body
simulation during free-space motion with virtual couplirig the experiment, the haptic device com-
mands the motion of a 20cm-long spoon (see Fig. 5.7). Thersigaomoved freely, without touching
other objects. A thin object, such as a spoon, is partigutdrallenging for numerical integration due
to its low inertia around its longitudinal axis.

Fig. 5.6 reflects the coupling deviatigix, — Xc|/, and the absolute value of coupling for¢é€|,
during 25sec. of simulation. | have collected the values of cougdieigjation and force using different
numerical integration methods (i.e., Forward Euler, Rukg#a IV, and Backward Euler) and the
same pre-recorded trajectory of the haptic device. Coggiimce and torque are exerted on the
grasped object, following the formulation described in .9&8, but force-feedback to the user is
disabled. Using the Backward Euler implicit integrationthwal, with coupling stiffnesk. = 200N/m

andkg = 0.6Nm/rad, the simulation is stable with a mass as small as lgyveMer, using explicit
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Figure 5.6:Coupling Deviation and Force During Free-Space Motion.Comparison of coupling
deviation and force using different numerical integratinethods, and varying the mass of the grasped
object. Top left: deviation between the position of the ltaghtvice and the position of the coupling
point in the spoon; Top right: log plot of the coupling deva; Bottom: coupling force.

integration methods, such as Runge-Kutta IV or Forward f=tife simulation is stable only with

masses larger than 70g and 100g respectively.

The top left graph of Fig. 5.6 shows the coupling deviatiohiocl reaches 17mm with a mass of
100g, but it never exceeds 2mm with a mass of 10g. The logaidtplot in Fig. 5.6 indicates that
the coupling deviation is roughly linear w.r.t. the massh# spoon. The bottom graph of Fig. 5.6
shows the coupling force, which reacheSI with a mass of 100g, but it never exceedsNDwith a
mass of 10g. The results of the experiment indicate thalh, @dhstant coupling stiffness, the coupling
deviation is larger when the mass of the grasped objectdedaBimilarly, the coupling force is also

larger when the mass is larger. From these two observatimisconsidering that stable mass values
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are substantially larger with explicit integration, | ctube that implicit integration enables more

responsive free-space interaction with virtual couplimart explicit integration.

5.5.3 Analysis of Contact State

| have also analyzed the behavior of the 6-DoF haptic rendesystem during contact state. A
scenario with relatively simple models (i.e., the cup aredgpoon depicted in Fig. 5.7) has been used
to test the performance of the haptic rendering approatégiating implicit rigid body simulation,
penalty-based methods, and virtual coupling. And a scenwith complex models (i.e., the jaws
depicted in Figs. 3.12 and 5.9) has been used to test the uke thearized contact model in the
multirate architecture and the integration of multiresiolu collision detection using CLODs with the

rest of the system.

Contact between a Spoon and a Cup

| have recorded a trajectory of the haptic device while malaifing a virtual spoon (B44 triangles
and 20cm-long) in contact with a virtual cup, 000 triangles and 8cm-radius). Then, | have played
this trajectory using different haptic rendering settindshave analyzed the stability and respon-
siveness of the system with different contact stiffnessesland with different integration methods.
Fig. 5.8 shows graphs of maximum local penetration depth I&ft), coupling deviation (top right),
contact force (bottom left), and feedback or coupling foftmattom right) during 650ms. of simula-
tion and the following settings: (1) Runge-Kutta i,= 100g, anck = 2kN/m; (2) Backward Euler,
m=10g, andk = 2kN/m; and (3) Backward Eulem= 100g, and = 10kN/m. The coupling stiffness

is 200N/m in all three cases.

As can be inferred from the graph of penetration depth in 58, the spoon moves in free-space
for a period of more than 100ms., and then starts penetrdtingurface of the cup. The spoon remains
in contact with the cup (penetrating slightly) during thetref the simulation. Penalty forces act on
the spoon while contact persists. These forces constraimtition of the spoon, and the deviation
w.r.t. to the command position of the haptic device increasis deviation produces a coupling force
that is fed back to the user, resulting in kinesthetic pefoapf contact.

Numerical integration of the motion of the spoon with the BewKutta IV method is stable for
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Figure 5.7: Manipulation of a Spoon in Contact with a Cup Using Virtual Coupling. As the
spoon is constrained inside the handle of the cup, the cofdeze and torque are perceived through
a virtual coupling. A wireframe image of the spoon represehée actual configuration of the haptic
device.

values of the mass larger than 70g, as concluded from thgsamal free-space motion. This require-
ment affects the performance during contact state as wallrefiected in the bottom right graph of
fig. 5.8, with a mass of 100g the magnitude of feedback foreaddree-space motion and contact
situations is similar. This similarity degrades the kithesic perception of contact. Implicit integration
is stable for small values of the mass, which enable a clelistinction in the magnitude of feedback

force between free-space motion and contact state.

High contact stiffness minimizes the amount of interpeatain between the spoon and the cup.
As shown in the top left graph of Fig. 5.8, the maximum localgteation during the interval of study
was smaller than.8mm with a contact stiffness of 2kN/m, and smaller tha2nfm with a contact
stiffness of 10kN/m. The maximum coupling force (i.e., teedback force) during the same interval
is 0.8N. Given a saturation value of the coupling force of 4N, teagdration depth could grow up to
3mm if the user pressed the spoon hard against the surfabe ofip. A penetration depth of 3mm
represents less than 4% of the radius of the cup, and it candigea by setting a small tolerance for
collision detection and response, as suggested in Set. Bg.a conclusion, penalty-based collision
response with high contact stiffness enables small visuatpenetrations, which can enhance the

perception of hard contact.
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Figure 5.8: Analysis of Forces and Positions During Contact. Comparison of maximum local
penetration depth (top left), coupling deviation (top riglcontact force (bottom left), and feedback
or coupling force (bottom right) using different numerigalegration methods and contact stiffness
values.

The numerical integration of the motion of the spoon is spibke to instability problems with
high contact stiffness. Contact clustering alleviatesdiseontinuities of contact-point positions, but
(smaller) discontinuities are still present, and they nmaduce large oscillations of the contact force
and the penetration depth, as shown in the left graphs of383. Note the existence of oscillations
with Runge-Kutta IV andk = 2kN/m, and with Backward Euler arid= 10kN/m. Out of the interval
of study, the oscillations with these settings became meriess, and were also transmitted to the

coupling force. However, with Backward Euler akd= 2kN/m, the numerical integration of the

motion of the spoon remained stable. Moreover, note thdh tese settings, the contact force and
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the coupling force almost coincide. Implicit integratioretimods enable stable penalty-based rigid

body simulation with (relatively) high contact stiffnegsdasmall mass values.

Contact between Virtual Jaws

| have tested the 6-DoF haptic rendering algorithm on a bmack consisting of complex virtual
jaws (See Figs. 3.12 and 5.9). The model of the lower jaw ispmm®d of 40180 triangles, while
the upper jaw contains 4339 triangles (See Table 3.2 for more statistics of the ng)déhteractive
6-DoF haptic rendering of such complex models is possibiglmnusing CLODs, as demonstrated in
Sec. 3.5. This benchmark has been used to validate the atelléirchitecture described in Sec. 5.1.2
and the use of a linearized contact model.

| have recorded a trajectory of the upper jaw while rendetitginteraction with the lower jaw
and using CLODs with an error threshold 062 of the radius of the jaws. Then, | have played this
same trajectory with smaller error thresholds of 1% add®) thereby increasing the cost of collision
detection and decreasing the update rate of the contaeidthienave run the experiments with and
without the use of the linearized contact model. By usinditiesarized contact model, contact forces
are approximated every frame of the haptic thread basedeinJacobian. Without the linearized
contact model, the update rate of contact forces is limitethk cost of collision detection. In the
experiment without linearized contact model and with anrethreshold of 1%, the simulation soon
becomes unstable to the point that the state of the upper ijasgeés to infinity. For clarity of the
graphs, | have not included the data of this experiment.

Fig. 5.10 shows graphs of maximum local penetration demth Igft), frame rate of the con-
tact thread (top right), coupling deviation (center), aaddback or coupling force (bottom) during
900ms. of simulation, using different error tolerances@uODs, with and without (w/0) linearized
contact model. The models of both jaws can be bounded by eploé6cm-radius. | have scaled the
workspace of the haptic device by a factor of @herefore the forces plotted in the graphs are scaled
by a factor of 25 before being fed back to the user. All the experiments haen lexecuted using
Backward Euler semi-implicit integration as described @t.$5.2.2, a mass = 10g for the upper
jaw, coupling stiffnes&. = 500N/m, and contact stiffnegs= 5kN/m. | have applied a low-pass filter

with a cut-off frequency of 300Hz to the data of the periodha tontact thread, in order to remove
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Figure 5.9:Dexterous Interaction of Virtual Jaws. Three snapshots of an upper jaw being moved
over a lower jaw, with intricate teeth interaction.

very high frequency noise caused by thread scheduling.
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Figure 5.10:Analysis of the Linearized Contact Model. Comparison of maximum local penetration
depth (top left), frame rate of the contact thread (top rjgltbupling deviation (center), and feed-
back or coupling force (bottom) using different error t@aces for CLODs, with and without (w/0)
linearized contact model.
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The plots demonstrate that, with the linearized contactehadd an error threshold of%26 the
behavior of the system becomes stable and responsive. &ompdx, the maximum local penetration
depth never exceedslinm, thanks to high stability with a contact stiffness astag 5kN/m. With
the linearized contact model but reducing the error thrieshibe behavior degrades slightly, but re-
mains considerably stable. With an error threshold.d#®the frame rate of the contact thread goes
down to 100Hz. Even in such a challenging situation, the agatfpn of approximate contact forces
with the linearized contact model maintains high stability

On the other hand, without the linearized contact modelp#réormance degrades rapidly. Even
with an error threshold of.8%, which keeps the frame rate of the contact thread over 500t¢
feedback force becomes clearly unstable. The comparissimflation data with and without the
linearized contact model clearly indicates the influencdefinearized contact model on the stability
of the system when the update rate of the contact thread sle@dys observation demonstrates that
the linearized contact model is a key factor for the succé€soF haptic rendering of complex

models.

5.5.4 Haptic Rendering of Textures

In Sec. 5.4.4, | have described the integration of the hapkture rendering algorithm described
in Chapter 4 with the complete system for 6-DoF haptic reinder As will be discussed later in
Sec. 5.6.2, the discrete computation of derivatives impaseious limitations on the application of
implicit integration to texture forces. Nevertheless, Véauccessfully tested the complete system on
moderately complex textured models.

Fig. 5.11 shows a 10cm-long cylindrical probe with a sptarigp of 1cm-radius exploring a
35cmx 35cm plate with 8mm-high sinusoidal ridges. The low-reBolumodels used for collision
detection are shown on the left, and the high-resolutionatsogepresented withaptic texturesare
shown on the right. | have rendered the haptic interactiadh wontact stiffnes& = 2kN/m, linear
coupling stiffnesk. = 200N/m, angular coupling stiffnekg = 3Nm/rad, and a maga = 10g for the
probe.

| have compared the feedback forces produced by the ini@nastth the textured plate and with

the flat, low-resolution plate. Fig. 5.12 shows the plots efgtration depth and feedback force for
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Figure 5.11:Haptic Exploration of a Plate with a Probe. Left: exploration of a flat, low-resolution
plate; Right: exploration of a textured plate, modeled aswa-kesolution plate with a haptic texture.
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Figure 5.12:Analysis of Texture Forces.Comparison of penetration depth (left) and feedback force
(right) between haptic exploration of a flat plate (in red)dsa textured plate (in blue). The textured
plate is represented by the flat plate and a haptic texturelfercomputation of contact information.

textured and flat plates during 7sec. of interaction. Thiedtary of the probe was the same for both
plates. The probe was first moved from left to right, and themfright to left at a higher speed. Both
plots of penetration depth and feedback force clearly refiscillations induced by the ridges of the
textured plate, which are not present in the case of the fi&e pThese oscillations produce vibratory
motion of the user’s hand, that leads to perception of textihe frame rate of the contact thread was
only slightly higher than 400Hz for the interaction with ttextured plate, but the graph of feedback

force denotes a stable interaction.

The graph of penetration depth for the textured plate ptesesiiceable noise, caused by resolu-
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tion limitations associated with the image-based comjauriaif penetration depth. These limitations

are discussed in more detail in Sec. 5.6.2.

5.6 Summary and Limitations

In this chapter | have presented a stable and responsivatatgdor 6-DoF haptic rendering using
implicit integration methods. The key ideas for the sucaddbe algorithm are: (1) decoupling the
computation into several components, (2) the use of fasabeirate approximations, and (3) high
update rates for each component.

Six-DoF haptic rendering comprises three main problemsith®sis of force feedback, com-
putation of the motion of the grasped object, and computatibcollision response. | have de-
signed a system that solves each problem separately. | eseglhknown technique of virtual cou-
pling [CSB95, AH98a] for synthesizing bidirectional iréetion between the user and the grasped
object; | use implicit integration to perform rigid body gitation; and | use a novel multiresolution
collision detection algorithm, CLODs, and a novel haptidtiee rendering algorithm in conjunction
with penalty-based methods for collision response.

Implicit integration facilitates the use of high stiffneaad low mass values in the simulation,
thereby enabling high responsiveness and stability, a®dsimated in several experiments described
in this chapter. Implicit integration methods achieve hstability by estimating the derivatives of state
variables. In this chapter | have presented the mathenh&ticaulation for incorporating penalty-
based contact forces, coupling forces, and texture-irdtléoeees into implicit integration of rigid
body simulation. Moreover, | have proposed a linearizedaxtrmodel that approximates the values
of contact forces using the same Jacobians w.r.t. statablas that are used for implicit integra-
tion. | have performed experiments that demonstrate thefliemf the linearized contact model for
achieving stable and responsive interaction with complegets.

High force update rates enable high coupling stiffness,thateby very responsive interaction.
| have presented a multirate architecture that ensured agdste of the force-and-torque feedback
values, as well as a fast update of the motion of the graspgedtolwith the haptic device selected

for the experiments, this update takes place at 1kHz. Tleetafeness of the linearized contact model
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is based on the assumption that contact forces can be waib:@mated by linear functions. This
assumption holds only if contact forces are updated fastgimoMultiresolution collision detection
using CLODs provides a fast, perceptually-driven updatsootact information for complex polygo-
nal models.

The 6-DoF haptic rendering algorithm presented in this tdrapnables stable and responsive
dexterous interaction with complex models, as demonstiat¢he experiments, but it also presents
several limitations. Next | discuss limitations assoaatéth penalty-based collision response and

limitations for haptic texture rendering.

5.6.1 Limitations of Penalty-Based Methods

The use of penalty-based collision response involves twjompaoblems:

e Passing through objectslf the grasped object penetrates deeply inside an objebtistene,
the penetration direction may suddenly change. This changgéuces a penalty force that
pushes the grasped object in a direction different from the io which it penetrated. The
implementation of CLODs based on surface convex decomposises the publicly available
library DEEP [KLMO02] for computing penetration depth beemeconvex portions of the ob-
jects. With this implementation, deep interpenetratiores raot always correctly quantified,
thus increasing the chances of passing through object®iadbne. As described in Sec. 2.4,
ideally one would impose non-penetration constraintsieitlyl and solve analytically for the
constraint forces. To the best of my knowledge, there is aotfral approach that integrates
the advantages of constraint-based and penalty-basedsetbr enforcing non-penetration

constraints with fixed-time-step integration.

e Geometry-driven instabilities. As described in Sec. 5.2.2, semi-implicit integration eogpl
linear approximations of the time-derivatives of stateialzles. Linear functions, however,
do not approximate these derivatives well when contacodiscuities take place, resulting in
numerical instabilities, as demonstrated in the experimdrhave proposed a contact cluster-
ing approach in order to alleviate the discontinuities aftect information, and it has proved

to improve stability, but discontinuities are still prekes presented in Sec. 5.4.1, | define
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penalty collision response based on point-on-plane carmtagossible solution to the problem
of geometry-driven instabilities would be to generalize tlefinition of contacts, capturing sit-
uations such as plane-on-plane contact. However, thisignloould add a substantial cost to

collision detection, in order to find faces that were clospamallel.

5.6.2 Limitations for Haptic Texture Rendering

During the interaction between textured surfaces, theigitjphtegration of the motion of the grasped
object and the formulation of the linearized contact modeguire the computation of derivatives of
texture forces w.r.t. the state variables. Texture forabtarmue are themselves defined as derivatives
of penetration depth, therefore, as described in Sec.,3hk4lerivatives of texture forces are based on
the Hessian of penetration depth. In Chapter 4, | proposéthage-based algorithm for computing
penetration depth and its gradient. The gradient is appratéd by computing each partial derivative
using central differences. As discussed in Sec. 4.6.2ratis@pproximation of the derivatives is
subject to aliasing problems, but the experiments deatiilb€hapter 4 proved that a 5050 grid
was fine enough for providing accurate results at interactites. However, in general the same grid
resolution was insufficient for obtaining stable behavighwhe formulation presented in this chapter,
specially for the complex benchmarks discussed in Se@.4.5.

| presume the existence of at least three reasons why thetestieesolution was sufficient in the
experiments of Chapter 4, but insufficient for integratihg haptic texture rendering algorithm with
the implicit integration of rigid body simulation. The firsgason is that the computation of second
derivatives amplifies high frequencies even more than tinepctation of first derivatives, and it is
thus more susceptible to aliasing problems. The secondmdaghat discrete approximation of the
Hessian of a function ilR" requires @n?) evaluations of the function, while the gradient requires
only O(n) evaluations. This difference reduces considerably thatgpcte of the contact thread. The
third reason is that the contact stiffness was under 100NAme experiments described in Chapter 4,
considerably lower than the values of several kN/m usedare#periments described in this chapter.
Higher contact stiffness has the advantage of increassppresiveness in contact tasks, but it has the
disadvantage of increasing the sensitivity to inaccurateefration depth values as well.

The processing capability of GPUs grows at rates higher Maore’s Law. Consequently, the
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complexity of the textured surfaces that can be handledtadesmanner will increase rapidly as well.
Nevertheless, | also consider other directions for solvirglimitations of haptic texture rendering,
such as the application of concepts from differential geoyn® the formulation of the derivatives
of penetration depth. Surface tangents, normals, and twevinformation can be stored directly
in texture images, and this approach would not require elisapproximations of the derivatives of

penetration depth.
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Chapter 6

Conclusion

In computer graphics, many researchers have investigaéeidteractive visual rendering of increas-
ingly complex objects and scenes over the years. Nowadayglenvironments present synthetic
images of objects with complex shapes, highly texturedased and rich lighting effects. Users of
virtual environments would probably like to be able to totlohvirtual objects and interact with them,
but the interfaces and computational techniques that cde ih@ossible are still fairly rudimentary.
Haptic rendering techniques have targeted mostly the pnoloif tracing objects with a point (i.e., 3-
DoF haptic rendering), and important advances over thelagears have enabled interactive 3-DoF
haptic display of fairly complex surfaces [WS03]. Howevew researchers have tackled the problem
of synthesizing force and torque feedback resulting fropedkobject interaction (i.e., 6-DoF hap-
tic rendering). Earlier techniques for 6-DoF haptic remig{MPT99, NJC99, GME00, KOLMO03,
JWO03, WM03, JWO04] were limited to fairly simple models or tact configurations, mostly due to
their dependency on the sampling of the models and the inheost of contact determination.

In this dissertation | have presented techniques that attémovercome the high cost of con-
tact determination between complex models and the higlopeence constraints of force feedback
by exploiting multiresolution representations, percefijudriven simplifications, and fast and stable
approximations. The integration of these novel technichees successfully been demonstrated by
achieving stable and responsive 6-DoF haptic renderingmiptex polygonal models.

In spite of the advances | have presented in this dissamntdtiere are still many open problems in
6-DoF haptic rendering. The techniques | have developebased on assumptions about the nature

and the behavior of the objects that do not always hold. Alsse techniques have some performance
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limitations.
In this chapter | summarize the main results of my dissematil also discuss possible future
research directions for overcoming the limitations of myrent approach, and for extending the

techniques | have developed to new research problems afidadjoms.

6.1 Summary of Results

| have adapted two techniques that have proved great successiputer graphics for the rendering
of complex models, levels of detail and texture mapping,-of haptic rendering. The synthesis
of images requires the simulation of the interaction betwlaght and objects. However, the synthe-
sis of force and torque feedback requires the simulatiomefinteraction between objects. Due to
this inherent difference, it is not trivial to adapt levdldaetail techniques or texture mapping to the
algorithms for haptic rendering.

In this dissertation | have presentedntact levels of deta{CLODs), a multiresolution collision
detection algorithm that integrates level-of-detail t@glies with efficient data structures for hierar-
chical collision culling. And I have also presented a 6-Dalptic texture rendering algorithm in which
objects are described as low-resolution geometric reptaiens withhaptic textureshat encode fine
geometric detail. CLODs incorporate level-of-detail teicjues into collision detection algorithms,
and they enable an adaptive selection of object resoluti@aeh contact independently. My haptic
texture rendering algorithm first computes approximatgadrinformation between low-resolution
models, and then refines this information using the geomeetail stored in haptic textures.

The use of multiresolution representations implies theldeeerror metrics in order to adaptively
select appropriate object resolutions. Researchers ichpghysics have investigated the factors in-
volved in the haptic perception of surface features andhnags [KL95, OCO01, KL02], and | have
built on their observations to design fast, yet percepyuiturate force models and geometric approx-
imations. Feature detection is influenced by the relatignisbtween contact area, object resolution,
and size of surface features, and | have exploited thisioekttip in order to guide the creation and
run-time selection of CLODs. Roughness perception is infied by the vibratory motion induced

by geometric interaction, applied force, and exploratgryezl, and | have accounted for these factors
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in the design of a texture force model based on the gradidotaf penetration depth.

| have incorporated my collision detection and respondenigcies into a 6-DoF haptic rendering
algorithm based on implicit integration for rigid body dynig simulation. | achieve high stability
and responsiveness by decomposing the haptic renderialijrigpnto modular components and max-
imizing the update rate of each component. The experimédragd performed on complex polygonal
models demonstrate that, as stated in my thesis, the cotidninaf efficient multiresolution data
structures and collision detection algorithms with petaefly inspired force models and simplifica-
tion techniques enables stable and responsive 6-DoF hreptiering.

Due to the rapid increase of the computational power of coditp@rocessors, 6-DoF haptic
rendering ofcomplexmodels will eventually be possible using constraint-basgid body simula-
tion techniques and full-resolution models. However, imesblution techniques, such as the ones |
have proposed in my dissertation, will still be applicablesual level-of-detail rendering techniques
became popular in the early '90s, but more than 10 years tlaggrare still the focus of important
research in computer graphics. The reason is that the caityptd the models and the scenes that
people want to display has not stopped increasing. | bettieatthe same trend will hold in haptic
rendering. Texture mapping and multiresolution or leviettetail techniques will persist as enabling
tools for haptic rendering of complex scenarios.

The techniques | have presented in this dissertation haae &eplied almost exclusively to the
problem of 6-DoF haptic rendering, and only on a small setasfdnmarks. | believe that many of
the advances presented in this dissertation can be applmtier areas of interactive simulation and
on models with diverse behaviors and representations. eméxt section | describe some possible

extensions to my work.

6.2 Future Work

The results | have presented in this dissertation suggesy mwciting research directions. The lim-
itations of my approach are partly due to assumptions thatatcalways hold and partly due to
implementations | have selected. Among the assumptions, Ifecus the discussion on the ones

that established the scope of my dissertation, concerhmglé¢scription and behavior of the models
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involved in the simulation. Further research along thedioemy techniques will benefit greatly from
their application in practical problems and from user stadiNevertheless, | believe that some of
the results | presented in this dissertation are not réstrito haptic rendering, and they can have an

impact on the more general context of simulation of objdsjeat interaction.

6.2.1 Limitations of the Current Techniques

In previous chapters, | have already discussed severdhtions of the techniques | have developed

(See Secs. 3.6, 4.6, and 5.6). Here | list those limitatigaéna

e A CLOD at a certain level in the bounding volume hierarchy @MJnay not bound higher-

resolution CLODs or the full-resolution surface.

e The highest levels of the BVH of CLODs are not obtained throagnplification operations,

and cannot be considered part of the multiresolution reptasion.
e CLODs are static LODs, and contact information may not vanpathly across levels.

e For haptic texture rendering, the surface of an object atréglolution may not constitute a

height field in the contact patch.

¢ Interactive haptic texture rendering of complex texturedaces is not yet possible, due to the

high resolution required in the discrete approximatiorhef derivatives of penetration depth.
¢ A high gradient of penetration depth produces high contéfiiesss that can induce instabilities.

e Deep interpenetrations, and even passing with the gradpedtdhrough other objects, may

occur due to the lack of non-penetration constraints withafig-based methods.
e The output of collision queries may exhibit geometric dig@auities in the contacts.
e The formulation of contact forces ignores friction effeatshe moment.

In this list | have not included intrinsic approximation@ns associated with the algorithms | have
designed. Some of these approximation errors are the sudtagation introduced by CLODs, the dis-
tortion introduced by texture mapping, the errors inducgthiage-based computation of penetration

depth, and the error induced by semi-implicit integratiechiniques.
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6.2.2 Relaxation of Initial Assumptions

In the introduction of my dissertation | posed several agstions concerning the nature and behavior
of the objects involved in the simulation. The techniquest thhave developed currently enable
the interaction with rigid, static objects described bwrdle meshes and, in general, they cannot
be applied directly to objects described with differentresggntations, to deformable objects, or to
multiple moving objects. A complete 6-DoF haptic renderahgprithm should enable the interaction
with moving and deformable objects. Next, | briefly discuesgible extensions of my techniques to

more general 6-DoF haptic rendering.

Representation of the Models

The data structure for CLODs assumes that models are deda#btriangle meshes. However, many
of the techniques | have developed do not rely on this assamtnd they can be applied to different

model representations provided that the appropriate daiatgres are defined. For instance, the
perceptual observations that drive CLODs and the hapttatexendering algorithm are independent

of the model representation.

Deformable Models

Many real-world objects undergo deformations and topalagchanges. In this dissertation | have
proved that multiresolution representations and peredigtbased simplification techniques can en-
able 6-DoF haptic rendering of rigid bodies. Before apmysuch techniques to 6-DoF haptic ren-
dering of deformable bodies, one must revisit many of theimlyi observations | have made. For
example, the psychophysics studies that set the foundattorthe error metrics of CLODs and for
the force model for haptic texture rendering assume thabhbjects involved in the simulation are
rigid. The development of error metrics and force modelsdfeiormable bodies must be based on
different psychophysics studies.

The collision detection techniques that | have developedatseem to be directly applicable to
deformable bodies either. CLODs cannot offer the same pagce gains with deformable bodies

as with rigid bodies, due to the cost of updating the BVHSs. @&fiectiveness of haptic textures for
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refining penetration depth information is also unclearhasggeometric detail at texture level may also
deform. To sum up, 6-DoF haptic rendering of complex defdiimanodels will probably require the

design of novel techniques.

Multiple Dynamic Objects

A possible way of simulating the dynamics of multiple obgers to apply the same methods | have
proposed for the grasped object: implicit integration fgid-body dynamic simulation with penalty-
based collisions. However, this approach may increaseblyothe cost of collision detection and
the cost of the implicit integration of rigid body dynami@nother possible approach is to decouple
the simulation of the grasped object from the simulatiorhef test of the objects in the scene. This
approach exploits the fact that the only object whose matiost be updated at force update rates is
the grasped object.

In this dissertation | have addressed the integration of B& (M rigid body simulation. | have also
defined error metrics for determining the contact resaofutrocollisions between dynamic objects,
but | have not studied the problem of touching a dynamic dhjéth the grasped object. The use of
multiresolution collision detection algorithms for thadraction with dynamic objects would benefit

from perceptual studies on feature detection during dyoawllisions.

6.2.3 Applications and Further Analysis

The effectiveness of the different techniques | have dg@eglccan be further analyzed from the per-
spective of human factors. For instance, it would be intérgdo analyze from a perceptual perspec-
tive the stability and responsiveness of the system, thednfle on task performance of the different
techniques that compose the system, the conveyance ofresiglwith the haptic texture rendering
algorithm, and the effects of visual and haptic discrepasicFurther investigation on human kines-
thetic perception will undoubtedly be beneficial for overasearch in haptic rendering. As discussed
earlier, the development of multiresolution techniquesdoemputing the interaction with dynamic
and/or deformable bodies requires studies on human pévoeghiat will guide the design of error
metrics and force models.

A natural way of assessing the effectiveness of the teclksiguesented in this dissertation will
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be to incorporate them into practical applications of 6-Dhaptic rendering. One possibility is the
development of a training simulator for sinus surgery. Bgrsinus surgical procedures, surgeons
receive visual feedback from endoscopic cameras that araligaed with their view direction. The
images provided by the cameras are difficult to interpretungeons, and they often conflict with
the haptic cues provided by the interaction of the tools &medsinus cavities. Training on a sinus
surgery simulator would reduce the learning curve once tinge®ns operate on actual patients. The
development of a practical system such as a sinus surgeayaomwill require building appropriate
software and hardware interfaces, but also thorough tesftitthe haptic rendering system and fine

tuning of parameters for maximizing stability.

The development of a haptic device for sinus surgery sirmidntroduces an additional chal-
lenge: some of the tools employed in sinus surgery preseehdeoFs. A small articulation in the
tip of the tool adds one DoF to the intrinsic six DoFs of a rigwtly. This difference in the number
of DoFs poses concerns regarding the applicability of tbarteues that | have presented, focused
on 6-DoF haptic rendering. Fortunately, the use of virtwalaing solves most of the concerns. The
grasped object will no longer be a rigid body, but two rigiddkes with a 1-DoF articulation. The
techniques that | have presented for computing collisispoase remain effective, but the rigid body
simulation must be modified to handle articulated bodiese Virtual coupling must also be modi-
fied. The interaction paradigm of grasping the virtual obfemm one point will no longer be valid,
and the sinus surgery simulator will require the design opecilized interaction paradigm. But,
conceptually, the function of virtual coupling will be tharee, acting as an interface for bidirectional
interaction. As a conclusion, the advances that | have dpeel are not restricted to 6-DoF haptic in-
teraction. | believe that they are applicable to more gdmenaces for kinesthetic feedback, although
maybe not to devices for cutaneous feedback, as severagteat observations that form the basis
for my techniques do not apply.

In 1965, Ivan Sutherland suggestedwdiimate displaywith force feedback [Sut65]. Almost 40
years later, haptic displays have not yet reached the mddic plrurther research is necessary, in
both computational techniques and hardware devices. Hueirees devoted to further research will
depend on the successful application of haptic renderimmyaotical problems. In this dissertation |

have presented techniques that enhance the applicalfiigptic rendering by enabling 6-DoF haptic
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rendering of complex models. As discussed in this chagiergtare still many open research areas,
and eventually they will be addressed too, and the dreamedfitimate display will someday come

true.



Appendix A

Differentiation Rules

Implicit haptic rendering, as described in Chapter 5, nezguihe computation of several Jacobians. In
this appendix | review some useful differentiation rulestfee computation of Jacobians, and | derive
terms necessary in the implementation of implicit inteigrator rigid body dynamic simulation with

haptic interaction.

A.1 Vector Differentiation Rules

A.1.1 Jacobian

Given a system of equations expressed in vector forgn-a$(x), the Jacobian matrix can be written

as:

o1 9 (4%
X1  OX " OXm
9y, 9y» 9y
0 i I Ve
J— 9Y _ | o dx P | (A.1)
ox
9 ¥ 9
X1y OX2 " OXm

Note that, according to the above definition of the Jacoltienclerivative of each of the equations,

9yi

x is represented as a row vector.

A.1.2 Derivative of a dot product

u-v=u'v (A.2)

d(u-v) :uTﬂ_i_VT@

ow ow ow’

(A.3)
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A.1.3 Derivative of a cross product

A cross productl x v can be regarded as a linear transformatiow:on

uxv=u'v, (A.4)
whereu* is a matrix defined as:
0 —u;, u
—Uy Uy 0

Note some properties of cross products:

UxXV=—-Vxu, (A.6)

u*v = —v*u. (A.7)

From these, one can deduce that:

duxv) ,odv  du
—aw =u d—w_vd—w' (A.8)

A.1.4 Gradient

The gradient can be regarded as the computation of the teeid a scalar function w.r.t. a vector.
Using the notation of Jacobians introduced earlier, thivatére of each scalar function is represented

as a row vector. Considering the gradient as a column vessvek the following relation:

O (W) = <a(f(w))>T. (A.9)
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A.1.5 Hessian

The Hessian matrix is the Jacobian of the gradient of a shalation. Therefore, it can be represented

as:

02f 0% f o%f
ow,2 owidw, Tt dwqdwp
02f 0% f 0% f
J (0O f(w Iwoaw. 3wZ  Dwaawe
jﬁ,\,f(w) _ ( VaVW( )) _ OW20W7 A OW20Wp . (A.lO)
02f 0% f 0% f
owndwi  Owndwp, Ut own?2

A.1.6 Derivative of a vector multiplied by a scalar function

d(f(w)u) Jdu df(w)

= f(w) o U= (A.11)

A.1.7 Derivative of a vector multiplied by a matrix

In this case it is more convenient to express the derivative. wach of the components of the vector
separately:
d(Mu) ~du JM

o = Mow tow (A.12)

A.2 Rotations

A.2.1 Quaternions
Let us define a unit quaternian= (u,s), whereu = (X, Y, z) is the vector part, anslis the scalar part.

The inverse ofj, q‘l, is defined as:

-1

g =(—u,8) =(—x—-Y,—z259). (A.13)

A.2.2 Product of Quaternions

The product of two quaterniorab is defined as:
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ab = (ashy + bsay + ay x by, ashs —a, - by) . (A.14)

It can also be regarded as a linear transformatiob,@md represented as a matrix-vector product:

ab = Ab,
s —a; ay &

A= = . (A.15)

Similarly, it can be regarded as a linear transformatio@:on

ab = Ba,
bs b, —by by
—bi+bgl b b, b
B— S = b b by . (A.16)
—bj bs by —by bs b

—bx —by —b; bs
Note that there are some differences between the mattiefined in Eq. A.15 and the matr&
defined in Eg. A.16, because quaternion product is not coumeat
A.2.3 Derivative of a Product of Quaternions

It is convenient to regard the produath as a linear transformation dn and express it adb. Then,
following Eqg. A.12, the derivative w.r.t. each componenaofectorw is:
d(ab) J(Ab) db  JA

R S (A.17)

It is also interesting to study the derivative w.r.t. onetw fjuaternions involved in the product.
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For example, the computation @% requires the following matrices:

00 0 1 0 0 10
IA 0 0-10 IA 0 0 01
9% | 9 1 0 o 9 | 1 9 0o
10 0 0 0 -1 00
0 -1 0 0
on |10 00 oA _
da, 0001’ das
0 0 —10

A.2.4 Quaternions and Rotations

3D rotations can be represented using unit quaternionstaiioa 6 around a unit vectou is repre-

sented by a quaternian where:

o Ynd2)

Then,q can be used to rotate a vectgrapplying two quaternion products:

Vgrot = QVqd (A.19)

wherevy is a quaternion constructed eg= (v,0), and the resulting rotated vectag, is the vector
part ofvgot.
The relation between a quaternion and a rotation matrix eaokained by expressingy; as a

linear transformation of:

Givenq = (x,Y,z5), one can deduce that:
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Xy -2+ 2yx— 2zs 27X+ 2ys
R= xy+2zs X+ yY -2 +& 2zy— 2xs : (A.21)
2Xz— 2ys 2yz+ 2xs X -+ P4

A.2.5 Derivative of a Rotation w.r.t. the Quaternion

In order to differentiate a rotatiogvgq ! w.r.t. q itself, it is convenient to represent the rotation using
the rotation matrixR defined byg. Then, the derivative is simply a special case of the exjmass

defined in Eg. A.12. The derivative w.r.t. each componer ist
OViot 09 (Rv) ov OJR

=— 2 =R— 4+ —V. A.22
oG a2q; og 04 ( )

Givenq = (x,Y,z,9), the partial derivatives of the rotation matfare:

X 'y z -y X S
OR OR
E y —x —-s |, dy Xy z |-
zZ s —X -s z -y
—Z —S X s -z Yy
OR OR
9z s —zYy | s z s —X (A.23)
X Yy z -y X S

A.2.6 Time Derivative of a Rigid Body’s Quaternion

The orientation of a rigid body can be described by a quataipi Mirtich [Mir96] describes the time

derivative of this quaternion based on the angular velaoips:
.1
q= éwqq. (A.24)

As indicated by Eq. A.16, this formula can be expressed asealitransformation owg. Given

q=(u,s) = (x,Y,zs), and knowing thatvy = (w,0), the linear transformation is:
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q = Qu,
s z -y
—u*+sl -z s X
Q= % - % . (A.25)
—u' y —X S
X -y -z

The Jacobian of] w.r.t. g, following Eq. A.12, requires the partial derivatives@fw.r.t. each of

the components af.

0 0 O 0 0 -1
oQ 1 0 0 1 /Q 1|0 0 ©
ox 2 o _1 0| o 2|1 o9 o |

-1 0 O 0 -1

0 1 0 100
oQ 1 -1 0 O oQ 11010
9z 2| 5 o o ’ ds 2| 5 g 1

0 0 -1 000

A.2.7 Transformation between Euler Angles

Euler angles describe arbitrary rotations as 3 successiggons around the coordinate axes. Assum-

ing XY ZEuler angles in global coordinates, the resulting rotatiatrix is:

cBcl,  s6sB,cO,+cbisB, —cbisbych;+ sbksh,
R=Rot(z,6,) Rot(y, &) Rot(x,6) = | —c6,s8, —s6ksOysE,+cOkch, CBSH,SH; + SOxCh,

s6y —s6,chy cOychy
(A.26)
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For compactness, the sine function is representedaasl the cosine function &s

Given two reference systems, a global reference sygtény,Z} and a local reference system
{u,v,n}, the transformation from the global to the local referengstem isR= (uv n)". A rotation
with Euler anglesd in the global reference system can also be expressed asti@motath Euler

anglesd’ in the local reference system. The relation between glatl@cal Euler angles is:

Rot(68') R= R Rot ). (A.27)

The Jacobia@% describes the differential change of local Euler anglesrasut of a differential
change of global Euler angles. Assuming infinitesimal fotet, the 3 angles are decoupled [GPS02]
and their order does not matter (This observation also esghat, for infinitesimal rotations, the
overall rotation is independent of the particular defimtas Euler angles). Then, the above expression

can be rewritten as:

(I1-8")R=R(I - 6%). (A.28)

This expression can be simplified to:

6" = RO*R'. (A.29)

Substituting the definition dR yields the following relation:

ut@*u u'e*v u'e*n 0 —-6-n 6-v
8" =1 vieu vie'v vie'n |[=| 6.n 0 -6-u |- (A.30)
nT6*u n'@*v n'H*n —-6-v 6-u 0

From this relation, the Jacobian can be computed as:

06’

6 T
—g =R=(uvn)". (A.31)
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A.2.8 Derivative of Euler Angles w.r.t. the Quaternion

The combination of Egs. A.21 and A.26 sets the relation behXe’ ZEuler angles and a quaternion.

From this relation, the Euler angles can be expressed irstefine components of the quaternion as:

_ Oydz + dxOs 1 (A
6 = tant =tan <—>,
<q§+q§—q§—Q§> B

6y = sin* (axdz — gy0s) = sin *(C),

_ OxQy + dz0s 1 (D
6, =tan ! <q§+q§—q§—q§> =tan 1<E>' (A.32)

The Jacobian can be written as:

gsB—20,A  G:B—20yA  yB+20,A  B+20:A
A2+ B2 A2+ B2 A2+ B2 A2+ B2

00
= 0z —0s Ox —q
aq vi-c? vi-c? V1-C? Vv o2 ’ (A.33)

yE+20xD  oxE-2qD gE—29.D q.E+29D
D2+E2 D2+E2 D2+E2 D2+E2
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