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Image Editing 

Add a sword and a cloak to the squirrel. 
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       Photoshop 

www.wix.com/blog/2016/10/10-photoshop-tips-and-
tricks-for-beginners/ 
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       Photoshop 

www.wix.com/blog/2016/10/10-photoshop-tips-and-
tricks-for-beginners/ 
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       Photoshop 

www.wix.com/blog/2016/10/10-photoshop-tips-and-
tricks-for-beginners/ 
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       Photoshop 

www.engadget.com 
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Could we build models that use human 
language to automatically edit images?  
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Image Editing Pipeline 

Add a sword and a  
cloak to the squirrel. Me 

store.line.me 
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Image Editing Pipeline (Final Goal) 

Add a sword and a  
cloak to the squirrel. Machine 

www.123rf.com 
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Image Editing Pipeline (Final Goal) 

Add a sword and a  
cloak to the squirrel. 

Machine 
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ImgEdit (Image Editing Request) Corpus 

Add a sword and a  
cloak to the squirrel. 

Target Image Editing Request Source Image 
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ImgEdit (Image Editing Request) Corpus 

Add a sword and a  
cloak to the squirrel. 

Target Image Editing Request Source Image 

Collected from Internet Annotated by Human 



13 

Collect Images 

Reddit 
(r/Photoshop 
Request/) 

https://www.reddit.com/r/PhotoshopRequest/ 
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Collect Images 

Reddit 
(r/Photoshop 
Request/) 

https://www.reddit.com/r/PhotoshopRequest/ 
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Collect Images 

Reddit 
(r/Photoshop 
Request/) 

https://www.reddit.com/r/PhotoshopRequest/ 
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Collect Images 

Reddit 
(r/Photoshop 
Request/) 

Source 
Image 

Target 
Image 
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Collect Images 

Zhopped 
 

Source 
Image 

Target 
Image 

zhopped.com 
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Collect Images 

Zhopped 
 

zhopped.com 

Reddit 
(r/Photoshop 
Request/) 

+ =       12K image pairs 
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Collect Editing Requests 

Reddit 
(r/PhotoshopRequest/) 

[RANDOM] Please let 
me try this again mods. 
Can someone please add 
a bunch of SAILORS 
riding on the back of this 
seagull. It’s a running 
joke for a group. Thank 
you. 
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Collect Editing Requests 

Reddit 
(r/PhotoshopRequest/) 

[RANDOM] Please let 
me try this again mods. 
Can someone please add 
a bunch of SAILORS 
riding on the back of this 
seagull. It’s a running 
joke for a group. Thank 
you. 

Specifications are too 
noisy!! 
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Collect Editing Requests 

Source 
Image 

Target 
Image 
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Collect Editing Requests 

Source 
Image 

Target 
Image 

Amazon 
MTurk 

Add sailors on the 
seagull. 
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Collect Editing Requests 

Source 
Image 

Target 
Image 

Amazon 
MTurk 

Add sailors on the 
seagull. 

[Unrelated Images] 
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Collect Editing Requests 

Source 
Image 

Target 
Image 

Amazon 
MTurk 

Add sailors on the 
seagull. 

[Unrelated Images] 
12K image pairs 

9K annotated  
image pairs 
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Quality Control (Second Stage) 

Source 
Image 

Target 
Image 

Add sailors on the 
seagull. Request 

Correct 

Incorrect 

Expert  
Verification 
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Quality Control (Second Stage) 

Source 
Image 

Target 
Image 

Add sailors on the 
seagull. Request 

Correct 

Incorrect 

Expert  
Verification 

4K image pairs 
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Task: Editing Request Execution 

Add a sword and a  
cloak to the squirrel. 

Machine 
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Task: Editing Request Generation 

Add a sword and a  
cloak to the squirrel. 

Machine 

Use Cases: 
 

•  Explanation of complex image editing effects 
for laypersons  

•  Visually-impaired users 
•  Image edit or tutorial retrieval 
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Basic Captioning Model 

LSTM LSTM 
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LSTM LSTM 

Multi-Heads Att 

LSTM 
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LSTM 

(a) Basic Model (b) Multi-Head Attention (d) Dynamic Relational Attention 

 (c) Static Relational Attention 
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Figure 4: The evolution diagram of our models to describe the visual relationships. One decoding step at t is
shown. The linear layers are omitted for clarity. The basic model (a) is an attentive encoder-decoder model, which
is enhanced by the multi-head attention (b) and static relational attention (c). Our best model (d) dynamically
computes the relational scores in decoding to avoid losing relationship information.

fully-connected layer:

w̃t�1 = embedding (wt�1) (4)
ht, ct = LSTM (w̃t�1, ht�1, ct�1) (5)
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The probability of generating the k-th word token
at time step t is softmax over a linear transforma-
tion of the attentive hidden ˆ

ht. The loss Lt is the
negative log likelihood of the ground truth word
token w

⇤
t :

pt(wt,k) = softmaxk

⇣
WW

ˆ

ht + bW

⌘
(9)

Lt = � log pt(w
⇤
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3.2 Sequential Multi-Head Attention
One weakness of the basic model is that the plain
attention module simply takes the concatenated
image feature f as the input, which does not differ-
entiate between the two images. We thus consider
applying a multi-head attention module (Vaswani

et al., 2017) to handle this (Fig. 4(b)). Instead of
using the simultaneous multi-head attention 4 in
Transformer (Vaswani et al., 2017), we implement
the multi-head attention in a sequential way. This
way, when the model is attending to the target im-
age, the contextual information retrieved from the
source image is available and can therefore per-
form better at differentiation or relationship learn-
ing.

In detail, the source attention head first attends
to the flattened source image feature f

SRC. The
attention module is built in the same way as in
Sec. 3.1, except that it now only attends to the
source image:

↵

SRC
t,i = softmaxi(h

>
t WSRCf

SRC
i ) (11)

ˆ

f

SRC
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X

i

↵

SRC
t,i f

SRC
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SRC
t = tanh(W2[
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f

SRC
t ; ht] + b2) (13)

The target attention head then takes the out-
put of the source attention ˆ

h

SRC
t as a query to re-

trieve appropriate information from the target fea-
4We also tried the original multi-head attention but it is

empirically weaker than our sequential multi-head attention.
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Figure 4: The evolution diagram of our models to describe the visual relationships. One decoding step at t is
shown. The linear layers are omitted for clarity. The basic model (a) is an attentive encoder-decoder model, which
is enhanced by the multi-head attention (b) and static relational attention (c). Our best model (d) dynamically
computes the relational scores in decoding to avoid losing relationship information.

fully-connected layer:
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applying a multi-head attention module (Vaswani
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the multi-head attention in a sequential way. This
way, when the model is attending to the target im-
age, the contextual information retrieved from the
source image is available and can therefore per-
form better at differentiation or relationship learn-
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In detail, the source attention head first attends
to the flattened source image feature f

SRC. The
attention module is built in the same way as in
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4We also tried the original multi-head attention but it is

empirically weaker than our sequential multi-head attention.
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Full Captioning Model 
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Figure 4: The evolution diagram of our models to describe the visual relationships. One decoding step at t is
shown. The linear layers are omitted for clarity. The basic model (a) is an attentive encoder-decoder model, which
is enhanced by the multi-head attention (b) and static relational attention (c). Our best model (d) dynamically
computes the relational scores in decoding to avoid losing relationship information.

fully-connected layer:

w̃t�1 = embedding (wt�1) (4)
ht, ct = LSTM (w̃t�1, ht�1, ct�1) (5)

↵t,i = softmaxi

⇣
h

>
t WIMGfi

⌘
(6)

ˆ

ft =

X

i

↵t,ifi (7)

ˆ

ht = tanh(W1[
ˆ

ft; ht] + b1) (8)

The probability of generating the k-th word token
at time step t is softmax over a linear transforma-
tion of the attentive hidden ˆ

ht. The loss Lt is the
negative log likelihood of the ground truth word
token w

⇤
t :

pt(wt,k) = softmaxk

⇣
WW

ˆ

ht + bW

⌘
(9)

Lt = � log pt(w
⇤
t ) (10)

3.2 Sequential Multi-Head Attention
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attention module simply takes the concatenated
image feature f as the input, which does not differ-
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applying a multi-head attention module (Vaswani
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using the simultaneous multi-head attention 4 in
Transformer (Vaswani et al., 2017), we implement
the multi-head attention in a sequential way. This
way, when the model is attending to the target im-
age, the contextual information retrieved from the
source image is available and can therefore per-
form better at differentiation or relationship learn-
ing.
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to the flattened source image feature f
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3 Evaluation Datasets: ImgEdit 

Remove the man from the image. 
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3 Evaluation Datasets: Spot-the-Diff 

The blue truck is no longer there. 
 
 

A car is approaching the parking lot from the right. 
 
 Jhamtani, Harsh, and Taylor Berg-Kirkpatrick. "Learning to describe 

differences between pairs of similar images.” EMNLP  2018. 
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3 Evaluation Datasets: NLVR2 

Each image shows a row of dressed dogs posing 
with a cat that is also wearing some garment. 

Suhr, Alane, et al. "A corpus for reasoning about natural 
language grounded in photographs." ACL 2019. 



3 Evaluation Datasets 

Convert 

Add a sword and a cloak to the squirrel. 
The blue truck is no longer there. 
 
 

A car is approaching the parking lot from the right. 
 
 

Ours (Image Editing Request) Spot-the-Diff 

NLVR2 Captioning NLVR2 Classification 

Each image shows a row of dressed dogs posing 
with a cat that is also wearing some garment. 

In at least one of the images,  
six dogs are posing for a picture,  
while on a bench. 

Each image shows a row of  
dressed dogs posing with a cat 
 that is also wearing some garment. 

True 

False 

Figure 2: Examples from three datasets: our Image Editing Request, Spot-the-Diff, and NLVR2. Each example in-
volves two natural images and an associated sentence describing their relationship. The task of generating NLVR2
captions is converted from its original classification task.

B-1 B-2 B-3 B-4 Rouge-L
Ours 52 34 21 13 45

Spot-the-Diff 41 25 15 8 31
MS COCO 38 22 15 8 34

Table 1: Human agreement on our datasets, compared
with Spot-the-Diff and MS COCO (captions=3). B-1
to B-4 are BLEU-1 to BLEU-4. Our dataset has the
highest human agreement.

Post-Processing by Experts Mturk annotators
are not always experts in image editing. To ensure
the quality of the dataset, we hire an image edit-
ing expert to label each image editing instruction
of the dataset as one of the following four options:
1. correct instruction, 2. incomplete instruction, 3.
implicit request, 4. other type of errors. Only the
data instances labeled with “correct instruction”
are selected to compose our dataset, and are used
in training or evaluating our neural speaker model.

Moreover, two additional experts are required to
write two more editing instructions (one instruc-
tion per expert) for each image pair in the valida-
tion and test sets. This process enables the dataset
to be a multi-reference one, which allows vari-
ous automatic evaluation metrics, such as BLEU,
CIDEr, and ROUGE to more accurately evaluate
the quality of generated sentences.

2.1.2 Dataset Statistics

The Image Editing Request dataset that we have
collected and annotated currently contains 3,939

image pairs (3061 in training, 383 in validation,
495 in test) with 5,695 human-annotated instruc-
tions in total. Each image pair in the training set
has one instruction, and each image pair in the val-
idation and test sets has three instructions, written
by three different annotators. Instructions have an
average length of 7.5 words (standard deviation:
4.8). After removing the words with less than
three occurrences, the dataset has a vocabulary of
786 words. The human agreement of our dataset
is shown in Table 1. The word frequencies in our
dataset are visualized in Fig. 3. Most of the images
in our dataset are realistic. Since the task is im-
age editing, target images may have some artifacts
(see Image Editing Request examples in Fig. 2 and
Fig. 5).

2.2 Existing Public Datasets

To show the generalization of our speaker model,
we also train and evaluate our model on two pub-
lic datasets, Spot-the-Diff (Jhamtani and Berg-
Kirkpatrick, 2018) and NLVR2 (Suhr et al., 2019).
Instances in these two datasets are each composed
of two natural images and a human written sen-
tence describing the relationship between the two



36 

Evaluation Methods 

Phrase-based Metrics: 
 BLEU, CIDEr, METEOR, ROUGE-L 

Human Evaluation: 
 Pairwise Comparison 
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Phrase-based Metric: CIDEr 

NLVR2 Spot-the-Diff ImgEdit 

21.6 → 26.4 
           (+4.8) 

26.3 → 35.3 
           (+9.0) 

43.4 → 46.4 
           (+3.0) 
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Human Evaluation: Winning Rate 

NLVR2 Spot-the-Diff ImgEdit 

11% vs. 24% 24% vs. 37% 22% vs. 37% 



Generated Results 

add a filter to the image 

change the background to blue 

Positive  
Examples 

Negative 
Examples 

Image Editing Request Spot-the-Diff NLVR2 

there is a bookshelf with a white  
shelf in one of the images . 

the left image shows a pair of 
shoes wearing a pair of shoes . 

the person in the white shirt is gone 

the black car in the middle row is gone 

Figure 5: Examples of positive and negative results of our model from the three datasets. Selfies are blurred.

derson et al. (2018) has a high probability to fail
in the three datasets, e.g., the detection system can
not detect the small cars and people in spot-the-
diff dataset. The DDLA (Difference Description
with Latent Alignment) method proposed in Jham-
tani and Berg-Kirkpatrick (2018) learns the align-
ment between descriptions and visual differences.
It relies on the nature of the particular dataset and
thus could not be easily transferred to other dataset
where the visual relationship is not obvious. The
two-images captioning could also be considered
as a two key-frames video captioning problem,
and our sequential multi-heads attention is a modi-
fied version of the seq-to-seq model (Venugopalan
et al., 2015). Some existing work (Chen et al.,
2018; Wang et al., 2018; Manjunatha et al., 2018)
also learns how to modify images. These datasets
and methods focus on the image colorization and
adjustment tasks, while our dataset aims to study
the general image editing request task.

6 Conclusion

In this paper, we explored the task of describ-
ing the visual relationship between two images.
We collected the Image Editing Request dataset,
which contains image pairs and human annotated
editing instructions. We designed novel relational
speaker models and evaluate them on our col-
lected and other public existing dataset. Based on
automatic and human evaluations, our relational
speaker model improves the ability to capture vi-
sual relationships. For future work, we are going
to further explore the possibility to merge the three
datasets by either learning a joint image represen-
tation or by transferring domain-specific knowl-
edge. We are also aiming to enlarge our Image
Editing Request dataset with newly-released posts
on Reddit and Zhopped.

Acknowledgments

We thank the reviewers for their helpful comments
and Nham Le for helping with the initial data
collection. This work was supported by Adobe,
ARO-YIP Award #W911NF-18-1-0336, and fac-
ulty awards from Google, Facebook, and Sales-
force. The views, opinions, and/or findings con-
tained in this article are those of the authors and
should not be interpreted as representing the offi-
cial views or policies, either expressed or implied,
of the funding agency.

References
Aseem Agarwala. 2018. Automatic photography with

google clips.

Peter Anderson, Xiaodong He, Chris Buehler, Damien
Teney, Mark Johnson, Stephen Gould, and Lei
Zhang. 2018. Bottom-up and top-down attention for
image captioning and visual question answering. In
Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, pages 6077–6086.

Jacob Andreas and Dan Klein. 2016. Reasoning about
pragmatics with neural listeners and speakers. In
Proceedings of the 2016 Conference on Empirical
Methods in Natural Language Processing, pages
1173–1182.

Stanislaw Antol, Aishwarya Agrawal, Jiasen Lu, Mar-
garet Mitchell, Dhruv Batra, C Lawrence Zitnick,
and Devi Parikh. 2015. Vqa: Visual question an-
swering. In Proceedings of the IEEE international
conference on computer vision, pages 2425–2433.

Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Ben-
gio. 2015. Neural machine translation by jointly
learning to align and translate. In International Con-
ference on Learning Representations.

Satanjeev Banerjee and Alon Lavie. 2005. Meteor: An
automatic metric for mt evaluation with improved
correlation with human judgments. In Proceedings



Code at: 
https://github.com/airsplay/VisualRelationships  

Thank you! 
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