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Abstract

Multiprocessor implementations of real-time systems tend to be more energy-eÆcient than

uniprocessor implementations: since the power consumed by a CMOS processor is approximately

proportional to the cube of the speed or computing capacity at which the processor executes,

the total power consumed by an m-processor multiprocessor platform is approximately (1=m2)

times the power consumed by a uniprocessor platform of the same computing capacity. How-

ever several factors, including the non-existence of optimal multiprocessor scheduling algorithms,

combine to prevent all the computing capacity of a multiprocessor platform from being guar-

anteed available for executing the real-time workload. In this paper, this tradeo� | that while

increasing the number of processors results in lower energy consumption for a given computing

capacity, the fraction of the capacity of a multiprocessor platform that is guaranteed available for

executing real-time work decreases as the number of processors increases | is explored in detail.

Algorithms are presented for synthesizing multiprocessor implementations of hard-real-time sys-

tems comprised of independent periodic tasks in such a manner that the energy consumed by

the synthesized system is minimized.

Keywords: Real-time systems; Energy-aware System Synthesis; Multiprocessor Scheduling

Theory; Earliest Deadline First.

1 Introduction

With the proliferation of portable and mobile embedded systems, techniques for minimizing energy

consumption are becoming increasingly important. Energy-aware system design and implemen-

tation is expected to become even more crucial as ubiquitous computing environments | in which

relatively simple autonomous communicating devices (such as sensor networks) are distributed

throughout a physical space | place an even greater premium upon battery life. The advent of

these kinds of applications has led to a signi�cant amount of research over the past decade on design

methodologies and scheduling algorithms that consider the energy consumed by a system as a \�rst-

class" concept, on par with logical and temporal correctness [8, 12, 17, 20, 22, 27, 28, 29, 31, 32, 33].

Multiprocessor real-time scheduling. Another topic of growing interest within the real-time

systems community is multiprocessor scheduling theory [1, 3, 4, 6, 5, 7, 9, 11, 16, 18, 24,

25, 26]. This research has been motivated both by the advent of reasonably-priced multiprocessor

systems, and also by a growth in computation-intensive real-time applications that have pushed

beyond the capabilities of single-processor systems. In addition to o�ering more computing power,
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multiprocessor platforms often have the advantage of being more energy eÆcient than comparable

uniprocessor platforms. As Wolf [30] has observed:

The power consumption of a CMOS circuit is proportional to the square of the power

supply voltage (V 2). Therefore, by reducing the power supply voltage to the lowest level

that provides the required performance, we can signi�cantly reduce power consumption.

We also may be able to add parallel hardware and even further reduce the power supply

voltage while maintaining the required performance. [Emphasis added.]

| Wayne Wolf [30]

Simply put, energy consumption increases by a multiplicative factor as the speed of a single pro-

cessor is increased, but by an additive factor as processors are added. This would suggest that it

is advantageous to always use as many processors as possible. However, as processors are added,

most real-time scheduling schemes su�er increasing schedulability loss, i.e., their ability to make

use of all available processing capacity declines. Consequently the pertinent question that arises

when designing a particular application is: what is the optimal number of processors to use if energy

consumption is to be minimized? This question is addressed in this paper.

Static versus dynamic voltage management. In non-real-time systems, the term static power

management typically refers to mechanisms that are invoked by a user to manage power consump-

tion (e.g., a \hibernate" mode invoked to save battery life while not using a laptop). In real-time

and embedded systems, however, this term is more typically used to refer to energy-management

schemes that are applied prior to run-time. In contrast, dynamic power management schemes

(which include dynamic-voltage-scaling techniques) take actions to control power based upon the

run-time activities of the CPU; for example, the CPU can automatically switch to a lower voltage

(and hence execute at slower speed) if it is continually underutilized.

Depending upon such factors as the criticality of deadlines, the amount of computing overhead

that can be devoted to power management, characteristics of the hardware being used, etc., energy

management may be performed at many levels:

System synthesis: Particularly for relatively simple, low-cost, low-power embedded systems that

are to be mass-produced, the best (and perhaps only) time for performing energy optimiza-

tions may be during system design time. Energy-consumption requirements may greatly

impact the choice of hardware components, and the scheduling and resource-allocation al-

gorithms used. For mass-produced systems, it is worth putting considerable e�ort into the

design process if even minor savings can be realized.

As a concrete example consider the Janus system [13, 14], a dual-core chip designed for

controlling automotive power-train applications. This chip will eventually be deployed, with

an identical task workload , in hundreds of thousands of automobiles. Consequently, clients

are willing to use very computation-expensive (exponential-time) task-allocation algorithms

to determine a good allocation once, and then hard-wire this allocation into all produced

chips.

Static power management: Such schemes are particularly appropriate for embedded systems

that are (i) heavily loaded at run-time (and hence require simple scheduling and energy-

management schemes), or (ii) are extremely critical and thus need to be extensively tested to

ensure predictability. Such systems may be scheduled with table driven and time-triggered [23]

schedulers. In addition to providing scheduling information, lookup tables can store the
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voltage levels that should be supplied to various system components | under a static power

management scheme, such voltages would be determined o�-line.

Dynamic power management: If a system has the capability to dynamically adapt to changes in

workload by changing energy consumption, then more sophisticated dynamic-voltage-scaling

(DVS) techniques are possible. While DVS schemes may be able to save more energy, and

work very well for soft- and non-real-time systems, they have some disadvantages in hard-

real-time systems:

� Complexity : In most hard-real-time systems, there is a relationship between how aggres-

sive the DVS algorithm can be (i.e., how much energy it is able to save on average) and

its computational complexity. DVS algorithms that are able to make real-time perfor-

mance guarantees are typically quite complex. On very simple embedded systems (such

as the Janus system [13, 14]), a complex power management scheme may itself place too

heavy a load on the system.

� Responsiveness: The time taken for a processor to respond to changes in voltage supply

can be on the order of tens or hundreds of milliseconds, particularly in \commodity"

multi-level-voltage microprocessors. Hence, systems with widely varying real-time work-

loads comprised of jobs with tight deadlines may not allow suÆcient time for switching

a processor between power modes.

The discussion above suggests that there is a tradeo� between the complexity and sophistication

of di�erent energy management schemes, and their bene�ts in di�erent scenarios. One of the long-

term goals of our research is to identify the conditions under which each kind of energy management

scheme may be most appropriate.

This paper. In this paper, we describe our research into the energy-eÆcient synthesis techniques

for the construction of small embedded systems (such as the Janus automotive control system [13,

14]). Such systems typically have very well-de�ned workloads. We will assume that this workload

is completely known at system design time, and is comprised either of (i) several independent jobs

that all repeat with the same period,1 or (ii) a collection of sporadic tasks (the sporadic task model

is de�ned in Section 2). One of the major design goals in determining a scheduling strategy for

such a system is simplicity : while it is acceptable to spend a considerable amount of time during

(o�-line) system synthesis, it should not be computationally expensive to make scheduling decisions

at run-time. This requirement favors the use of simple on-line scheduling algorithms, such as table

lookup schedulers (which are clock driven) or the earliest-deadline �rst scheduling algorithm (EDF)

(which is event driven), which are known to have computationally eÆcient implementations. We

impose the following requirements on our run-time system:

� First, we require that all the processors comprising the multiprocessor platform be provided

the same supply voltage, resulting in them all being of equal speeds or computing capacities.

Such multiprocessor platforms are referred to as identical multiprocessors.

� Next, we assume that our application is not amenable to table-driven scheduling. Due to

additional constraints (such as those referred to above), it is necessary that we use an eÆcient

run-time scheduling algorithm. We assume that this scheduling algorithm is EDF. One of

1Thus, the scheduling problem reduces to the problem of constructing a schedule of length equal to this common

period, which is then repeatedly executed.
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the advantages of EDF scheduling on identical multiprocessor platforms is that the number

of preemptions and interprocessor migrations can bounded from above at the number of

jobs being scheduled. (Upon multiprocessor systems in which di�erent processors may have

di�erent speeds, implementations of EDF generally require a signi�cantly larger number of

preemptions and interprocessor migrations.)

Our approach in this paper is to �rst abstract out the \pure" scheduling-theoretic tradeo�s

involved in choosing a particular multiprocessor computing problem | this gives rise to the gen-

eralized multiprocessor feasibility (GMF) problem (De�nition 1). We motivate, formally

state, and solve this scheduling problem in Sections 2.1 and 3. We believe that the GMF problem

is interesting in its own right, and obtaining an eÆcient solution to it is one of the major contribu-

tions of this paper. In Section 4, we explain how solving the GMF problem permits us to synthesize

energy-eÆcient multiprocessor real-time systems; in particular, we focus here on synthesizing EDF-

scheduled systems upon multiprocessor platforms comprised of several identical processors.

Prior research on energy-aware multiprocessor scheduling. While a signi�cant amount

of research has been done over the last decade on addressing energy considerations in real-time

systems (e.g., see [12, 17, 21, 20, 27, 28, 31, 32, 33] | this list is by no means exhaustive), much

of this work has focused on dynamic-voltage-scaling (DVS) techniques. Also, most previously-

proposed algorithms are applicable either to uniprocessor systems, or to relatively simple table-

driven, frame-based multiprocessor ones. Our research di�ers from most of the work cited above in

that we are considering the issues of system synthesis and pre-run-time scheduling for signi�cantly

non-trivial multiprocessor systems. While DVS techniques could perhaps be used in conjunction

with the techniques we devise, they are not directly related to our work and are in fact somewhat

orthogonal to it.

Research is being conducted under several projects on the issue of energy-aware system synthe-

sis, our focus here. Particularly notable are the Power-aware Multiprocessor Architecture

(PUMA) project [22, 29] from the University of Southern California, and the MIT �AMPS

project [8]. Our research di�ers from these and other similar projects in that we are taking a more

scheduling-theoretic approach: we seek to adapt the most recent results in multiprocessor real-time

scheduling theory for obtaining energy-aware system designs, and to help drive the agenda in multi-

processor scheduling research towards becoming more cognizant of energy-eÆciency considerations.

2 Background and motivation

Task and machine model. We assume that our multiprocessor platforms are preemptive shared-

memory multiprocessors (SMP's), and that our scheduling model is as a consequence preemptive

(i.e., a job executing on a processor may be interrupted and its execution resumed later at no cost

or penalty), and allows for the interprocessormigration of jobs (a preempted job may resume exe-

cution upon the same or a di�erent processor as the one it had executed upon prior to preemption,

again at no additional cost).

As stated in Section 1 above, we will assume in this paper that our real-time workload is

completely known at system design time, and is comprised of independent preemptive periodic

tasks. First, we will consider the case where all these tasks have the same period. In this case, the

problem of constructing an in�nite schedule for the tasks reduces to the problem of determining

a schedule for one period, which is then repeated over and over again. Hence, we will model our
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real-time workload as a collection of independent jobs, with the understanding that these jobs are

repeated with a common period. (Such a strategy could of course also be used in case of di�ering

periods, by constructing a schedule over the hyperperiod | the least common multiple of the

individual periods | and repeating this schedule every hyperperiod. However, such an approach

leads to combinatorial explosion in that exponentially many jobs of each periodic task will may

need to be considered.)

A hard-real-time job J = (a; c; d) is characterized by three parameters: an arrival time a,

an execution requirement c, and a deadline d, with the interpretation that this job must receive c

units of execution over the interval [a; d). A hard-real-time instance I is comprised of a collection

of such jobs.

In many embedded applications, the hard-real-time jobs comprising a real-time instance I are

generated by a �nite collection of sporadic tasks. A sporadic task �i = (Ci; Ti) is characterized by

two parameters: an execution requirement Ci and a minimum inter-arrival separation parameter Ti.

Such a sporadic task generates an in�nite number of jobs, each having an execution requirement of

Ci and a deadline Ti time units after its arrival time. The �rst job may arrive at any time-instant;

successive arrivals are separated by at least Ti time units. A sporadic task system consists of several

such sporadic tasks that are to execute on a speci�ed processor architecture. Let � = f�1; �2; : : : ; �ng

denote a sporadic task system. We will use the notation I(�) to denote the real-time instance

comprised of all the jobs generated by the sporadic tasks in sporadic task system � .

2.1 Identifying the Design Space of Possible Multiprocessor Implementations

We have argued in the introduction that while it is generally more energy-eÆcient to use multiple

processors instead of one, the total computing capacity needed to execute a particular workload

tends to increase as the number of processors increases. Unfortunately, deducing the exact rela-

tionship between the number of processors required and the total computing capacity needed can

be quite hard. We illustrate this point by considering the generalized multiprocessor feasibility

problem, which we now de�ne as a language-membership problem.

De�nition 1 (The generalized multiprocessor feasibility (GMF) problem) Let I = fJ1; J2;

: : : ; Jng denote a hard-real-time instance, and Smax and Ssum be positive real numbers. We say

that (I; Smax; Ssum) 2 GMF i� instance I is feasible upon some platform of cumulative computing

capacity Ssum, in which no processor has computing capacity greater than Smax.

De�nition 2 Given a hard-real-time instance I = fJ1; J2; : : : ; Jng and positive real number Smax,

let GMF(I; Smax) denote the smallest value of Ssum such that (I; Smax; Ssum) 2 GMF.

How does the GMF problem relate to our problem of embedded-system synthesis to minimize

energy consumption? For a given real-time workload I, if GMF(I; Smax) were to be independent of

Smax, then as we have stated in the introduction (and will prove in Section 2.2), the most eÆcient

implementation would be the one with maximum parallelism. However, we will illustrate via an

example (Section 3) that GMF(I; Smax) is not independent of Smax; rather, it tends to increase as

Smax decreases. Consequently, our synthesis problem is transformed to the problem of determin-

ing the critical value of the ordered pair (Smax;GMF(I; Smax)) for which energy consumption is

minimized.

As will be proved in Section 3, there is non-trivial relationship between the total computing

capacity of any platform upon which a real-time instance is feasible, and the fastest processor
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in that platform: this is the relationship that is captured in the de�nition of the GMF problem.

Determining the most-energy-eÆcient platform upon which workload I can be scheduled to meet all

deadlines essentially requires that a solution space be determined, i.e., ordered pairs (Smax; Ssum)

such that I can be scheduled to meet all deadlines upon a platform of cumulative computing

capacity at most Ssum and in which no individual processor has computing capacity greater than

Smax. For simple workloads comprised entirely of a �xed collection of independent jobs (as in

the statement of the problem and the example above), we will show (Section 3) that this solution

space can be represented as a collection of linear constraints, and that the GMF problem can be

eÆciently solved using standard linear programming techniques. However, the problem becomes

considerably more diÆcult if the instance to be scheduled is represented more succinctly than by

enumerating all jobs (e.g., as systems of periodic or sporadic tasks) or if resource-sharing constraints

added. Solving this problem is an essential prerequisite to obtaining optimal or near-optimal energy-

eÆcient implementations of embedded real-time systems.

2.2 How Multiprocessor Scheduling Relates to Energy Consumption

The e�ect of varying processor voltage (and hence varying the processor's energy consumption)

upon the processor's computing capacity has been thoroughly explored during the last decade.

The speed or computing capacity of a processor has been shown to be approximately directly

related to its clock frequency fc:

speed / fc :

For CMOS (and related) technologies [10], the Power consumed satis�es the following relationship:

Power / fcV
2 ;

where V denotes the voltage supplied to the processor. Operating at a lower supply voltage results

in increased circuit delay and consequently decreased frequency fc. The relationship here is [19]

fc /
(V � VT )

2

V
;

where VT denotes the threshold voltage and is a property of the processor chip. Hence, we see that

Power / V (V � VT )
2; and (1)

speed /
(V � VT )

2

V
(2)

When VT � V , we have the approximate relationships (Power / V 3) and (speed / V ); i.e.,

Power / speed3 : (3)

This states that the power consumed by a processor is approximately proportional to the cube of

its speed or computing capacity. That is, in obtaining a computing capacity of s on a uniprocessor

platform, the power consumed is k � s3, where k is the constant of proportionality. If we were to

instead obtain the same cumulative computing capacity by havingm processors, each of computing

capacity s=m, executing in parallel, then the total power consumption would be approximately

m � k �
� s

m

�3
=

1

m2
� k � s2;

which is 1
m2 times the power consumed by a uniprocessor platform of equal capacity.
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Observe that the power consumption of a multiprocessor platform relative to that of a com-

parable uniprocessor platform approaches zero as m ! 1. This may suggest that we can reduce

energy consumption to arbitrarily low levels by making the number of processors m as large

as possible, with each processor of very low computing capacity . However, this is clearly

not possible: in the job model typically used in real-time scheduling (and assumed here), individual

jobs are executed sequentially . Hence, there is a certain minimum speed that the processors must

have if individual jobs are to complete by their deadlines: At the very least, computing capacity

must be suÆcient to complete each job between its arrival and its deadline.

In implementing energy-aware real-time systems on multiprocessor platforms, the tradeo� is

thus as follows: while increasing the number of processors results in lower energy consumption for

a given computing capacity, the fraction of that capacity that is guaranteed available for executing

the real-time workload decreases as the number of processors increases.

3 The Generalized Multiprocessor Feasibility Problem

Recall the de�nition of the generalized multiprocessor feasibility problem:

De�nition 1 (GMF problem (page 5)) For any hard-real-time instance I and positive numbers

Smax and Ssum, (I; Smax; Ssum) 2 GMF i� instance I is feasible upon some platform of cumulative

computing capacity Ssum, in which no processor has computing capacity greater than Smax.

A note. A reasonable question to ask at this instant is this: Why have we chosen to specify

the GMF problem in terms of the total computing capacity and the computing capacity of only the

fastest processor? After all, the computing capacities of the processors other than the fastest

also contribute to the total energy consumption: assuming that the constant of proportionality in

Equation 3 is unity, the power consumption of a platform comprised of two processors of speeds

one and one is 13 + 13 = 2, while that of a platform comprised of three processors of speeds one,

one-half, and one-half is 13 + (1
2
)3 + (1

2
)3 = 1:25; this despite the fact that both platforms have the

same cumulative capacities and fastest processors.

To answer this question, recall that while the GMF problem is concerned with the feasibility

question (\does there exist a schedule of the real-time instance?") our goal is to implement real-

time systems upon EDF-scheduled identical multiprocessors. To achieve this goal, we will

make use of a result from [15] (reproduced below, as Theorem 3), which relates EDF-schedulability

upon identical multiprocessors to feasibility upon a multiprocessor platform with known cumulative

and maximum computing capacities. Since Theorem 3 makes use of only the cumulative capacity

and the fastest processor speed, we have chosen to simplify the de�nition of the GMF problem by

restricting its focus to just these two quantities.

In Example 1 below, we illustrate (i) how GMF(I; Smax) may be determined by careful case-

analysis for particular values of I and Smax, and (ii) how solutions to the GMF problem may help

determine energy-eÆcient multiprocessor implementations for I.

Example 1 Consider the real-time instance I comprised of the following three jobs:

J1 = (0; 1; 1),

J2 = (0; 2; 2), and

J3 = (0; 4; 4),
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where (as before) J = (a; c; d) denotes a job arriving at time instant a and needing to execute for

c time units by a deadline at time instant d. Suppose that we wish to schedule this instance on

a processing platform in which processor speeds will remain static during run-time (i.e., dynamic

power management is not an option).

Step x1: Solving the GMF. We consider four di�erent scenarios:

Scenario 1: Suppose that the fastest available processor has a computing capacity of one unit of

work per time unit. In that case, it is not diÆcult to see that each job must execute on a

di�erent processor and all processors must be of the same capacity. Such a platform has a

cumulative computing capacity of three. Thus, GMF(I; 1) = 3.

Scenario 2: Suppose that the fastest available processor has a computing capacity of (at least)

7=4 units of work per time unit. In that case, it may be veri�ed that the EDF algorithm

will successfully schedule all three jobs on a single processor of computing capacity 7=4, by

executing J1 over [1; 4=7), J2 over [4=7; 12=7), and J3 over [12=7; 4). That is, the cumulative

computing capacity of a platform comprised of individual processors of computing capacity

no more than 7=4 units of work per time unit is 7=4. Equivalently, GMF(I; 7=4) = 1:75

Scenario 3: Suppose that the fastest available processor has a computing capacity of 3=2 units

of work per time unit. In that case, GMF(I; 3=2) = 2; i.e., any platform that successfully

schedules I must have a cumulative computing capacity of at least two. This is seen as

follows:

� Over [2; 4), job J3 may execute on the faster processor, and thus complete 3
2
� 2 = 3

units of work. This implies that a total of 1+2+1 = 4 units of work (e1+ e2 + the one

unit of e3 not completed during [2; 4)) must be done over [0; 2). Hence, at least 2 units

of work must be done in each time unit, i.e., the cumulative computing capacity is at

least two.

� The following schedule upon a platform comprised of two processors P1 and P2, of

computing capacity 3=2 and 1=2, respectively, completes all three jobs by their deadlines:

P1: J1 executes over [0;
2
3
), J2 over [

2
3
; 2), and J3 over [2; 4);

P2: J3 executes over [0; 2).

Scenario 4: Suppose that the fastest available processor has a computing capacity of 5=4 units

of work per time unit. In that case, a 2-processor system with processor speeds equal to

1:25 and 1:0 respectively (i.e., GMF(I; 5=4) = 2:25) will successfully schedule the system, as

follows:

J1 is scheduled during [0; 1) upon the slower processor for one unit of execution,

J2 is scheduled over [0; 0:8) upon the faster processor and [1; 2) upon the slower processor for

a total of (0:8� 1:25 + 1� 1) = 2 units of execution, and

J3 is scheduled over [0:8; 4) upon the faster processor for a total of (4:0 � 0:8) � 1:25 = 4

units of execution.

To see that no platform with fastest processor of speed 1:25 can have total capacity less than

2:25, notice that the work that must be done over the interval [0; 2) is at least (1 + 2 + 4)�

1:25 � 2 = 4:5; hence, at least 2:25 units of work must be performed per unit time.
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Step x2: Choosing an energy-eÆcient design. Suppose that the available processors upon

which to synthesize this system may run at a maximum speed of 2:0 units of execution per time

unit. In Step x1 above, we explored the multiprocessor design space for this real-time system by

iterating through the possible values of Smax starting at this maximum speed and iterating in steps

of 0:252, and obtained the following possible con�gurations.

Smax GMF(I;Smax) con�guration

< 1.0 1 (not feasible)

1.0 3.0 [1; 1; 1]

1.25 2.25 [1:25; 1]

1.5 2.0 [1:5; 0:5]

�1.75 1.75 [1:75]

As we saw in Section 2.2 (Equation 3), the amount of energy consumed by a processor is approx-

imately proportional to the cube of its speed. Assuming that the constant of proportionality in

Equation 3 is equal to unity, the energy consumed by each of the four (feasible) con�gurations

above would be 13 + 13 + 13 = 3, 1:253 + 1:03 = 2:953125, 1:53 + 0:53 = 3:5, and 1:753 = 5:359375,

respectively. Consequently, the second con�guration, with 2 processors of speeds of 1:25 and 1:0

respectively, would be optimal from the perspective of energy consumption.

Given a hard-real-time instance I and positive real numbers Smax and Ssum, we now describe

how to construct a series of linear inequalities, denoted by (4){(7) below. We prove (Lemmas 1

and 2) that these inequalities together have a feasible solution if and only if I is feasible upon a

multiprocessor platform of cumulative computing capacity Ssum in which no processor has com-

puting capacity greater than Smax. Determining whether I is feasible upon such a platform is

thus transformed to the linear programming problem of determining whether the linear inequalities

(4){(7) have a feasible solution.

Observe that the 2n points
Sn

i=1fai; dig partition the time-line between minni=1faig and maxni=1

fdig into p segments each of non-zero length, for some p � 2n� 1. Let us denote the length of the

j'th such inteval as `j , for 1 � j � p. We de�ne n� p variables xi;j, 1 � i � n and 1 � j � p. The

variable xi;j represents the rate at which job Ji executes during the j'th interval, for each 1 � i � n

and 1 � j � p.

� Certain of these variables are set equal to zero; speci�cally,

(8i : 1 � i � n : (8j : the j'th interval does not lie in [ai; di) : xi;j = 0)) : (4)

That is, for each i, the xi;j's corresponding to all intervals that lie before ai or after di are

set equal to zero.

� No job may execute at a greater rate during any interval than can be accommodated by the

fastest processor available; this is formalized in the following constraints:

(8i : 1 � i � n : (8j : 1 � j � p : 0 � xi;j � Smax)) : (5)

2In practice, we would iterate in much smaller increments | perhaps 0:01; for each value of Smax selected during

this iteration, we would solve the corresponding GMF problem. Since this step is done once during system synthesis

(as opposed to dynamically during run-time), the added computational cost of �ner-grained iteration is not a major

consideration.
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� During each interval, the total amount of capacity assigned all the jobs cannot exceed the

cumulative capacity of the entire platform; this is formalized in the following constraints:

(8j : 1 � j � p :

nX
i=1

xi;j � Ssum) : (6)

� For feasibility, each job must be allocated (at least) as much execution as its execution

requirement; this is formalized in the following constraints:

(8i : 1 � i � n :

pX
j=1

(xi;j � `j) � ei) : (7)

The following two lemmas demonstrate the equivalence between the generalized multiprocessor

feasibility problem and the problem of determining whether a collection of linear inequalities is

feasible.

Lemma 1 Given a solution to the linear inequalities (4){(7), we can construct a schedule meeting

all deadlines for I upon any multiprocessor platform of cumulative computing capacity Ssum in

which no processor has computing capacity greater than Smax.

Proof Sketch: Let (xi;j)i=1;:::;n;j=1;:::;p
denote the solution to the linear inequalities (4){(7).

The schedule that assigns (xi;j � `j) units of execution to job Ji during the j'th interval for all

i; 1 � i � n and all j; 1 � j � p, would meet all deadlines of all jobs in I.

Lemma 2 Given any schedule meeting all deadlines for I upon some multiprocessor platform of

cumulative computing capacity Ssum in which no processor has computing capacity greater than

Smax, we can obtain a feasible solution to the linear inequalities (4){(7).

Proof Sketch: Let (ei;j)i=1;:::;n;j=1;:::;p
denote the amount of execution assigned to job Ji during

the j'th interval in the schedule meeting all deadlines for all i; 1 � i � n and all j; 1 � j � p. A

feasible solution to the linear inequalities (4){(7) is obtained by assigning variable xi;j the value

(ei;j=`j), for all i; 1 � i � n and all j; 1 � j � p.

Observe that Constraints (4) and (5) together give rise to n� p linear inequalities, Constraints

(6) give rise to p inequalities, and Constraints (7) give rise to n inequalities, for a total of (np+p+n)

inequalities. Since p � 2n�1, at most (2n2+2n�1) inequalities are generated | i.e., a polynomial

number of inequalities. Now the problem of determining GMF(I; Smax) | the smallest Ssum such

that hard-real-time instance I is feasible upon a platform with cumulative capacity Ssum in which

no individual processor has computing capacity greater than Smax | is equivalent to solving the

following linear programming problem:

Do the (np+ p+ n) linear inequalities (4){(7) have a solution?

Thus, an instance of the GMF problem is converted, in polynomial time, into an instance of the

linear programming problem on a polynomial number of variables. Since the linear programming

problem is known to be solvable in polynomial time, it follows that

Theorem 1 The GMF problem has a polynomial-time algorithm.
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Sporadic task systems. If it is a priori known that I = I(�) for some sporadic task system

� (i.e., that instance I is generated by sporadic task system �), then the GMF problem is easily

solved. Let

Usum(�)
def

=
X

(Ci;Ti)2�

Ci

Ti
; and Umax(�)

def

= max
(Ci;Ti)2�

�
Ci

Ti

�
:

First, observe that we must have Ssum � Umax(�), since it is possible that all tasks generate a job

simultaneously and each task then generates subsequent jobs as soon as legal. Similarly, we must

have Smax � Umax(�), in order to be able to meet all deadlines of the maximum-utilization task

under such a scenario. A platform comprised of n processors of computing capacities u1; u2; : : : ; un
respectively would have total computing capacity Usum(�) and fastest processor computing capacity

Umax(�), and hence be optimal in terms of simultaneously minimizing both Ssum and Smax. We

therefore have the following result concerning the GMFwhen the workload is generated by a sporadic

task system � .

Theorem 2 Let � denote a sporadic task system, and I(�) range over all legal collections of

real-time jobs generated by � . Then

GMF(I(�); Smax) =

�
1 if Smax < Umax(�)

Usum(�); if Smax � Umax(�)
(8)

That is, � is not feasible upon a multiprocessor platform in which the fastest processor has speed

less than Umax(�), regardless of the cumulative computing capacity of the platform; if processors

with speed at least Umax(�) are available, then a cumulative computing capacity of at least Usum(�)

is (necessary and) suÆcient to guarantee feasibility.

4 Energy-optimized system synthesis

x1. General workloads. For a given real-time instance I speci�ed as a collection of independent

jobs, we have seen (Example 1 in Section 3 above) how the space of possible multiprocessor designs

can be explored by iterating through values of Smax; for each value of Smax so considered, the most

energy-eÆcient implementation can be deduced (as was done in Example 1) and the implementation

found to be most energy-eÆcient subsequently selected.

For real-time systems that are to be scheduled at run-time by table-driven schedulers, such an

iterative approach to exploring the multiprocessor implementation space may suÆce for obtaining

the most energy-eÆcient system implementation (provided the algorithm used for solving the GMF

problem during each iteration is constructive, i.e., it either explicitly or implicitly constructs the

required schedule). In many systems, however, a table-driven scheduler is not an option, either

because the workload is dynamic, or because the table would be too large to store in memory. (For

recurring tasks, a table of size proportional to the least common multiple of the task periods may

be required. This value can be exponential with respect to the representation of the task system.)

Recall (from Section 1) that our objective is to design a method to synthesize an energy-eÆcient

EDF-scheduled identical multiprocessor implementation of given real-time workload I. The

GMF problem, on the other hand, is concerned with feasibility upon multiprocessor platforms in

which all processors need not be of the same speed: for such platforms, the GMF problem restricts

attention to the cumulative computing capacity of the platform the speed of the fastest processor.
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To obtain an EDF-scheduled implementation upon identical multiprocessors from a solution to

the GMF problem, we make use of the following result from [15], which relates feasibility upon

(non-identical) multiprocessor platforms to EDF-feasibility upon identical multiprocessors.

Theorem 3 (Theorem 5 from [15]) Let I denote a hard-real time instance, which is feasible on

a multiprocessor platform with total computing capacity Ssum in which the fastest processor has

computing capacity Smax. Instance I is scheduled to always meet all deadlines on m processors

each of computing capacity s by EDF, provided

Ssum � m � s� (m� 1)Smax : (9)

Given hard-real-time instance I comprised of independent real-time jobs and positive real num-

bers Smax and Ssum, we had proved in Section 3 above (Lemmas 1 and 2) that the series of linear

inequalities (4){(7) de�ned in Section 3 together have a feasible solution if and only if I is feasible

upon a multiprocessor platform of cumulative computing capacity Ssum in which no processor has

computing capacity greater than Smax. Equivalently, any values for (Smax; Ssum) satisfying inequal-

ities (4){(7) represent a feasible implementation for I. Hence by Theorem 3 above, if (Smax; Ssum)

satisfy inequalities (4){(7) then I can be EDF-scheduled upon m identical processors of speed s

each, where Smax, Ssum, m, and s satisfy Equation 9. And, the energy consumed by this implemen-

tation would be proportional to m� s3. Since our objective is to minimize the energy consumed,

the systhesis problem can therefore be stated as the following (non-linear) optimization problem.

Problem EnergyOpt

Minimize
�
m� s3

�
subject to the following constraints:

1. m an integer;

2. Ssum �m � s� (m� 1)Smax; and

3. the linear inequalities (4){(7).

Thisproblem can be solved using standard techniques for non-linear optimization.

x2. Sporadic workloads. For a real-time instance I that is a priori known to have been

generated by a sporadic task � system with known parameters, we have seen (Theorem 2) that there

are unique optimal values for the speed of the fastest processor (Smax) and the cumulative computing

capacity (Ssum) of multiprocessor platforms upon which I is guaranteed feasible: necessary and

suÆcient conditions for I to be feasible upon a multiprocessor platform are that the total computing

capacity of the platform be at least Usum(�), and the fastest processor be of speed at least Umax(�).

When the optimal values of (Smax; Ssum) are unique (and can be easily identi�ed) for a given

real-time workload I in this manner, the energy-optimal EDF-scheduled identical multiprocessor

implementation of I can be more eÆciently determined than by solving the non-linear optimization

problem above, as we now show. In the following, we set Ssum  Usum(�), and Smax  Umax(�)

From Equation 9, we can derive an expression for the minimum value of speed in terms of the

number of processors m:

speed �
Ssum � Smax

m
+ Smax (10)
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Hence, by Expression (10), the total power consumed when workload I is scheduled on m

identical processors using EDF satis�es

Power(m) / m�

�
Ssum � Smax

m
+ Smax

�3

: (11)

The value of m that minimizes the power consumed can be obtained by taking the derivative of the

right-hand side of Expression (11) with respect to m, and setting the resulting expression equal to

zero. Solving for m, we get

m = 2�

�
Ssum

Smax
� 1

�
: (12)

Since the number of processors must be integral, we require that m be either the 
oor or the

ceiling of the expression on the right-hand-side of Equation 12. To determine which one, we simply

substitute both into the right-hand-side of Equation 3, which computes the total amount of energy

consumed, and choose the value that yields the minimum energy consumption. In detail, this

algorithm is

Algorithm EnergyOpt-Sporadic

1. Determine Smax and Ssum: by Theorem 2, Smax = Umax(�) and Ssum =

Usum(�).

2. Use Equation 12 to determine how many processors would be needed

to obtain an energy-optimized implementation of I upon an EDF-

scheduled identical multiprocessor platform. (Since Equation 12 may

yield a non-integral result, both the ceiling and the 
oor of this result

may need to be considered in the next step.)

3. Use Equation 3 to determine how much energy would be consumed

if this particular EDF-scheduled identical multiprocessor con�guration

were to be used.

We illustrate by an example.

Example 2 Consider a sporadic task system � with Usum(�) = 2:1 and Umax(�) = 0:8. By

Theorem 2, any instance I(�) of jobs generated by this sporadic task system is feasible upon

a multiprocessor platform with total computing capacity equal to 2:1 and in which the fastest

processor has speed 0:8. By Equation 12,

m = 2�

�
2:1

0:8
� 1

�
= 3:25

Since we cannot have a fractional number of processors, we must evaluate both the implementation

with 3 processors, and the one with 4 processors:

With 3 processors: By Equation 10, the speed of each processor is (2:1 � 0:83 + 0:8) = 3:7
3
. By

Equation 3, the power consumption of this implementation is 3� (3:7
3
)3 = 5:62811.

With 4 processors: By Equation 10, the speed of each processor is (2:1� 0:84 + 0:8) = 1:125.

By Equation 3, the power consumption of this implementation is 4� 1:1253 = 5:6953125
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# processors m speed = 2:1�0:8
m

+ 0:8 Power = m� speed3

(by Equation 10) (by Equation 3)

1 2:1 1� 2:13 = 9:261

2 1:45 2� 1:453 = 6:09725

3 1:2333 3� 1:23333 = 5:62811

4 1:125 4� 1:1253 = 5:6953125

5 1:06 5� 1:063 = 5:95508

Table 1: EDF-scheduled identical multiprocessor implementations of the sporadic task system of

Example 2 on di�erent numbers of processors.

Hence the most energy-eÆcient implementation of this hard-real-time task system as an EDF-

scheduled identical-multiprocessor system is on 3 processors, each of computing capacity 3:7
3
. This

is borne out by examining the implementations on one through �ve processors (Table 1).

x3. General workloads: When solving the general optimization problem is too ex-

pensive. While excellent tools exist for solving non-linear optimization problems such as the one

that lies at the heart of Algorithm EnergyOpt , the fact remains that this problem may not have a

polynomial-time solution. If the exponential time taken to solve this optimization problem is not

acceptable, we can obtain a sub-optimal solution by applying an iterative technique (as we did in

Example 1) to explore the design space of possible multiprocessor implementations of the system,

by iterating through possible values of Smax. That is, we would iterate through possible values of

Smax in steps of some prede�ned size (the �ner the granularity of the iteration, the closer to the

optimal solution we are likely to come). For the value of Smax considered during each iteration, we

would determine Ssum  GMF(I; Smax), and use Steps 2 and 3 of Algorithm EnergyOptSporadic to

compute the energy consumed if this particular con�guration were to be implemented using EDF

on identical multiprocessors. After all values for Smax have been iterated through, we would select

for synthesis that particular con�guration that yields the most energy-eÆcient implementation.

5 Conclusions

The advent of reasonably-priced shared-memory multiprocessor architectures, and corresponding

advances in multiprocessor real-time scheduling theory, have made it possible to implement real-

time systems upon multiprocessor platforms. One of the bene�ts of such multiprocessor implemen-

tations is energy eÆciency: since the energy consumed by a CMOS circuit is approximately pro-

portional to the square of the power supply voltage while the computing capacity is approximately
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proportional to the supply voltage, the total energy consumed by an m-processor multiprocessor

platform is approximately 1
m2 times the power consumed by a uniprocessor platform of the same

computing capacity. However, in contrast to the uniprocessor case in which provably optimal run-

time scheduling algorithms (such as EDF) exist, not all the computing capacity of a multiprocessor

platform may be available for executing a given real-time workload; in general, the fraction of the

total computing capacity of an m-processor platform that is guaranteed available for executing a

given arbitrary real-time workload tends to decrease with increasing m.

In this research, we have studied the problem of synthesizing a multiprocessor real-time system

to implement a given real-time workload, with the objective of minimizing the energy consumed

by the real-time system during run-time. Our target real-time applications are mass-produced

embedded systems in which the real-time workloads are simply characterized and the run-time

control system needs to be kept simple. Hence, we restricted our attention to

� workloads that are comprised either of (i) independent real-time jobs, each characterized by

an arrival time, and execution requirement, and a deadline, such that all the jobs must be

repeatedly executed with a common period (the \window" of the system), or (ii) independent

sporadic tasks, each characterized by an execution requirement and a period (all periods are

not required to be equal);

� multiprocessor platforms that are comprised of several identical processors, and that use no

dynamic energy management techniques (such as Dynamic Voltage Scaling { DVS) during

run-time; and

� systems that are scheduled using the widely-used, eÆciently-implementable preemptive EDF

scheduling algorithm.

For such systems, we have derived algorithms for optimally synthesizing multiprocessor implemen-

tations of given real-time workloads in order that the resulting system minimizes the amount of

energy consumed. For workloads comprised entirely of sporadic tasks, we have shown (Algorithm

EnergyOpt-Sporadic) that determining the energy-optimal implementation can be done in polyno-

mial time. However for systems comprised of independent jobs that are repeatedly invoked with a

common period, our algorithm (Algorithm EnergyOpt) for determining the energy-optimal imple-

mentation requires that a non-linear optimization be solved. Since the system is synthesized prior

to run-time, we believe that this doesn not place an unreasonable computational requirement; how-

ever, if solving the non-linear optimization problem turns out to be computationally intractable,

we have proposed (in Section 4) a polynomial-time technique for approximating the solution to the

non-linear optimization problem.
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