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Abstract

We presenttechniquesfor creatinga Spatially AugmentedReality
for moving polygonalobjectsin anindoor ervironmentanda sys-
temthat usesthesetedhniquesfor paintingin 3D on theseobjects
in real time By tracking the objectand projectingon its different
surfaceswith two or more projectors, our systentreatesa dynamic
spatiallyaugmentedersionof the objectthatis registeredwith the
real objectasit moves.Alongwith modificationof thelighting and
material properties,our applicationallows real-time3D painting

onthesurfaceofthereal object. Eventhoughextensivauserstudies
for this applicationhavenot yetbeendone the applicationis new

and compellingenoughevenat the proof of conceptstage to war-

rant further exploration into this areato solveall of the problems
encountezd, particularly into the problemof real-timeblendingof

the projectedimagesin the areasof projectoroverlap.

Keywords: Applications,3D Painting, Spatially AugmentedRe-
ality, Projector Tracking,Human-Computeinterface
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1 Introduction

Spatiallyaugmentedeality ([13]) is a techniquein which we in-
troducecomputergeneratedmageryon top of real-world objects,
thatletsmultiple independentiewersseeanaugmentedersionof
their surroundingsn stereowithout the needfor headtrackingor
head-mountedisplays.

The Shader Lampstechnique[11]) shavs away of alteringthe
color, lighting, diffuse and speculampropertiesof static objectsby
projectingon themusingimage-basedlumination. Whatif these
objectscouldbe allowedto move in arbitraryways,retainingtheir
currentstateof shadingasthey did so?For the purpose®f interac-
tive shadingof the objects,a paintinginterfaceseemsdeal. Soin
sucha systeml’d be ableto drav somethingon an objects faces,
andthenpassit to you to examineandaddto it. This wasthe vi-
sion that guidedthe startingof this work. It wasaccomplisheds

a courseprojectin the UNC courseon Exploring Virtual Worlds
offeredin the springof 2000.

Therestof this documenis organizedasfollows. Section2 de-
tails the goalsand objectives that we startedout with. Section3
dealswith the actualproof-of-concepimplementationthe issues
thataroseandthedecisionamadein thedevelopmenif thisimple-
mentation. Section4 summarizeghe initial reactionsof usersof
the paintsystem alongwith avisual sampleof whatthe systemis
currentlycapableof. Section5 talks aboutsomeof theissueghat
currently needto be addressea@nd how we are planningto deal
with themin the shortto mediumterm, and section6 concludes
with a summaryand an indication of the exciting challengesand
future possibilitiesfor researclin this area.

2 Objectives

Initially ourtechnologicabbjective wasto createanapplicationfor
painting on a moving objectin a virtual ervironmentusing pro-
jectedimagery Thiswasto beaccomplishedn two distinctstages:

1. Painting on a staticreal objectusing a hand-heldtracker as
a paintbrush,and a setof projectorsasa display device for
projectingcolor patternsontothefacesof the object.

2. Lettingtheobjectmove, andthe color patternsstayregistered
on its facesand move with it. This would createa truly dy-
namicervironment.

In the currentsystemwe take theseobjectvesfurther by fusing
thetwo andmakingmaving andpaintingwork togethersimultane-
ously sothatonecouldpainton amoving objectandhave the paint
appeain theright place.

3 Implementation

3.1 System details

The modeling and renderingcode in our systemruns on a sin-
gle pipe of an SGI InfiniteReality2[10]engine,thoughit is fully



portableto a PC platform, which we have demonstratedThe dis-
play is on Sory LCD projectors. The tracker we use currently
hasdriversonly for the SGI platform, so on the PC versionof the
systemwe areinvestigatingthe useof alternatetrackersandeven
camera-basetlacking.

3.2 Issues

Someof the major problemsthatweredealtwith wereasfollows:

e Suitability of ary realobjectfor beingprojectedandpainted
on.

e Setup and Calibration of the projectorsto displayin world
coordinates.

e Modeling of therealobjectinto 3D geometryandtexture co-
ordinates.

e Display and Registration of the projectionsontothe object.

e Tracking and Updates of the real objects positionand ori-
entationasthe usermovesit around.

e Lighting and Material propertiesof the object,andhow to
modify themwith image-basedlumination

e 3D Painting with brush functions and mapping from 3D
pointsto texture coordinates

e Rendering, the actual projectionstepfrom two projectors,
updatedsimultaneouslyor all-aroundviewing of the object.

3.3 Choice of Object

Theidealobjectmustbe dull (not specularsothatwe may project
ary arbitraryillumination ontoit. It mustbe neutal (not dark or
colored)sothatwe cangeta wider rangeof colorsby projection.
It shouldbe lightweight (for easymanipulation)andreadily avail-
able. The proof of conceptcanbe shavn even with an objectof
small polygon count, thoughthe systemwill work with medium-
sizedpolygoncountobjectsaswell. Symmetryn theobjectis to be
avoided,though,sothattheregistrationof a particularfeatureonto
aparticularpolygonis discernibleasall polygonsdo notlook alike.

We chosea cuboid (madefrom a cardboardbox) asit satisfies
all the above propertiesand is sufficiently simple to modelas a
first objectwithout sacrificingary of the power of the underlying
techniques.Sofor examplewe canmove it aroundarbitrarily and
it looksuniqueat eachorientation;andwe canpaintonits facesor
aroundthe cornersandedgessothatthe colorsaresharecbetween
faces.

3.4 Tracking and Coordinates

We chosethe areausedfor the UltrasoundAugmentedReality ex-
perimentsetupfor settingup our system asit providesa largerel-
atively flat surfacealongwith anopticaltracker (the Flashpoint ™
5000from ImageGuidedTechnologiesnc., Derver, Colorado}hat
hasmultiple sensorsvith active LEDS thatcanbetracked simulta-
neously

We attacheda sensor(therig) with threeLEDs onto the object
beingtracked,andthecurrentpositionandorientationof thesensor
in tracker cordinateswas computedby the tracker driver routines
from the positionsof the LEDs. Anothersensot(the pointer) with
two LEDs senedasthe paintbrushthe positionof its tip wascom-
putedby extendingthe straightline joining the two LEDs forward
by afixed distance.This sensorhadonly five degreesof freedom
asit couldaccuratelycomputethe positionof the tip andthe pitch
androll componentof the sensors orientation,but not the twist
componenbf rotationaboutits longitudinalaxis. Thiswasnot per
ceived asa major problemdueto the way the brushwas modeled
(seeSectionblahblah).

Another simplification we male is that the world coordinate
frameis the sameasasthe tracker coordinateframe, whereashe
objectcoordinatesare specifiedin the coordinateframe of a sen-
sorthatis rigidly attachedo the object. This allows usto readthe
matrix that givesthe sensoipositionandorientationin tracker co-
ordinatesmultiply it with eachpoint on the object(a constantin
objectcoordinatespndgetthe coordinatest which the pointis to
berenderedlirectly.

3.5 Projector Setup and Calibration

Two projectorsare mountedin the ceiling facingeachother. The
projectordilt dovnwardsandtheirfield of view andzoomaresetto
coverthetrackingareaandhave alargeoverlapwithin thetracking
areato ensurethatall facesof the objectareilluminatedby atleast
oneprojectorwhile it is beingtracked.

Eachprojectomeedso becalibratedsothatit candraw correctly
in world coordinatesFor astaticworld, finding theinternalparam-
etersandtherigid transformatiorbetweerthe coordinatesystemof
the world andthe projectoris enough. Raskaret al in [15] solve
this problemby taking a setof fiducialswith known 3D locations
onthe physicalobjectandthenfinding the correspondingprojector
pixelsthatilluminate them,andsolving for the 3x4 projectionma-
trix correctto a constanscalefactotr which is thendecomposetb
yield theinternalandexternalparametersf the projector

We modify thismethodby addingthestipulationthatthecalibra-
tion pointsspanthe overlapof theprojectionandtrackingvolumes,
andareroughly uniformly distributed acrossthis intersectiorvol-
ume. This ensureshatthe calibrationis goodno matterwhereand
in which orientationwe placethe object.

Now thetracked objectcanbe dravn directly by concatenating
the internalandthe externalparameter®f the projector Theren-
dering processusesthe sameinternal and external parametersso
thatthe projectedmagesareregisteredwith the physicalobjects.

3.6 Registration

First, for the caseof oneprojector registrationmeanshatwe can
drav with someprecisionin world coordinates Staticregistration
isimprovedby improving the calibration,modelingthe objectmore
accuratelyandmoreaccuratédracking. Dynamictemporalregistra-
tion (for the imageto stay registeredas the objectmoves) needs
accurateas well asfasttracking, along with someprediction to
offsetthe effect of tracker lateng.

Our applicationis more sensitie to trackinglateny thancon-
ventional VR applications,as the renderedsceneis obsered to-
getherwith the real environment. In this situation,tracler lateng
and error cantranslateinto dynamicand static registrationerror,
respectiely. Dynamicregistrationerror causeshe moving userto
perceve shearingn the renderedsceneandthesefactorsdestry
theillusion of presence.

Futureversionsof the systemmay useanoptical, ceiling tracler
suchasthe 3rdTech HiBall [18, 19]. This tracker samplesover
onethousandeadingsgper secondhasa high statictrackingaccu-
ragy (low noise)aswell asa low enoughlateny. Togetherwith
techniguedor prediction[], this shouldsolve someproblemswith
lateng for the brush. For trackingthe object(s)being paintedon,
the shortterm solutionlies with multiple sensorsonnectedo the
sametracker coordinateframe, oneto eachobjectand preferably
wireless.For thepresenflashpoinL ED-basedpticalsystemthis
would meandefininga customtracker for eachobjectby planting
threewired LEDs in it at “good” locationsso thatin most posi-
tionsandorientationghey arevisible andtheobjectcanbetracled.
To extendthis for trackingin all orientationstheseLEDs canbe
plantedall aroundthe objectso that alwaysat leastthreeare visi-
ble, andary threevisible onesareusedto trackthe objectwith six



degreesof freedom.

3.7 Modeling

The modeling systemusedis essentiallythe sameas usedwith
ShaderlLamps[15] with a coupleof modifications.The vertex list
insteadof beinghardcodedn arraysis storedin afile. Thisfile is
theoutputof aprogramthatusesatracker to measurgointsonthe
object. A similar thing is donewith the edgelist, usinga surface
reconstructof9] to createthe meshconnectvity.

For eachtriangle we storea pointerto a texture mapobjectin-
steadof just an OpenGLtexture ID. This is becausaeve needto
storeeachtexturein anarrayalso,andmodify thatarrayduringthe
painting processat which point the GL texture objectis updated
with thenew valuesin thearray Thetexturecoordinatesrestored
pervertex in the modelfile. Right now texture coordinatesreob-
tainedmanuallybut for ary very complex examplethey will haveto
be automaticallygeneratedOneway is to usea cylinder or sphere
mappingandblow out all trianglesfrom a centralaxis or point to
thesurfaceof a cylinder or sphererespectrely, andthenmapcoor
dinateson the cylinder or sphereonto a rectangulamap. Special
carehasto be taken that no trianglessharethe sameregion of a
texture map, or elsepaintingin onetrianglewill causenadwertent
andabsurdchangesn thetexture of another This constrainttanbe
incorporatednto atexturecoordinateoptimizationstage([16], [7])
thatfollows the generatiorstage.

3.8 Rendering

The shadedmodelis currently renderedfrom two projectorson

two channelsof one graphicspipe of an SGI InfinityReality2
engine[10. The projectorsetupis with bothfacingeachotherand
slightly tilted dowvnwards,to bestcoverthetrackingregion andalso
minimize the overlap surfaceareal, so that wherever the object
is moved within the region, in mostorientationsit getsfull cov-

erageon mostof its surfaceswith doubleintensity artifactson as
few surfacesaspossible.Thewindow setupis with two viewports,
eachonemappedy screerplacemento feeda separatd 024x768
display channelswitchedto a projector The whole window is re-

freshedatthe sametime by swappingbuffers, sothatthe viewports
areupdatedsynchronously

On one graphicspipe we are able to achiere nearly 60 fps of
renderingspeedwith one or moretraclker updateseingreadper
frametime. Thelateng of 4-5 framesbetweerthetracker andthe
projectordisplayis a significantfactorleadingto breakin presence
whenthe objector the brushis moved at moderateto high speeds
- the shadedversionlagsbehindthe real one,asshavn in 3. For
staticor slow moving objects,however, the shadedobjectis dead
onin regionswherethe calibrationsamplepointsweretaken- thus
we stresgheimportanceof calibratingwith samplepointsthrough-
outtheprojectoroverlapregionandbeyond. Thelateng wouldim-
prove with theuseof amoreadwancedrackingtechnologyandalso
somepredictionof future tracker readingsusing a Kalman filter-
basedmethod.

Sincetheuseris nothead-trac&din our prototypesystemthere
is noview-dependenfspecular)ighting aspartof the shadetamp
vocahulary demonstrated The diffuse shadingthat is therelooks
correctfrom all userviewpointsandallows multiple simultaneous
users,following the paradigmof spatially augmentedeality first
introducedby [14] and subsequenthappliedto a table-topervi-
ronmentby [12]. View dependeneffects caneasilybeintegrated,
though for asingletrackeduserasdescribedn previouswork[13].

3.9 Interactive 3D Painting

Onceshadetampshadbeenextendedo moving surfacesthe next
stepwasto provide interactionthatletsonemodify the attributesof
the shadedamps(andhenceof the object)in realtime. Onecould
preprocessheseshadingattributesfor a demonstratiorof shader
lampswith ary given model, but ultimately we would like to be
ableto createthesedemoson thefly by modifying the shadingat-
tributesinteractvely. This is aninteractionprocesssimilar to that
of paintingthe modelsurface,sowe implementedhefirst applica-
tion of paintingfor spatiallyaugmentedealityin theform of shader
lamps.While it currentlypaintscolor directly andmodifieslighting
on the fly with a tracked light attachedo the brush,it canbe ex-
tendedto 'paint’ a new materialandapply a displacemenbr other
filter to the existing color or materialshading.

Thepaintingschemausedn this systems basedntheoneused
by Gregory et al [4] in theinTouchsystemfor haptic3d painting.
We maintainoneor moretexture mapsfor the model,with all the
triangleverticeshaving texture coordinatesnto oneof thesemaps.
Thefollowing arethe stepsin the paintingprocess:

3.9.1 Contact Determination by Proximity Detection

Rightnow we computeanaxis-alignedboundingbox for themodel
andthencheckthe transformedositionof the brushheadagainst
the boundingbox, andif outsidewe stop. This sases us wasted
checksfor trianglesto paintmostof thetime. Whenthechecksuc-
ceedswe find the perpendiculadistancebetweenthe brushhead
centerandthe planeof every trianglewithin the boundingbox, and
for thosewithin an admittancethresholdradius (a brushparame-
ter), we make surethe perpendiculadroppedrom thebrushcenter
falls within the triangle or upto an outsidetriangle mamin (nor
mally a constanttimesthe brushradius) outsideits edges. This
helpsto malke surethatthe blob of paintis not clippedto thetrian-
glewithin whichit liesbut stretchescrosgo neighboringriangles.
We collectalist of trianglesthathave metboth criteriafor sending
to thenext stage.

Notethatthis processouldbeimprovedvastlywith anoriented
boundingbox for the model, or someotherform of spacesubdi-
vision, mosteffectively hierarchicalsubdvision asin an AABB or
OBB-treeor an octree[3 2, 8, 5]. The proximity testbetweena
point and a polygonalsurfaceis besthandledas a sequentiatest
within a region culled usingboundingboxes. However for a more
realisticbrushgeometrya promimity packagesuchasPQP[6] may
beused.

3.9.2 Brush Function

This function,usedin blendingin the brushcolor with the color of
apoint, providesthefactora to be usedfor the blendasa function
of 3D point positiongiven the positionof the brush. We assumea
sphericalgeometryfor the brushheadanda correspondingpheri-
cal distribution of the functionaroundthe brushcenterc, with the
simpleformulafor BF atpoint x:

BF(x) =1— (r/R)*

wherer is the distancefrom c to x, andR is the constant‘brush
radius”.

Thisis alwaysbetweerD and1 for riR. Thusfor this BF to work
properly the brushadmittancehresholdmustbelessthanor equal
to the brushradius. Whenit is equal,a very fine film of paintis
depositedon trianglesat the fringe of the threshold. This when
coupledwith a larger than normal brushradiusleadsto what we
call the airbrushmode Whenthe thresholdis marledly lessthan
thebrushradius,however, depositionwill beimmediate strongand
bold. We usethis with a smallerbrushradiusandathresholdsetto



theradiusof aphysicalspheraattachedo thebrushheado simulate
the hapticor contactpaintingmode

3.9.3 Painting as Triangle Rasterization

Oneby one,thetriangleschoserto paintarescancorvertedor ras-

terizedusing a specialroutine taken from [4]. The routine steps
through2D pointson thetriangle's texture mapandcorresponding
3D pointsinterpolatedrom the 3D positionsof its vertices.

3.9.4 Texture Map Modification

The brushfunction evaluatedat the 3D point is usedto calculate
thenew valuein thetexture mapatits correspondingposition. The
formulausedis a simplealphablending:

RGB(z2q4) = RGB(z24) * (1 — BF(z34)) + RGB(brush)

BF(x34)

4 Initial User Reactions

Sincethe preliminaryproof of conceptimplementatiorof our sys-
temhasjustbeencompletedsystematiaiserstudydatais notavail-
able. The working systemwas demonstratedo leadinggraphics
researcherandstudentsaswell asto a mediacrew with no previ-
ousexposureto projectorbasedyraphicsresearchlt seemso hold
universalappealdueto its creationof art on real objectsin anaug-
mentedsetting,while alsodemonstrating stepaheadf the power
of shaderdampsin a directionthat may be critical to achieve the
goalof trueinteractvity andscalability

To the questionof how this comparedwith otherpainting pro-
grams- 2D imagebased3D modelbasedor fully immersvie (vir-
tual), theresponsevasthatthisis certainlydifferentfrom thoseap-
plicationsandhasawholenew rangeof applicationsencompassing
thosevisualizedfor shadelamps. Oneuserreinforcedour feeling
that the feedbackof real paint-basedand digital artistswould be
valuable. Accordingly in somefuture extensionswe planto study
whatthese“power users”think aboutthe system.Advancedtech-
nicaluserdovedtheartisticcapabilities put couldseethattracking
technologyandits lateny boundswere the significantbottleneck
in performanceaswell asbreakin AR presencdor thesystem.

5 Future Work

Therearea numberof unsohed problemswith the currentsystem
andthe whole paradigmof paintingfor SAR, the significantones
from whichwe list here:

e Tracking: The latency problemwill not go away soonas
thedisplay thetracker andthe projectoreachaddoneor two
framesof lateng. Ratherthangobackto the caseof notmov-
ing the object(staticshadetamps)or moving it in a slow, re-
strictedmanner(asin boltingit to a turntableor amechanical
arm) to reducelateng, the preferredsolutionis to fine-tune
thetrackingcodeandaddprediction[1] to it to offsetmostof
theeffectsof lateng.

e Scalability: In orderto extendthe range of operationof the
systemto cover the large room-sizedervironmentswe visu-
alize it will be usedin, we needmore projectorsand higher
trackngrange.For moreprojectorsthecurrentsolutionscales
readily(notethoughthattheblendingproblemthatwe haven't
solved is mademore comple by the needto scaleto n pro-
jectors). Projectorplacemento cover the spaceefficiently
hasbeeninvestigated17]. Extendingthe tracking rangeis
trickier, asis settingup the projectorsandtracker to getthe

highestpossiblevolume of intersectionbetweenthe projec-
tion volumeandthetrackingvolume.

e Projection: Dynamicblendingin real-timeis a problemnot
yet solved. The staticcasewassolvedin [15] by computing
intensityweights. However, in our systemwith the surfaces
moving aroundit is hardto solve for theseweightsin real
time unlessone candrasticallyminimize the areaof overlap
by partitioning the setof surfacesbetweenthe projectorsin
someway. Thuswe ignorethemandit shavs up asdouble
intensityin someregionsandimperfectoverlap betweenthe
imagesof the projectorsat angleswhenbotharecontributing
to asurfaceatanobliqueangle.

e Applications: Thereis a needto develop and demonstrate
applicationdor this technologywhich clearly shaw its supe-
riority to the existing way of paintingon real objectsaswell
asmodelsinsidethe computemwith norealobjectthere.Cre-
ating an AR painting spaceis a technologalmilestone,but
commercialapplicationsareneededo drive its development.
Wide-areaeleconferencingsingthepaintsystemonrealob-
jectsis an obvious choice;so are variousmedical,cosmetic
(painting on humanskin), artistic and architecturalapplica-
tions.

6 Conclusions

We have presenteda new systemfor 3D painting and projection
on mostreal objectsasthey move. All thatis requiredthatthere
be two projectorsfacing eachother a tracker attachedto the ob-

ject(andin the paintbrush),the projectorsbothbecalibratedo the
tracker’sframeof referenceandthattheobjects geometryandtex-

ture coordinatede pre-acquiredThe systemis demonstratedvith

a cuboidalobject, and this objectis good enoughto testthe reg-

istrationof verticesandedgesin the real objectandthe projected
texture. The sameframeavork will work with an arbitrary num-
berof overlappingprojectorsandanarbitrarily complex polygonal
object (with the restrictionof it beinglocally corvex). The per

formancefor high polygoncountmodelscanbe acceleratedising
hierarchicalcollision detectiontechniquedo pick the surfacesto

paint. Someoutstandingssuesare dynamicblendingfor projec-
tor overlap,increasingracker range,reducinglateng to tolerable
levelsanddevelopingcompellingapplications.
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Figurel: Schematiaiagramof thesetup.Two projectorsdaceeach
otherandprojectingdowvnwards,cover the volumewheretracking
is active.

Figure4: Completedsystem(projectorsoff) with atracker placed
ontheobject

Figure5: Projectorcalibration

Figure 2: Usersdemonstratingheir creationswith the 3D paint
system

Figure 6: Verificationof calibration- draving markers at knovn

positionsin the real world using calibrationmatrices. Whenthe
calibrationis a little off, this methodcan be usedto detectthis

androughly recalibrateby moving the projectoruntil the images
all snapto thecorrectlocations.

Figure 3: Demonstratiorof the lateng in the tracking pipeline.
Noticetheblurring andtrails artifacts.



