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Abstract—

This paper describesthe design and implementation of a protocol
scrubber, a transparent interposition mechanismfor explicitly removing
network attacks at both the transport and application protocol layers.
The transport scrubber supports downstream passivenetwork-basedin-
trusion detection systems;whereasthe application scrubbing mechanism
supportstransparentfail-closedactive network-basedintrusion detection
systems.The transport scrubber’s role is to convert ambiguous network
flows into well-behaved flows that are unequivocally interpr eted by all
downstream endpoints. As an example, this paper presentsthe imple-
mentation of a TCP/IP scrubber that eliminates insertion and evasion
attacks — attacks that useambiguities to subvert detection — on passive
network-basedintrusion detectionsystemswhile preservinghigh perfor-
mance. The application protocol scrubbing mechanismis usedasa sub-
strate for building fail-closed active network-basedintrusion detections
systemsthat can respondto attacks by eliding or modifying application
data flowsin real-time. This paper presentsthe high-performanceimple-
mentation of a general purpose transparent application-level scrubbing
toolkit in the FreeBSDkernel.

|. INTRODUCTION

S societygrows increasinglydependenbn the Internet

for commerce,banking, and mission critical applica-
tions, the ability to detectand neutralizenetwork attacksis
becomingvitally important. Securityadministratoraisenet-
work intrusion detectionsystemgNID systemshasa tool for
detectingattacksand misusein real-time[7]. Network-based
intrusiondetectiorsystemsdentify theseattackausingpassie
monitoringtechniquegdo recognizepatternsof misuseasthey
occur Organizationgely on NID systemgo identify misuse
within the protocol streamghat passthroughthe firewall as
well asthosethatoriginatewithin the network’s perimeter As
such,they have becomethe secondine of defensewithin an
organizatiorafterfirewalls. However, asattacksareincreasing
in sophisticatiorit is becomingdifficult to determinevhenan
internal networkhasbeencompromised11]. Therearetwo
seriousproblemswith network-basedhtrusiondetectionsys-
tems. Thefirst problemis that attackerscan useambiguities
in networkprotocolimplementationso deceve NID systems,
bypassingheirwatchfuleyes. Thesecondgroblemis thatNID
systemsare passve mechanismby design. As passve enti-
tiesthey canonly notify administratoror actve mechanisms
wheneer intrusionsare detected. However, the responsdo
this notificationmay not be timely enoughto withstandsome
typesof attacks- suchasattacksoninfrastructurecontrolpro-
tocols — where only immediateintervention can sustainthe
network’s operation. This paperpresentghe designandim-
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plementatiorof a protocolscrubberthatspecificallyaddresses
thesetwo problems. The protocol scrubberis a transparent
interpositionmechanisnfor explicitly removing network at-
tacksatboththetransportandapplicationprotocollayers.The
transportscrubberaddressethe problemof transportattacks
by remaving protocolambiguities.enablingdownstreanpas-
sive network-baseéhtrusiondetectiorsystemsgo operatewith
high assuranceThe applicationscrubbingmechanisnallows
the creationof active, interposedntrusiondetectionsystems
that canbe usedto elide or modify importantnetworkproto-
colsin real-time;effectively enablinganimmediateresponse
upondetectionof severemisuse.

The transportscrubbers role is to corvert ambiguouset-
work flows — flows that may not be interpretedin the same
mannerat differentendpoints- into well-behavediows that
areinterpreteddenticallyby all downstreanendpoints As an
example,this paperpresentghe implementatiorof a TCP/IP
scrubberthat eliminatesinsertion and evasion attacks— at-
tacksthat useambiguitiesto subvert detection— againstpas-
sive network-basedntrusion detectionsystems. This paper
amguesthat passie NID systemscan only effectively iden-
tify maliciousflows whenusedin conjunctionwith an active
interposition mechanism. Through interposition, the trans-
port scrubbercan guaranteeprotocol invariantsthat enable
downstreamintrusion detectionsystemsto work with confi-
dence.Becausdhe Internetprotocolsarewell describedgor-
rectimplementationgxchangepacketswith deterministicre-
sults.However, sophisticate@ttackersanleveragesubtledif-
ferencesn protocolimplementationso wedgeattackgastthe
NID systems detectionmechanismby purposefullycreating
ambiguoudlows. In theseattacksthedestinatiorendpointre-
constructa maliciousinterpretationwhereaghepassive NID
systems protocolstackinterpretsthe protocolasa benignex-
change. Examplesof theseambiguitiesare IP fragmentre-
constructionand the reassemblyof overlappingout-of-order
TCP byte sequencesThe role of the transportscrubberis to
pick oneinterpretatiorof the protocolsandto convertincom-
ing flows into a single representatiorthat all endpointswill
universallyinterpret. The transportscrubbers corversionof
ambiguousnetwork flows into unequvocal interpretationds
analogougo that of networktraffic shaping. Shaperanodify
traffic aroundthe edgesof a networkto generatepredictable
utilization patternswithin the interior. Similarly, the trans-
port scrubberinterceptsprotocolsat the edgesof an interior



network,and modifiesthemin sucha way thattheir security
attributesarepredictable.

In additionto transportscrubbing,we introducean appli-
cation scrubbingmechanismthat is usedas a substratefor
building fail-closedactive network-basedhtrusiondetections
systemsthat canrespondto attacksby eliding or modifying
applicationdataflows in real-time. An applicationscrubber
is usedto protecthighly sensitve flows — suchasinfrastruc-
ture control protocols— that cannotwait for the attentionof
an administratoror the interventionof a remotecountermea-
sure. In contrastwhenanNID systemidentifiesan attack;it
notifiesanadministratoor someotheragentsothatappropri-
ateaction canbetakento neutralizethe threat. This process
introduceslateny betweenthe detectionof an attackandits
response While this is acceptabldor sometypesof attacks,
thereareothernetworkservicesthat cannotbe compromised
while maintainingthe integrity of the network— examplesin-
clude attackson the network’s routing infrastructure. As an
interposedactive mechanismthe applicationscrubbeiis fail-
closed Specifically if thescrubbeiis incapacitated will not
let theattackthroughto its destinationThis contrastawith the
fail-openbehaior of passie NID systems.Oncean attacker
hasneutralizeda NID system,the network remainsopento
unobsered attack. This paperpresentghe high-performance
implementatiorof a generalpurposetransparenapplication-
level scrubbingtoolkit basedon the FreeBSDkernel. The
modificationsto the kernel include additionsto the socket
API thatallow a userlevel applicationscrubberto bind a lo-
cal socketto a setof remotenetworkaddressesThis simple
primitive allows the easycreationof transparentlynterposed
applicationscrubbers.

Themaincontributionsof thiswork are:

« Ildentificationof transportscrubbing: The paperintroduces
theuseof anactive, interposedransportscrubberfor thecon-
version of ambiguousnetwork flows into well-behaved un-

equivocally interpretedflows. We argue that the use of a

transportscrubberis essentialfor correctoperationof pas-
sive network-baseghtrusiondetectiorsystemsThepaperde-
scribegheuseof transporscrubberso eliminateinsertionand
evasionattacksonNID systemg11]. Theconcepibf transport
scrubbingcan easily be meged with existing firewall tech-
nologiesto provide the significantsecurity benefitsoutlined
in this paper

« Designandimplementatiorof TCP/IP scrubber: The novel

designandefficientimplementatiorof the half-duplex TCP/IP
scrubberis presented. The currentimplementationof the
TCP/IP scrubberexists as a modified FreeBSDkernel [4].

This implementatioris shavn to scalewith commerciaktate-
ful inspectionfirewalls and raw Unix-basedIP forwarding
routers.

« Creationof a transpaent application-level protocol scrub-
bing medanism: The protocol scrubbersupportsflexible

transparentapplication protocol scrubbersthat can elide or

modify applicationlevel flows in real-timein responsdo at-

tacks.By creatingalightweighttransparenapplicationscrub-
bing mechanismyve allow for the active scrubbingof critical
infrastructurdevel protocols. The supportcomesthroughthe
customsocket-basedPI extensiongo the FreeBSDkernel.
The remainderof this paperis organizedasfollows. Sec-
tion Il placesour work within the broadercontet of related
work. Sectionlll describeghe design,implementationand
performancecharacteristicef our TCP/IPtransportscrubber
SectionlV presentsour mechanismfor providing transpar
entapplication-specifiprotocolscrubbing.Finally, SectionV
present®ur conclusionsandplansfor futurework.

Il. RELATED WORK

Firewall technologies[2] are closely relatedto protocol
scrubbers. They are both active interposition mechanisms
— packetsmust physically travel throughthem in order to
continuetowardstheir destinations- and both operateat the
ingresspointsof a network.Modernfirewalls primarily actas
gate-keeperto a protectednetwork, utilizing filtering tech-
niguesthat rangefrom simple headetbasedexaminationto
sophisticatechuthenticatiorschemes.However, due to per
formancereasonspnceafirewall hasidentifiedanauthorized
flow, packetsareroutedthroughafast-pathandarenot scruti-
nizedfurtherfor attacks.In contrastto firewalls, the protocol
scrubbers primary functionis to homogenizenetworkflows,
identifyingandremoving their attackdn real-time.Thescrub-
beris utilized to remove attackspresentwithin the protocols
onceafirewall hasauthorizecaflow’s accessAs such,scrub-
bing technologycaneasilybe addedto existing firewall tech-
nologiesto to significantlyenhancenetworksecurity

Olderfirewalls, suchasthe TIS Firewall Toolkit [18], that
utilize application-leel proxiesare similar to protocolscrub-
bers.Thesetypesof firewalls provide the mostsecurity;how-
ever their performancecharacteristicsare not acceptabldor
deploymenin high-speecenvironments.Their utility hasde-
creasedasthe Internethasevolved. In contrast,the protocol
scrubberhasbeendesignedo achiere maximumthroughput
aswell asa highlevel of security

Firewall technologiexhangedvith the adwentof so-called
statefulinspectiorof networkingflows,exemplifiedby Check-
point's Firewall-1 [19]. Thesetypesof firewalls examinepor-
tions of the packetheaderand data payloadsto determine
whetheror notentryshouldbe granted After theinitial check,
a flow is storedin a table so that fast routing of the subse-
guentnetworkpacketscanoccur Theselater packetsarenot
checkedor maliciouscontent. The protocol scrubberdiffers
in thatit continuego remove maliciouscontentor thelifetime
of theflow.

Network Associateshasrecentlyintroduceda new version
of their Gauntletfirewall [5]. The approacttakenin thisfire-
wall is a combinationof application-leel proxy andfast-path
flow caching. At the begginning of a flow’s lifetime, the flow
is interceptedoy anapplication-leel proxy. Oncethis proxy
authenticateshe flow, it is cachedn alookup tablefor fast-



pathrouting. Again, the protocolscrubbediffersby allowing
detectionof maliciouscontent,not only at the beginning, but
throughoutheflow’slifetime.

IntrusionDetectionSystemgID systems]7], [12] arealso
closely relatedto protocol scrubbers. There are two broad
catgoriesof intrusiondetectionsystems:network-baseénd
host-basedNetwork-basedntrusionDetectionSystemgNID
systems)are implementedas passve network monitors that
reconstructnetworking flows and monitor protocol events
througheavesdroppingtechniqueq20], [13], [10], [15]. As
passie obserers, NID systemshave a vantagepoint prob-
lem [9] when reconstructingthe semanticsof passingnet-
work flows. This is the vulnerability that can be exploited
by sophisticatedchetworkattacksthatunderstandhis inherent
schismbetweenthe protocol’s destinationand an intermedi-
ary [11]. As active participantsn aflow’s behaior, the pro-
tocol scrubberremoves theseattacks,and can function as a
fail-closedreal-timeNID systemthatcanserer or modify ma-
licious flows.

Host-basedD systemsare locatedon the end-hostsn a
network and monitor the resourcesand security procedures
followed by co-residentusersand applications. While host-
basedD systemtechniquesrevery useful,they suffer from
two limitations: they only resideon the systemghat the ad-
ministratorknows about;andthey cannotobsere eventsthat
do not manifestthemseles high enoughin the system. Pro-
tocol scrubbersaandnetwork-basedhtrusiondetectionarenot
mutually exclusive with host-basedD systemshut ratheract
astheir complement.

Protocolscrubberslealwith virtual privatenetworks(VPN)
and headerand payloadencryption[1] in the samemanner
as network intrusion detectionsystems. There are two ap-
proachego filtering encryptedflows: the first assumeghat
if the flow is endto endencryptedit is sanctionedan alter
native approachis to filter out ary flows with unsanctioned
securityassociations.As an actve mechanismthe protocol
scrubbercouldremore unsanctionedlowsin real-time.When
placedon theinsideof a VPN, the protocolscrubbercouldbe
usedto furthercleanprotocols.Thiswould applyto scrubbing
e-commercdransactiongndsensitve databas@ccesses.

The TCP splicing work of Maltz [6] and Spatscheck16]
allows application-leel proxiesto pushthe associatiorof the
trustedand untrustedsocketsdown into the kernelfor higher
network performance.This associatiorwithin the kernelal-
lows the pair of socketsto route packetsbetweeneachother
without userlevel intervention. In practice,this splicing of
socketstakesplace after the connectionhas beenauthenti-
cated.After the splicing,theflow is not checkedor malicious
content.

Network addresstranslation(NAT) is a general-purpose
mechanismthat can be usedto supporttransparenfproxy-
ing [3]. This is accomplishedising a static translationrule
thatmapsconnectiondoundfor externalhostsonwell-known
portsto local portson theloopbackinterface. Theapplication

scrubbers approachto transparenc addresseswo problems
with NAT-basedransparenproxies. First, applicationscrub-
bersare provided total bidirectionaltranspareng whereasa
typical NAT-basedproxy canonly provide transparencto a
singleside of a connection.Moreover, the applicationscrub-
bingmechanisnhandlegransparentDP proxyingby explic-

itly taggingincoming packetswith the appropriatedestina-
tion mappings NAT-basedUDP proxieshave troublelooking

up the reversemappings,wheremultiple destinationsanbe
boundto a singlemapping resultingin ambiguity

I1l. TCP/IP SCRUBBER

Network-basedhtrusiondetectiorsystemsarebasednthe
ideathatpacketoobsenedonanetworkcanbeusedto predict
the behaior of the intendedend host. While this ideaholds
for well-behaed networkflows, it fails to accountfor easily
createdambiguitiesthat can renderthe NID systemuseless.
Attackerscanusethe disparity betweenthe reconstructiorat
the end-hoswith that of the passve NID systemto attackthe
endhostwithout detection. The TCP/IP scrubbelis anactive
mechanisnthat explicitly removesambiguitiesfrom external
networkflows, enablingdownstreanNID systemgo correctly
predicttheend-hostesponseo thesdlows. By enforcingpro-
tocolinvariantsonthedownstreanflows, the TCP/IPscrubber
eliminatesTCP/IP insertionand evasionattacksagainstNID
systemsthat can renderthem useless. By utilizing a novel
protocol-base@pproactin conjunctionwith anin-kernelim-
plementationthe TCP/IPscrubbeiprovideshigh performance
aswell asenforcemenbf flow invariants. The TCP scrub-
beronly reconstructsheincominghalf of the connection By
keepinga significantly smalleramountof state,the scrubber
is ableto scaleto tensof thousand®f concurrentonnections
with throughputperformancehatis comparabléo commer
cial statefulinspectionfirewalls and raw Unix-basedIP for-
warding routers. This sectiondescribesthe overall design
and implementationof the TCP/IP scrubberand provides a
comprehensie performanceprofile usingboth macroandmi-
crobenchmarks.

A. TCP/IP Ambiguitiesand ID Evasion

Sophisticatedattackscan utilize protocol ambiguitiesbe-
tweena networkintrusion detectionsystemand an end-host
to slip pastthe watchingNID systemcompletelyundetected.
Network ID systemgely on their ability to correctly predict
the effect of obsered packetson anend-hosisystemin order
to beuseful.In [11], PtacekandNewshamdescribea classof
attacksthatleave NID systemswide opento subversion. We
borrow their descriptionof the two main cateoriesof these
attacks: insertion attacks wherethe NID systemacceptsa
packetthat the end hostrejects; and evasionattadks where
theNID systenmrejectsa packetthatthe endhostaccepts.

Figure 1 provides a simple example of how differencesn
the reconstructiorof a TCP streamcanresultin two differ-
entinterpretationspnebenignandthe othermalicious.In this
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Fig. 1. Exampleof ambiguity of transportlayer protocolimplementation
differencedetweeraninterposechgent(NID system)andanendhost.

simple examplean attackeris trying to log into an end host
asr oot , while fooling the NID systeminto thinking thatit is
connectingasa regularuser The attackertakesadvantageof
thefactthattheendhostandtheNID systenreconstrucover
lapping TCP sequenceslifferently In Figure 1athe attacker
sendsa datasequencéo theendhostwith aholeatthebegin-
ning (representethy the questionmark). SinceTCP s areli-
ablebyte-streanservicethatdeliversits datato theapplication
layer in order both the end-hostand NID systemmustwait
until that hole s filled beforeproceedind17]. However, un-
beknavnstto the NID system- but notthewily attackerthe
endhostdealswith overlappingsequencesf bytesdifferently
thanthe NID system.In Figure1b whenthe attackeresends
the datawith the hole filled, but with a differentusername
of the samelength, the differencein implementationchoice
betweenthe two systemsallows the attackto dupethe NID
system. Sincea correct TCP implementationwould always

sendthe samedatauponretransmissionit is not mandatedn
the specificationasto which setof bytesthe endpointshould
keep.In this example,the endhostchoseto keepthe new se-
guenceof bytesthat camein the secondpacket;whereaghe
NID systemkeptthe first sequencef bytes. Neitheris more
correctthanthe other; just the fact thatthereis ambiguityin
the implementatiorof the networkingstacksallows sophisti-
catedattacksto succeed.

In additionto the handlingof overlappingTCP segments,
thereare mary other ambiguitiesin the actualimplementa-
tion of the TCP/IP stack[11]. To begin with, the handling
of IP fragmentsandtheir reconstructiorvariesby implemen-
tation. Similar variationsare seenwith the reconstructiorof
TCPstreamsEndhostsdealdifferentlywith respecto IP op-
tions and malformedheaders.They vary in their responseo
relatively new TCP headeoptionssuchasPAWS [17]. More-
over, therearevantagepoint problemsthat passive NID sys-
temsencountersuchas TTL-basedrouting attacksand TCP
creationandteardown issues.The large numberof ambigu-
ities with their exponentialpermutationf possibleend-host
reconstructionsnakeit impracticalfor NID systemdo model
all possibleinterpretationsat the end-host. They must pick
somesubset,generallya single interpretationto evaluatein
real-time. For this reasonit is impracticalto adequatelyad-
dresgheproblemwithin the context of apassive NID system.

To addresghis problem,we have createdhe TCP/IPscrub-
ber. Specifically thescrubbelprovidestheinvariantsthatNID
systemsneedfor confidentflow reconstructiorand end-host
behaior prediction. Figureslc and1d demonstraténow an
active protocolscrubberinterposedetweenthe attackerand
thedownstreanmsystemsliminatesthe ambiguity Thescrub-
ber enforcesa single interpretationof the attackers TCP/IP
streamto eliminatedownstreamambiguity By picking a sin-
gle way to resole the TCP reconstruction- in this casethe
scrubbersimply throws away the dataafter a hole — both the
downstreamNID systemand end host both seethe attacker
loggingin asr oot .

B. TCP/IP Scrubbemesignand Implementation

The TCP/IPscrubbercorvertsexternalnetworkflows — se-
guencef network packetsthat may be ambiguouslyinter-
pretedby differentend-hoshetworkingstacks— into homog-
enizedflows thathave unequiocalinterpretationstherebyre-
moving TCP/IPinsertionandevasionattacks.While TCP/IP
implementationsary significantly in mary respectsgcorrect
implementationsinterpret well-behavedflows in the same
manner Theprotocolscrubbersjob is to codify whatconsists
of well-behaed protocolbehaior andto convert externalnet-
work flows to this standard.To describeall aspect®f a well-
behaed TCP/IPprotocolstackis impracticalin a paperof this
length;howeverwe will illustratethisapproactby detailingits
applicationto the TCP byte streamreassemblyrocess. TCP
reassemblys themostdifficult aspecbf the TCP/IPstackand
is crucialto the correctoperationof NID systems.



B.1 TCP ScrubbemDesign

TheTCPscrubbersapproacho convertingambiguousT CP
streamdnto unequvocal, well-behaed flows lies in the mid-
dle of a wide spectrumof solutions. This spectrumcontains
statelesdilters at one end and full transport-leel proxies—
with aconsiderablamountof state- attheother Stateleséil-
terscanhandlesimpleambiguitiessuchasnon-standardsage
of TCP/IPheadefieldswith little overheadhowever, they are
incapableof convertinga statefulprotocol,suchasTCR into a
non-ambiguoustream.Full transport-layeproxieslie atthe
otherendof thespectrumandcancorvert all ambiguitiesnto
a single well-behaed flow. However, the costof construct-
ing and maintainingtwo full TCP statemachines- schedul-
ing timer events,round-triptime estimation window sizecal-
culations,etc. — for eachnetworkflow is prohibitive from a
performanceand scalability standpoint. The TCP scrubbers
approachto corverting ambiguousTCP streamsinto well-
behaed flows attemptsto balancethe performanceof state-
lesssolutionswith thesecurityof a full transport-layeproxy.
Specifically the TCP scrubbemaintainsa small amountof
statefor eachconnectionput leavesthe bulk of the TCP pro-
cessingand statemaintenanceo the end hosts. Moreover,
the TCP scrubberonly maintainsdatastatefor the half of the
TCP connectionoriginating at the external source. Even for
flows originatingwithin a protectedchetworkthereis generally
a clearnotion of which endpointsaremoresensitve andneed
protection;if a situationarisesthatneedsbidirectionalscrub-
bing, it canbe configuredin the scrubber With this compro-
misebetweerastatelessindstatefuldesignthe TCPscrubber
removes ambiguitiesin TCP streamreassemblywith perfor
mancecomparabldo statelesapproaches.

To illustratethe designof the TCP scrubbeme compareit
to afull transportayer proxy. TIS Firewall Toolkit'spl ug-
gw proxy is one example of a transportproxy [18]. It is a
userlevel applicationthatlistensto a serviceport waiting for
connections.Whena newv connectionfrom a client is estab-
lished, a secondconnectionis createdfrom the proxy to the
sener. Thetransportproxy’sonly role is to blindly readand
copydatafrom oneconnectiorio theother In thismannerthe
transporiproxy hasfully obscuredary ambiguitiesanattacker
may have insertedinto their datastreamby forcing a single
interpretatiorof the byte stream.This unequiocalinterpreta-
tion of thebyte streamis sentdownstreanto thesenerandac-
comparying networklD systemdor reconstructionHowever,
this approacthasseriouscostsassociateavith providing TCP
processindor bothsetsof connectionsn termsof throughput
andscalability

Unlike atransportiayer proxy, the TCP scrubbeleavesthe
bulk of the TCP processindo the endpoints. For example,it
doesnot generateetransmissiongerformroundtrip time es-
timation, or ary timer-basedprocessingpgverythingis driven
by eventsgeneratedy the endhosts. The TCP scrubberper
formstwo maintasks:it maintainghe currentstateof thecon-
nection;andkeepsa copyof thebytestreanthathasbeensent

by the externalhost,but not acknavledgedby theinternalre-

ceiver. In thisway it canmakesurethatthe byte streamseen
downstreamis always consistent;it throws away ary pack-

etsthatcouldleadto inconsistenciesWhile this stratgy may

seemsomavhatDraconiann termsof performancegataflows

fromwell-behaedclientswill neverhavetheirflowstampered
with. The perturbatiorto flows thatarescrubbeds easilyab-

sorbedby theendhostaspacketoss.

E: SYN & ACK

Fig. 2. TCPscrubbers statetransitiondiagramfor a singleconnection.

Figure 2 graphicallyrepresentshe reducedT CP statepro-
cessingthat occursat the TCP scrubber This simple com-
bined bidirectional statemachineallows for high scalability
by leaving the complex protocolprocessindo the end-points.
The scrubberhas only three generalstates: connectiones-
tablishment(INIT and INIT?2 states),establishedpera-
tion (EST AB), and connectiontermination(CLOSE and
CLOSED); whereaghe endpointTCP’s keeptrack of much
morecomple state:fastretransmitslow start,etc. While this
paperdealsmainly with the TCP byte streamreconstruction
aspecibf the TCP scrubberit is alsoworthwhile to notethat
enforcemenof the TCP statemachineat the scrubberelimi-
natesa setof TCP stackfingerprintingattacksby disallowing
randomprotocoleventsthroughthe scrubberFor example,an
actualconnectionrmustbe establishedetweena clientanda
valid servicebeforefurther TCP packetswill passthe scrub-
ber Evenafterthis,thetypeof packetghatareexchangedare
carefullyfiltered by thescrubber

Anotherdifferencebetweenthe TCP scrubberanda trans-
port level proxy is the handlingof connectionestablishment.
Figure 3a compareghe connectionestablishmenT CP mes-
sageghat are exchangedwith an interposedransportproxy
and TCP scrubber Notice that the approachtaken by the
scrubberobviatessomeof the denial of service(andgeneral
performanceproblemsthataccompan full transportproxies
thatmustbufferincomingdata.Uponconnectiorfrom an ex-
ternalhost,thetransportproxy establishes connectiorto the
appropriaténternalhost. However, the internalhostmay not
be ableto servicethis connection- for example,the serving
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posedmechanism.

hostmaybedown or theserviceis notrunning.In theinterim,
afull incomingsocketbuffer canbefilled by the externalhost
atthetransportproxy. This canleadto seriousresourceallo-
cationproblems.In contrastthe TCP scrubberdoesnot keep
ary datastateuntil theinternalservicehosthasacknavledged
andreciprocatedhe TCP connection.

The TCP scrubberscalessignificantly better than a full
transportproxy becausehe amountof statethatmustbe kept
by thescrubbeiis muchlessthanthatkeptatatransporproxy.
TCPis areliablebyte streamservice;thereforea sendemust
keepa copy of ary datait hassentbuffereduntil it receves
a messagdrom the recever acknavledgingits receipt. Fig-
ure 3b illustratesa datatransferoperationfrom an external
client to aninternal serviceusing TCR The circled portions
at the centertime-line representhe amountof time that data
from either the client or sener is buffered at the transport
proxy or scrubberNoticethatboththe scrubbeandthetrans-
port proxy mustbuffer theincomingexternalrequesuntil it' s
receiptis acknavledgedby theinternalsener. However, the
sener’s reply is not modified or bufferedby the TCP scrub-

ber; whereaghetransportproxy mustbuffer the outboundre-

ply until it is acknavledged.This is a someavhatsubtlepoint:

theoutboundeplywill generallybeheldfor muchlongerthan
theincomingrequesby aninterposednechanismThisis due
to thefact thatthe distance- measuregsroundtrip time and
packetlosses- from the scrubberto the sener will be short
relative to the long distanceto an externalclient. It is fair to

assumehatthescrubbemandservicest protectsarecollocated
on a fastenterprisenetwork; the scrubberand external client
areseparatedy awide areanetworkwith widely varyingloss
andlateny characteristics.The TCP scrubbers approachto

homogenizatiof TCPflowsimprovesscalabilityin thenum-
berof simultaneougsonnectionst canservice.

B.2 TCP Scrubbeimplementation

In additionto a novel protocolprocessinglesign,the TCP
scrubbersin-kernelimplementatiorprovidesfor evengreater
performanceadvantagesover a userspacetransportproxy.
Figure4 shovsthe softwareroutinesthatcomprisethe current
implementatiorof the TCP scrubbemwithin theFreeBSD2.2.7
kernel[4]. The FreeBSDkernel's networkingstackis derived
from the BSD 4.4 code[21]. Thearrowns in Figure4 shaw the
pathpacketgakethroughthe system.Below the bottomline
arethelink-level interfacego the networkingcode— the Eth-
ernetsubsystenis usedasthelink level transportmechanism
in the figure. Incomingpacketsarehandedo thelP process-
ing codethrougha soft interruptthatinvokesi pi ntr. The
codebetweenthe two dottedlines shav the codepath of an
IP forwardedpacket.Theroutinesabove thedottedlinescom-
prisethe TCP scrubber(t s _*). For thosepacketghatbelong
to scrubbedlows, the packetis giventot s_i nput andthen
t s_t cpi n. If thesourceof the packetis external,the packet
is givento t s_basUpkt , this scrubsthe packetand modi-
fies the datapayloadif necessary- retransmittedsequences
are copiedfrom the scrubbers buffer. If the packetis inter-
nal, t s_f or war d is invoked. This routine checksthe TCP
heademanddiscardsary externaldatathatis acknavledgedby
theinternalend-hostThepacketis thengiventot s_out put
which modifiesthe next-hop link level addressand directly
givesthe packetto the correctoutputdevice driver'slink level
interface(e.g.et her _out put ).

C. TCP/IP ScrubberPerformance

This sectionpresentshe resultsfrom a seriesof experi-
mentsthatprofile the TCP/IPscrubbers performancecharac-
teristics. They shaw that, in general,the currentimplemen-
tation of the TCP/IP scrubbercan matchthe performanceof
both commercialstatefulinspectionfirewalls and raw Unix-
basedP forwardingrouterswhenusedin networksof up to
500Mbit persecond For all of theexperimentstheinterposed
machinethatranthe TCP/IPscrubbingkernel,the P forward-
ing kernel,andthe TISFWTK pl ug- gwproxywasthesame:
a 300 MHz Pentiumll CPU; 128 megabytesmain memory;
and two Intel EtherExpres$’ro 10/100B Ethernet(f xp de-
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et her _i nput et her _out put

Fig. 4. FreeBSDimplementatiors kernelsoftwarearchitecture.

vice driver) cards. The TCP/IP scrubbingkernel was used
to generatehe scrubbers statistics.An unmodifiedFreeBSD
2.2.7kernelwasusedfor the IP forwardingnumbers Finally,
amodified2.2.7kernelwasusedasa substratdor thepl ug-
gw experiments.

TABLE |
THROUGHPUT FOR A SINGLE EXTERNAL CONNECTION TO AN INTERNAL
HOST (MBPS, +2.5% AT 99% ClI)

IP Forwarding
83.84

Scrubbing
82.87

Plug Proxy
82.71

Severalexperimentsvereundertakero determinghe max-
imum sustainabléandwidthfor the TCP/IPscrubberThere-
sultsin Tablel provide a baselinemeasuremendf the maxi-
mum TCP throughputfor a single connection.This through-
putwasmeasuredisingthe Netperfbenchmarf8]. Threema-
chineswereusedfor thetest;all wereconnectedhrougha 100
Mbps Ethernetswitch. The performanceof all threeforward-
ing mechanismsverecomparablethe networkingbandwidth
wasclearlythefirst-orderbottleneck.ln the absencef larger
capacitynetworkingresourcesye undertooka seriesof mi-
crobenchmarkso pinpointthe TCP/IP scrubbers maximum
throughput.Thesemicrobenchmarkseasuredhe amountof
time it took for a packetto completethe kernel’si p_i nput
routine (seeFigure4). For anIP forwardingkernel,thetime
spentini p_i nput correspondso theamountof time needed
to do IP processingandforwarding,including queuingat the
outboundlink-level device (Ethernet).For the TCP/IPscrub-
berit representshe time to scrubthe packetandqueueit on
theoutboundink-leveldevice. Numbersverenotgatheredor
the plug-proxydueto difficulty in matchingincomingpackets
boundfor onesocketbuffer to the outgoingpacketdrom an-
other Tablell shows the resultsfrom this experiment. From
thesenumberst is possibleto calculatethe optimal sustained
throughputexcludinginterrupthandlingoverheadpf boththe
IP forwardingand TCP scrubber For scrubbinga streamof
TCP packetswith full-sized datapayloadsthe currentimple-

mentations ceiling on our testhardwares 366Mbps.We be-
lieve thatwith optimizationsandfewer datacopieswe could
increasehis ceilingto 891Mbps(13.19usedateng for scrub-
bing 1460bytedatapayloads).

TABLE Il
LATENCY OF TCP/IP FORWARDING AND TCP SCRUBBING (IN
MICROSECONDS)

Forwarding Type Mean | Std Dev
IP Forwarding 8.00 291
TCP Scrub(1 byte) 13.19 3.38
TCPScrub(> 1000) | 31.85 5.72

Untrusted Clients

Trusted Servers

Fig.5. Experimentabpparatugor measuringhe protocolscrubbersimple-
mentation.

The next set of experimentsshowv that the TCP scrubber
doesnot have a nggative impacton the performancecharac-
teristics of well-behared TCP streams. They shaow this by
measuringthe sustainableclient-sener connectionger sec-
ond (similar to transactionsjrom a setof external client ma-
chinesto a setof internal sener machines. Specifically an
external setof customweb clients madeidentical fetchesto
aninternalsetof Apacheweb seners. The clientsrepeatedly
fetchedlk byte pagesfrom the seners, stressinghe connec-
tion setupandteardavn process.Figure 5 shaws the experi-
mentalconfigurationusedin theseexperiments.The sener’s
10.0.1/24 networkis comprisedof an Intel Express10/100
Ethernetswitch; whereasthe client’s 10.0.0/24 network is
an Intel Expressl0/100Ethernethub The experimentswere
measuredising a promiscuousnechanisnon the client-side
hubh The TCP scrubberIP forwardingrouter;andpl ug- gw
proxy all ran on the S machine. For a secondsetof experi-
ments,adumynet routerwasusedasmachineD [14]. All
ten machinesvere equippeddentically to the TCP/IPscrub-
ber describedabore. The clientsand senersall ran a mod-
ified FreeBSD2.2.7 kernel that was compiledwith a large
maxuser s constant.

Figure 6a shavs the numberof sustainedconnectionger
secondmeasuredor the TCP/IP scrubber the IP forward-
ing router, and the userspacepl ug- gw proxy. The pairs
of linesin the graphrepresenthe 99% confidenceintervals
for the meansustainableonnectiongper second.The results
aretwofold: the TCP scrubbers performancds comparable,
even betterthanthe raw IP forwardingkernel; andthe user
level proxy’s performancds extremelylow comparedo the



2500

2000 -

1500

1000 - .7 — IP Forwarding
-~ TCP/IP Scrubbing

— — - User space proxy

Requests serwiced per second

500 -

. .
200 300
Number of concurrent clients

.
0 100

(a) Connectiongpersecondwith no artificial loss.

2500
\ —— IP Fowarding
2000 '\ - - -- Transport Scrubbing

1500

1000

Requests serviced per second

500

Packets loss (percentage)

(b) Connectionpersecondwith 480clientsandvariedartificial loss.

Fig. 6. TCPscrubbesscalabilityresults.

two in-kernelimplementationsThe first resultis a somavhat
surprising; however, whenlooking closely at the datait can
be explained by buffering at the TCP scrubber By buffer-
ing theincoming TCP connectionsthe TCP scrubbershapes
the traffic that the seners see,effectively smoothingthe re-
gueststreamsso that they are more easilyhandledat the re-
ceivers. Theseresultsonly apply with very short-lived bursty
traffic; the TCP scrubbers performancevould decreaseela-
tive to IP forwardingwhenscrubbinglong-livedflows. How-
ever, thisdecreasaouldberelatively smallonlow-bandwidth
networks(100Mbps)asshaowvn in Tablel. The secondresult
is not a surprise. The original pl ug- gw codewasmodified
sothatit did no logging and no DNS resolutions which re-

sultedin a large performanceincrease. The proxy’s kernel
was alsomodified so that a large numberof processesould
beaccommodatedA customuserspaceproxy optimizedfor
speedwould certainlydo better(the pl ug- gw proxy forks a
child for eachincoming connection). However, the multiple
datacopiesandcontext switchingwill alwaysresignary user
spacamplementatiorto significantlyworseperformancehan
thetwo in-kernelapproachefg], [16].

Finally, we conductedh setof experimentgo determinghe
effectsof alossylink betweerthe externalclientsandthein-
terposedmachine. In theseexperiments the numberof web
clientswasfixedat480, while artificial packetosswasforced
on eachnetworkflow by a dummynet router labeledD in
Figure5. The resultsof this experimentare shovn in Fig-
ure 6b. The vertical axis representghe numberof requests
servicedper second;the horizontal axis representghe pro-
portion of bidirectionalpacketlossrandomlyimposedby the
dummynetrouter. The pairsof linesrepresenthe 99% confi-
dencentervalsfor themeansustainedonnectiongersecond.
Themainresultfrom this experiments thatthe TCP scrubbed
flows behae comparablyto theraw IP forwardedflows.

To put theseresultsin perspectie it is usefulto compare
them with the performanceof a fast commercialfirewall.
CheckPointeportsin aperformancevhite paperthatthe peak
throughputfor their FireWall-1 producton a dual 167 MHz
UltraSparcwith four 100 Mbps Ethernetadapterg200 Mbps
on eachside)is 89.75Mbps[19]. While it is difficult to accu-
rately comparethe resultsfrom separatgerformancesxperi-
ments,the TCP scrubbers performances clearly asgoodas
currentfirewall technology

IV. APPLICATION PROTOCOL SCRUBBING

While the TCP/IPprotocolscrubbeenabledNID systemdo
accuratelydetectattacks thereis still a needto actively pre-
vent attacksratherthan merely identifying them. While this
is easilyaccomplishedy applicationlevel proxies,suchso-
lutions require client modification. Thesemodificationsare
practicallyimpossiblewhen attemptingto protectimportant
infrastructurelevel protocolssuchas Internetrouting proto-
cols. For this reasonwe have developedanapplicationproto-
col scrubbethatsupportdlexible transparenapplicationpro-
tocol scrubbingthroughboth a customsocket-basedPl. By
creatinga lightweight transparentpplication-level protocol
scrubbingsubstrateye allow for thelow-costmonitoringand
scrubbingof importantinfrastructurdevel protocolsin afail-
closedmanner The protocol scrubbersupportstransparent
application-level scrubbingby enablinguserlevel processes
to bind alocal socketto a setof remotenetworkaddresses.

Theapplicationprotocolscrubbers approacho lightweight
transpareninterpositioncontrastsharplywith the explicit ap-
proachtakenby traditional application-leel proxies. As a
transparenmechanismneitherendpointis avareof theappli-
cationscrubberthusremoving the needto modify the sener
or the client. Moreover, the applicationscrubbers approach



addrkessesnvo problemswith NAT-basediransparenproxies:
it allows for bidirectionaltranspareng andit provides ex-
plicit mappingsfor the unambiguouseverselookup of UDP
datagrandestinationsThe applicationscrubbingmechanism
allows a securityadministratorto implementan application-
level scrubberusing ary standardUnix programminglan-
guage.This greatlysimplifiesthe creationof application-level
proxiesfor new protocols.

Scrubber

Set of Servers

Client

Fig. 7. Overview of transparenapplication-leel socketmechanism.

The application-leel protocol scrubberrequiresno modi-
fications of the client or sener code. It supportstranspar
ent application-leel scrubbingthrough a single conceptual
changeto the socketprogramminginterface: the protocol
scrubberenablesa userlevel procesdo bind alocal socketto
a setof remoteaddressedn this way anapplicationscrubber
can masqueradas an entire network’s setof services.Con-
ceptually thisis shavn in Figure7. The userlevel scrubber
createsa socket4 andbindsit to the well-known port aswell
asthe addresseghat represent setof seners. After bind-
ing thesocketthe scrubbeusest asary other:it performsa
I i st en andaccept call usingits descriptor Whena client
initiates a connectionto a sener coveredby the scrubbera
new socketis createdasusual)andboundto the specificre-
motesener’'s addressandport. This socketis returnedby the
kernelasS. Thisis the samesocketa traditional proxy uses
to communicatevith theclient. As aninterposednechanism,
the scrubbethencreatesa new socket,C, for communicating
with the sener. The scrubberindsC to the client’'s address
and connectsit to the true sener usinga normalconnect
call. The sourcecodein Figure8 providesanactualexample
of this process.The set sockopt call is usedwith a nen
value (SO.REMOTEBI ND) to flag a socketasremote. After
this, the bi nd systemcall is usedto associatehe remotead-
dresswith the socket. The remoteaddressanbe widenedby
supplyinganetworkmask thedefaultis 32 bits, usingthenew
SO_REMOTEBI ND_MASK option.

The simple interface to the application scrubber hides
significant complity in the actual implementation. The
in-kernel modificationsrequired significant changesto the
FreeBSDsockettode.Thechangeso thekernel'ssocketcode
were madedifficult by the codes original assumptionshata

=

int server_socket;
struct sockaddr_in addrdient;
struct sockaddr_in addr Server;

server_socket = socket (AF_I NET,
SOCK_STREAM 0) ;

set sockopt (server_socket, SOL_SOCKET,
SO_REMOTEBI ND, &on,
10 si zeof (on));

bzero((char *) &addrdient,
si zeof (addrdient));
addrCient.sin_famly = AF_I NET;
15 addrdient.sin_addr.s_addr =
addr Acti veRenot e. si n_addr. s_addr;
addrCient.sin_port =
addr Acti veRenot e. si n_port;

20 bind(server_socket,
(struct sockaddr *)&addrdient,
si zeof (addrdient));

connect (server_socket,
25 (struct sockaddr *)&addr Server,
si zeof (addrd ient));

Fig. 8. Exampleapplicationlevel code.

socketonly hasa single addressandthatthe sockets IP ad-
dressis boundto oneof the hostmachines$ interfaces.These
changesverecontainedvithin thebasefunctionsfor mapping
incoming packetsto socketbuffers. In normal operation,a
Unix machineonly sendsncomingpacketswith IP addresses
thatmatchoneof theinterfacecards|P addresse® thehost's
TCPstackandeventualsocketinput processingoutines.This
is a relatively simplecheckthat doesnot consumesignificant
overhead;however when a protocol scrubberhasa number
of applicationlevel scrubberswith socketsboundto setsof
remotelP addresseghe checkconsumes larger amountof
processingesources.

V. CONCLUSIONS AND FUTURE WORK

This paperpresentedhe designand implementationof a
protocolscrubberan active interposednechanisnfor trans-
parentlyremoving attacksrom bothtransportandapplication
protocollayersin real-time.Thekey contributionsof thiswork
are: theidentificationof transportscrubbingasa mechanism
thatenablegpassie NID systemgo operatecorrectly;thede-
signandimplementatiorof the high performancenalf-duplex
TCP/IP scrubber;and the creationof an active transparently
interposedapplication-leel protocolscrubbingmechanism.

The transportscrubberis an active interposedmechanism
for corverting ambiguousnetwork flows into well-behaed
flows that are interpretedidentically at all downstreamend-
points. The transportscrubbereliminatesa classof insidi-
ousattacksthat subvert passie NID systemday explicitly re-
moving theseambiguities. Whenusedin conjunctionwith a
NID systematransportscrubberemaovestheseinsertionand
evasionattacksinsuringa high confidencen their detection.



While the securitycommunityhasexaminedapplicationprox-
ies, the conceptof remarving transportlevel attacksthrougha
transportscrubbethasnot beenpreviously introduced.

The paperpresentedhe novel designandimplementation
of the TCP/IP scrubberthat removes attacksfrom the Inter-
net's mostcommontransportprotocols. The removal of am-
biguitiesfrom the TCP reassemblyrocess- oneof the most
difficult aspectf NID systemcorrectness- was presented
as a specificexample of the TCP scrubbers operation. The
transportscrubberachieves high scalability and performance
by leaving the bulk of the TCP processindo theendpoints. It
usespacketarrivals asthe only mechanisnfor driving proto-
col processingWhencoupledwith the half-duplex scrubbing
designandanin-kernelimplementationthe TCP/IPscrubber
achieves performancefor well-behaed flows comparablgo
Unix-basedroutersand statelesssommercialfirewalls. The
TCPscrubberseffectonwell-behaedflowsis anggligible in-
creasen transmissiordelaydueto theinterposednechanism.
However, this effect is increasedor flows with ambiguities,
effectively tradingperformancdor security

The paperalso presentedhe creationof a transparentc-
tive application-leel protocol scrubbingmechanisnthat can
be usedto elide or modify applicationlevel flows in real-time
responséo attacks.By creatinga lightweight,transparenap-
plicationscrubbingmechanismyve allow for active scrubbing
—amethodof active intrusionresponse- of critical infrastruc-
ture level protocols. We ervision applicationlevel scrubbers
remaving attacksin real-timefrom Internetcontrol flows that
threatertheinfrastructures stability. The supportcomesfrom
the customsocket-basedPI extensionsto the FreeBSDker-
nel.

Therearetwo main directionswe are taking this work in
the future. Onedirectionis to improve the transportand ap-
plication scrubbingmechanisms Specifically we planto in-
corporatezero-copyingtechniquego the TCP/IP scrubbers
datahandlingroutines,bringing the performancesven closer
to high speedhetworkinglevels— 1Gbpsandbeyond. We also
planto improve the performancenf theapplicationscrubbers
socket-basethechanismsinddispatchingoutines.A second
areafor future work is the constructionof applicationscrub-
bersfor Internetcontrol protocols,suchas BGP and OSPE
We believe that intrusion detectionwill becomeincreasingly
importantassocietys organizationggrow moredependenbn
the Internet. We have shavn how protocol scrubbersanbe
usedto significantly benefitan organization$ network secu-
rity throughbothimproved detectionandactive preventionof
protocolattacks.
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