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Abstract.

We are engaged in a long-term project to improve personal productivity for
computer-related activities and tele-collaboration in an office environment of
the future. Personal computer-related activities, we believe will be enhanced by
capability to project imagery on any surface in the office, that together with
precise head and eye-tracking, will enable head-tracked stereo imagery to be
added to the user's views of his/her office environment --- creating a 3D
immersive generalization of the now ubiquitous 2D desktop metaphor as the
principal human-computer interface. We plan to realize this kind of system by
mounting many video projectors and video cameras around the room, especially
around the ceiling. The projectors may provide the only source of light in the
room and will allow detailed imagery to be projected (almost) everywhere in
the office. In order to generate the appropriate imagery, however, a detailed 3D
map of the changing office environment needs to be acquired. This will be
acquired by measuring, with synchronized cameras and projectors, the precise
3D location(s) of the surface(s) light up by each pixel of each projector. Local
collaboration will be enhanced by tracking each of several individuals in the
office and generating (by time-division multiplexing or by other means), a
stereo image pair appropriate for each individual. Objects under design may be
displayed, for each individual, from his/her own perspective and to his/her own
specifications of interest. TELE-collaboration activities, we believe will be
enhanced by having such an enhanced office environment for each of the small
group of distant collaborators, and displaying for each participant, in addition to
the shared objects under discussion, some combination of the remote scenes
that include the changing 3D images of each of the participants and 3D images
of physical objects of joint interest. To realize many of these capabilities, each
user may need to wear polarized eyeglasses to perceive proper stereo imagery.
Although initial results are encouraging, numerous difficult problems remain --
how, for example, can imagery be projected onto a dark-colored surface in the
room. The cost of such systems, with many projectors and cameras, image
generators and image acquisition devices, may initially be prohibitively
expensive, but is expected to decrease as the cost of such off-the-shelf
equipment naturally decreases with increased market size. The positive
psychological effects of working and interacting in such an immersive
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environment within a "standard" office will be so compelling, we believe, that
users will not readily wish to return to working within the constraints of a 21"
monitor. Much of this work is being carried out as part of a collaboration
among the five sites of the NSF Science and Technology Center in Computer
Graphics and Scientific Visualization (Brown, Caltech, Cornell, UNC, and
Utah) and is also being carried on in collaboration with the GRASP Lab at
University of Pennsylvania, and is part of the National Teleimmersion Initiative
sponsored by Advanced Network and Services.

Introduction

This project originated from two influences in our department: 1) many years of
research into virtual reality technologies and applications, and 2) a long tradition of
working in collaboration with others near and far (rather than working alone). Long-
distance collaboration in particular has been at the core of the Science and
Technology Center for Computer Graphics and Visualization (“the Graphics STC”),
of which UNC is one of the five sites. The five sites are widely separated within the
USA, so the distant participants have no choice but to rely on whatever tools and
techniques are available to enable the long-distance collaboration.

Several of the virtual reality applications have in recent years involved “augmented
reality” -- visualization and interaction not just with a completely synthetic,
computer-generated environment, but visualization and interaction with an
environment composed of a fusion of the computer-generated one and the user’s own
physical environment (the user’s environment augmented with a synthetic one). In
several medical applications, for example, the user (a physician) sees the patient on
the examining table AND this patient’s image data properly registered inside. In this
way the physician could, for example, identify the precise location of tumors during
needle biopsy. About five years ago (1993), this vision of augmented reality was
expanded to include augmentation of the user’s local environment by (3D) images of
distant environments, as in the linking of teachers with students in separate
classrooms, and establishing remote surgical consultations between medical experts
based at certain sites and physicians handling cases (such as trauma) in others.

Support for collaboration within the Graphics STC began with standard tele-
conferencing technology. Later developments included an experimental shared
virtual environment with “live” video images of participants’ faces on crude
rectangular avatars in the shared virtual environment. From these experiments, some
of us concluded that remote participants would benefit not just from “live” video of
the faces of the other participants, but also from 3D reconstructions of each
participant and his or her nearby environment.

Recently these two interests have come together in a project supported by the
National Tele-immersion Initiative funded by Advanced Network and Services. Their
support, along with that of NSF and DARPA for related research, have enabled us to
begin building a prototype office in the UNC graphics and image lab (built along the
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dimensions of a standard 12 foot x 16 foot university office) to try out these ideas of
remote tele-collaboration. The near term objective is to link two rooms on the same
floor for telecollaboration experiments — a small conference room and the prototype
office (We are also working on linking the conference room to a distant lab.)

Design Considerations for the Office of the Future

Given that the future of tele-collaboration technology will be of most use to individual
researchers working alone or with local colleagues rather than by teams working at
great distances, whatever tele-collaborative system that is built is to be optimized for
solo and local work. Additionally, in a world where increasingly individuals are
basing their work environment at home, every interaction will be remote.

For display technology, we would like to use head-mounted displays, but these are not
well enough developed at the present time to give a comfortable, stable image with
sufficient image quality. Thus we are “forced” to consider other display technologies,
ones with displays not mounted on the head. Among these remaining possibilities are
projection-based displays: front- and rear-projection. Since rear-projection
arrangements take up impractically large amounts of space for an office environment,
we have been focusing on front-projection.

Next, we have had to decide where to project. Our answer was, onto well-specified
surfaces such as walls or onto more general surfaces. At. UNC we are beginning with
display onto walls, but we are eager to project images anywhere in the environment.
In Raskar, Siggraph98, we show a method for pre-distorting the projected image in
order to cancel out distortion effects due to the geometry of the surface. This
approach fits in well with concepts developed here since 1993, such as extracting 3D
scene descriptions from a “sea of cameras,” so that in theory every available surface
location can be extracted. This, in turn, has led us to an interest in real-time depth
extraction techniques that take advantage of lighting control provided by the
projectors. In turn, this has led us to a consideration of techniques for dynamically
structured light that are not too distracting to the participants. Other considerations
are support for display in stereo mode, and support for multiple participants.

Implementation and Problems

We are eager to try various parts of such a system as early as possible — in order to
benefit from them and to learn the problems and limitations. Two such problems are
listed below:

1) shadowing created by the user’s body getting in the way of the projector paths.
This results in parts of the image not reaching the intended surface. Although this
getting-in-the-way is necessary in order to do the 3D scanning of the user’s own body
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surface, we think it may be very irritating to have NO displayed image on the some
surface location of interest, such as the desk surface directly under a user’s hand. We
hope to lessen this difficulty by the careful placement of projectors that aim onto the
surfaces and by allocating multiple projectors to project onto regions of particular
importance and particularly susceptible to this shadowing problem.

2) interreflections—significant image degredation may occur in the Office from
(projected) light bouncing from one surface to another, reducing contrast and
readability. This effect is especially noticeable near inside lit corners of the Office.
Since we intend to control all the light in the room through projectors, we can predict
some of these scattering effects, but we can’t control them

We have begun to use these concepts in simplest form, using projectors mounted on
the ceiling and projecting onto walls (actually, wall-mounted white boards).
Professor Gary Bishop (UNC) has already converted his private office this way (see
his UNC web page photos at http://www.cs.unc.edu/~gb/office.htm) and uses it daily.
In the future, for telecollaboration, we envision a system consisting of only a few sites
(4-5, each with only 1 or 2 people) sending images to one another. Each collaborator
at work would have the impression of two rooms from different sites being adjacent
to a picture window in between. With more than two sites involved, this impression
would be expanded, in that the offices would appear to be in grid arrangement and
meeting at the corners. Each site, therefore, can see the others with the impression of
intimacy, with their tables and chairs pushed up to the viewing surfaces.

Extractions of 3D suirface points are done by imperceptible structured light and
cameras. We hope to acquire surface information (location and color) of every
millimeter of lighted surface in the scene and send any changes (from people moving,
etc.) to each of the other sites. In order to render the proper image, the precise
location of the participant’s eyes must be known.

Current Status of Project

We have just begun operating eight projectors simultaneously in our 12-foot by 16-
foot prototype office, and experimenting with (very near) “telecollaboration” between
a single participant in that office and a group of participants in a small conference
room just a few meters away. The projectors present a panorama of images from the
conference room acquired by a single cluster of 10 to 12 cameras. This specialized
cluster of cameras was developed in collaboration with the Alpha_1 Project and the
Advanced Manufacturing Lab at the University of Utah [Chi, et al, 1998].

We have also developed proof-of-concept demonstrations for imperceptible structured
light and for correction of geometric distortion induced by nonplanar geometry of the
display surfaces. We have also demonstrated stereo display using micro-mirror based
projectors — called Digital Light Projection (DLP) by its developer, Texas
Instruments.
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Our collaborators at the University of Pennsylvania have developed techniques to
extract precise depth and color maps from increasingly complex room environments.

Conclusions

Although various pieces of technologies are just beginning to be demonstrable, we see
no fundamental barrier to realizing the long-term plans described above. For
example, the idea of outfitting a room with dozens of projectors and digital cameras
appears daunting at first, but we are encouraged that both of these items (cameras or
projectors) are widely available, with steadily declining costs. We foresee a time
when such configurations will be widely affordable. Initial results of displaying many
coordinated images simultaneously encourage us in the belief that, once an individual
experiences such a rich, interactive environment, he will never again be satisfied with
a 197 display screen. Once telecollaboration can be experienced in a convincing,
surround fashion, today’s conventional teleconferencing with a small window on a
single screen, showing a distant participant’s “talking head”, will appear as appealing
as a console teletype for computer interaction after experiencing a multi-windows
system.
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Fig. 1. Artist conception of the Office of the Future, illustrating a single local
participant collaborating with two participants at one remote site and a single
participant at one remote site collaborating on the design and manufacture of a
Head Mounted Display. The geometric model of therelevant parts of a face
are shown next to the boxlike Head Mounted Display so the esigners remain
aware of the physical constraints on the design imposed by the contours of the
human face.
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Fig. 2. The Office scene during projector calibration procedure, showing the
results of automatic blending of overlapped projected image regions.
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Fig. 3. The Office scene during display of CAD data but without images of
distant collaborators.
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Fig. 4. The Office during 3D scene scan showing projection of structured light
onto the user. We expect to use imperceptible structured light techniques so that
the checkerboard pattern will not be perceptible to the user.
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Fig. 5. The Office during extraction of points of particular interest as part of

3D scene scan, also using imperceptible light techniques so the points will not
be perceptible to the user.
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Fig. 6. The Office after a scene scan outlines regions of particular interest -- in
this case, points which have changed since the previous night.

Fig. 7. Another application in which there are multiple users. If done with
stereo, then 2n images for n users, a distinct stereo pair for each user's point of
view.
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Fig. 8. A medical application with a local surgeon showing the sea of cameras
around the operating room.
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Fig. 9. The same application in which the remote consultants are viewed by
Head Mounted Displays, so that each participant sees the others.
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