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Abstract 

W e  have been developing an interactive system that  wil! 
display 3D structures from a series o f  two-dimensional 2D 
images acquired incrementally by a conventional 2D ultra- 
sound echographic (2DE) scanner. T h e  user-guided scan- 
ner head is mounted on a mechanical arm that  tracks the 
position and orientation of an image frame. W e  expect 
in the coming year t o  complete a version of the system in 
which the 3D image will be reconstructed incrementally 
in real-time during the scanning process. This paper re- 
ports on the design and implementation o f  the system, 
visualization algorithm, and the results o f  an experiment 
with a doll phantom t o  test its feasibility. 

1 Introduction 
We have been conducting research toward a system 
that acquires and displays 3D images in real-time, us- 
ing ultrasound echographics scanning as the imaging 
modality. In the following we will sketch the ‘ultimate’ 
system we are aiming a t ,  then introduce an interim 
version of i t ,  an incremental ,  interactive 3D echogra 
phy (3DE) using conventional 2D scanner images inte- 
grated over time ans space. 

1.1 The ‘ultimate’ system 

The ‘ultimate’ 3DE system we are aiming at  will ac- 
quire, display, and manipulate a 3D volume image in 
real-time. Real-time-ness is very important for an ap- 
plication such as cardiac diagnosis, where static 3DE 
display, or dynamic display by gated acquisition might 
miss certain kinetic features. In real-time system, scan- 
head can be guided by doctor to gain best acoustic win- 
dow or best view-angle. These can be crucial advan- 
tage of system with real-time acquisition and display 
over non-real- t ime imaging modalities. 

Among the various medical imaging modalities, ul- 
trasound echography is the closest to  achieving 3D real- 
time acquisition. To acquire real-time 3DE image, the 
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‘ultimate’ system will use a new 3DE scanner being de- 
veloped by Dr. Olaf. T .  von Ramm’s group at  Duke Uni- 
versity [Shat84]. Due to  the velocity of sound limita- 
tion (about 1540mls in water), scanning a 3D volume 
with reasonable resolution (128 x 128 x 128 or more) in 
real-time (30 3D-frames/s) requires parallel processing. 
The new scanner will use a single transmit/multiple- 
receive scheme called Ezplososcan to  increase data ac- 
quisition bandwidth. The first implementation will use 
a 16 x 16 2D-array transducer along with digital delay- 
lines implemented in VLSI chips for 3D beam steering 
and focusing with 64-way multiple simultaneous recep- 
tion. 

Next issue is the visualization of such data. We at 
UNC-Chapel Hill have been working on the display sys- 
tem based on volume rendering that display 3DE data 
in real-time. Such a display system has to  cope with 
the challenge of very high data bandwidth. We must 
also find effective ways to  render and manipulate such 
3DE images. 

The real-time 3DE scanner above will produce on the 
order of 2-4 x 106points per frame, or about 60- 120 x 
lo6 points per second. Visualizing a 3D data volume 
of this bandwidth requires very large computational 
power, on the order of Giga floating point operations 
per second, if straightforward algorithm is used. We 
are approaching this issue through the parallelism, and 
algorithm efficiency gained by exploitation of various 
forms of coherences. 

Effective visualization method is another major is- 
sue. It involves standard problems associated with vi- 
sualization of 3D data, such as obscuration. To look 
at  the inside of the left ventricle, images of fat tissue, 
part of myocardium, etc. must be removed to  reveal the 
object behind. This usually requires extensive manip- 
ulation of the 3D image data. On top of those are the 
special character of the ultrasound data, e.g. speckle 
noise, gain variation, shadowing, specular artifact, etc. 
that can hinder the 3D imaging. 

We expect that real-time, interactive image acquisi- 
tion, manipulation, and display will greatly help over- 
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come the difficulties in visualizing 3D ultrasound echog- 
raphy. As mentioned above, with real-time acquisi- 
tion, better acoustic widow can be sought interactively 
to  improve image quality or view angle. Rendering 
parameters can be changed interactively to  suit spe- 
cial objective of imaging. Unconventional view can be 
gained by changing the viewpoint. 

If realized, real-time 3DE scanner and display as 
sketched above can be a powerful tool for diagnosis, 
operation planning, intra-operative guidance, etc. If 
combined with such technology as a real-time optical 
motion tracker and a head-mounted display, both of 
which are being developed a t  UNC-Chapel Hill and at  
other places, the doctor will be able to  view, for exam- 
ple, the 3D image of a fetus or a beating heart over- 
layed on a patient’s chest, with stereopsis and motion 
parallax. 

1.2 Incremental, Interactive 3DE 
Visualizing real-time 3DE input is different from ren- 
dering off-line data  from other modality such as X- 
ray CT. To study the issues of real-time 3DE imaging 
before either the real-time 3D scanner or a powerful 
enough parallel multicomputer, we have been devel- 
oping an interactive system that will display 3D struc- 
tures as a series of 2D images incrementally acquired by 
a conventional 2DE scanner. Currently a user-guided 
scanhead is mounted on a mechanical arm that tracks 
the position and orientation of a 2DE. The 3D view- 
ing image is generated as the object is scanned, and 
the scanning of typical examination volume will take 
on the order of a few seconds, though the current im- 
plementation on SUN4 takes tens of minutes. 

Although the basic idea of tracking 2DE image lo- 
cation and orientation for the reconstruction of a 3D 
volume have been applied for ultrasound many times 
before [Brin78] [Ghos82] [Hott89] [La10891 [Raic86] 
[McCa88] [Nikr84] [Stic84], our approach is a depar- 
ture from those; we aim at incremental  acquisition and 
rendering, where the 3D image is renderd from the 
incrementally changing 3D reconstruction result as a 
new 2DE image slice is acquired and added. This is 
achieved by a new incremental volume reconstruction 
and rendering algorithm, as well as the advances in the 
computing power available. 

Although this is intended as a research vehicle for 
future real-time 3DE, incremental 3DE may prove to  
be useful medical imaging modality. In the following 
sections, previous work is reviewed, followed by the 
description of the design and implementation of our 
incremental 3DE system, including its incremental re- 
construction and rendering algorithms. Result of early 
experiment of scans of a doll phantom and forearm are 
reported. 

1.3 Previous Work 

Acquisition of 3DE data  can be done directly by a real- 
time 3DE scanner, as in [Shat84], or it can be recon- 
structed from the data  of lesser dimension, e.g. 2DE 
slices. In the latter case, the location and orientation of 
2DE slices must be available to  reconstruct 3DE data. 

Reconstruction of 3D data  from a collection of ultra- 
sound 2DE slices have been tried many times. Tech- 
nical issues in acquisition are; 1) tracking the location 
and/or orientation of the scanhead, 2) storing multi- 
ple image slices for later reconstruction (since none of 
them are real-time), and 3) synchronizing tracking and 
images acquisition. Then, there are issues of recon- 
struction and presenting the data  in a usable way, such 
as estimation of the volume of the heart chamber. 

The majority of the prior studies [Brin78] [Ghos82] 
[Raic86] [Nikr84] [Stic84] had estimation of the volume 
of the heart as their primary objective. Thus, typical 
reconstruction is only geometric. The typical process 
involved manual trace of the 2DE image taken from 
the video-taped images by human, then digitizing the 
trace into computer, which resulted in a geometrical 
reconstruction. In such a study, the display of the re- 
construction result is usually a wire frame, or a stack 
of contours. All the backscatter information is lost in 
the process or reconstruction. 

More recent studies by [La10891 [McCa88] actu- 
ally reconstructed 3D images,  not only the geometri- 
cal information but with the backscatter information. 
[La10891 describes a study on mammograms using a 
special 2DE scanner which can acquire and store 45 
consecutive parallel slice of l m m  interval. Actual data 
acquisition took approximately 15 minutes, but the 
reconstruction and rendering is done off-line. Recon- 
struction used is essentially an image reformatting with 
cubic spline interpolation. Volume rendering is used for 
visualization, after reformatting. [McCa88] performed 
the gated acquisition of a heart’s image over a car- 
diac cycle. It also used video-tape to  store 2DE images 
and used volume rendering to  generate images. Upon 
reconstruction, repetitive low-pass filtering is done on 
3D volume image to suppress aliasing artifact by filling 
spaces between radial slices. 

The majority of reported projects used various form 
of mechanical tracking systems to  acquire scanhead lo- 
cation and orientation. Nikravesh et.al used a 6 DOF 
mechanical arm [Nikr84], Stickels et.al. used 3 DOF 
arm [Stic84], while Raichelen’s group used 1 DOF 
‘slider’. One interesting variation of 1 DOF tracking is 
the rotation tracking where a sector scanner is rotated, 
as in Ghosh et.al. [Ghos82] and later by McCann et.al. 
[McCa88]. This is done to  gain access to  the 3DE image 
of heart through limited acoustic window. The result- 
ing image slices are intersecting planes around rotation 
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axis. This mechanical tracking to  achieve 3D image 
acquisition using 2DE scanner is an extension of the 
well proven method of achieving compound 2DE by the 
combination of 1D echographic scanner and a motion 
tracker. 

On the somewhat exotic side, Brinkeley et.al. used 
an elaborate 6 DOF acoustic tracking system [Brin78], 
where two spark gaps (sound sources) mounted on the 
scanhead and carefully arranged microphones tracked 
the location and orientation of the scanhead. [Mill901 
used optical tracking, where images of a ‘crown’ of tiny 
lumps were recorded with two TV cameras as the 2DE 
scanning was done, which yielded 6 DOF tracking in- 
formation by postprocessing. 

2 Methods 
The incremental 3DE system visualizes the 3D volume 
progressively covered by the moving 2D image slice. 
Location of each 2DE slice acquired is tracked by the 
mechanical arm motion tracker, as an image slice is 
digitized from the 2DE scanner. Image reconstruction, 
instead of geometric reconstruction, is used to preserve 
image information. The reconstruction and rendering 
take place for each new 2D image slice, so that the 
user will see the rendered image build up incremen- 
tally. Since scanning of the 3D volume by manually 
moving 2D scanhead takes a few seconds, the object 
must be relatively stable to  avoid image registration 
problem. Examples of the possible imaging targets are 
liver, women’s breast and calm fetus in the early month 
of pregnancy. The design and implementation of this 
incremental 3DE scanner is presented in this section. 

2.1 Incremental 3D scanner system 

Figure 1 shows the hardware setup for our incremen- 
tal 3DE system. The mechanical arm, which came 
from previous generation 2DE scanner Rohe ROHNAR 
5580, has 3 degree of freedom; z, y, and 6’. The arm 
moves in a x-y plane, where the location of the ‘wrist’ 
of the arm is given as (2, y), and the angle of the ‘hand’ 
around the wrist is given as 6’. These values are trans- 
duced by potentiometers into voltages, then buffered 
and sent to the Data Translation DT-1401 A/D con- 
verter (12bit resolution) board housed in a SUN-4/280. 
Sampling rate for the tracking much higher than nec- 
essary at  around 800samples/s. 

Each 2DE image slice acquired by the ultrasound 
scanner Advanced Technology Laboratory model Ultra 
Mark 4 is video-digitized at  a rate of 30frames/sec by 
Matrox MVP/S real-time frame grabber. A 3.5MHz 
linear scanhead is mounted on the arm’s wrist, and 
(z, y, 6‘) values are sampled for each frame acquired. 

The reconstruction process incrementally recon- 
structs 3D volume data from 2DE slices, as a new slice 
is added. Reconstruction result is then passed to ren- 
dering stage, which is also incremental as far as the 
shading parameter and viewpoint are fixed. Both re- 
construction and rendering algorithm are described in 
the following section. 

In this set up, if sampled at  2mm interval parallel 
slices, 100 2DE images cover a volume of 20cm thick- 
ness. This will take 3s to acquire, assuming 30frames/s 
frame rate. Actual acquisition time and the resulting 
image quality depend on the way the user moves the 
scanhead; if moved too fast, the anatomical details will 
be missed. 

The current system reconstructs and renders on the 
SUN-4 workstation. The transfer of 512 x 480pixe1, 
lbyte/pixel frame from video digitizer to SUN-4 mem- 
ory takes 0.6s. This is before lengthy reconstruction 
and rendering process. Thus, the system does not cur- 
rently perform at interactive speed. Currently, the ac- 
quired image slices are stored in file along with the arm 
coordinate values for later rendering and reconstruction 
experiments. 

In the second stage system, which we hope to 
comelete in the coming year, the video digitizer output 
will be directly fed, bypassing VME bus and SUN-4, to 
the Pixel-Planes 5 [Fuch89] through a custom interface 
board. To allow this, we have chosen the video digi- 
tizer board with a special proprietary port that outputs 
video D/A converter output at  the rate of 10MByte/s. 
With this setup, full speed (30 2D-frames/s) acquisi- 
tion, reconstruction, and rendering of the image is ex- 
pected. The algorithm running on the Pixel-Planes 5 
will be a parallelized version of the single processor al- 
gorithm currently running on the SUN-4. 

2.2 Visualization Algorithm 
As mentioned above, visualization of incrementally ac- 
quired 2DE image slices can take place as an image slice 
arrives, without waiting for all the slices to  arrive. The 
reconstruction is an incremental process, which may 
be unique to  this system. For rendering, we have de- 
veloped a volume rendering algorithm based on ray- 
casting into a regular grid, as found in [Levo88], as a 
basis. 

Fig 2 shows the pipeline for the incremental volume 
visualization. First, 2DE image slices are incremen- 
tally reconstructed into a 3D scalar field sampled at  3D 
regular grid points. It is stored in a 3D reconstruc- 
t ion bufler in object space. From this point on, the 
process is a analogous to standard volume rendering 
pipeline, except that this is an incremental algorithm. 
The 3D scalar field is classified (non-binary classifica- 
tion) and shaded, yielding a 3D shade buffer, also in 
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Figure 1: Overall structure of the incremental, interactive 3D ultrasound scanner system. 
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Figure 2: Incremental reconstruction and volume rendering pipeline. 
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Figure 3: Inter-slice interpolation reconstruction 

object space. Next step is the ray-casting, which es- 
sentially transforms object space data  into 3D screen 
space with proper resampling. Filtered resampling is 
necessary t o  avoid aliasing in the final image. Finally, 
sampled values in 3D screen space are composed, to 
yield 2D viewing image. 

2.2.1 Incremental Reconstruct ion 

In addition to  the geometrical constraint of 3 degree-of- 
freedom (z, y, e )  given by the arm,  we made two more 
assumptions for reconstruction; 1) the scalar field we 
are sampling (e.g. h u m a n  body) i s  a continuous func -  
t ion  o f t h e  space, 2) locations of 2 0  slices i n  sequence 
have continuity.  First assumption means that the final 
image must not look like a set of intersecting planes; the 
space between two slices must be filled with reasonable 
values. Second assumption means that  the consecu- 
tive slices are geometrically next to  each other. Also, 
it means that  the temporal sampling rate of 2D image 
acquisition, hence spatial sampling rate of a sequence 
of slices are high enough to  sample changes in the 3D 
scalar field (e.g. human body) we are imaging. 

Basic method of interpolated reconstruction is for- 
ward mapping of input sample values into the recon- 
struction buffer, using a certain low-pass filter kernel 
(See Figure 3).  An input pixel value is distributed 
among the neighboring grid points weighted by the fil- 
ter coefficients. We have chosen a triangular function 
for the filter kernel. The filter kernel is made asymet- 
ric, since the resolutions of the ultrasound scanner are 
different from axis t o  axis. The filter kernel rotates 
along with the image slice, and its sizes are specifiable 

by the user. The coefficients of a filter kernel are also 
accumulated, this time in a 2D weight buffer for nor- 
malization of the value as they are used in shading. A 
2D, instead of 3D weight buffer is enough, since there 
is only one axis of rotation. 

This is sufficient for parallel slices of predetermined 
interval; kernel size can be matched to  the interval. 
But for a manually gui'ded scan widely spaced. Theo- 
retically, a filter kernel with infinite fall-off can be used 
to  reconstruct such an image. But this is not prac- 
tical, especially for its computational cost. We chose 
to  adaptively fill-in spaces between slices. The current 
algorithm bi-linearly interpolates between current and 
previous slices. First linear interpolation is along the 
slice to  obtain values at every integral y coordinate on 
the slice, and the second linear interpolation is along 
the X-axis to  fill space between slices. For the latter, 
distance along X-axis is split into equal intervals, and 
a t  every interval, values interpolated along X-axis is 
splat using filter kernel. This adaptive inter-slice in- 
terpolation keeps kernel size, and thus computational 
cost down to a realistic value. 

There is another issue associated with incremental 
scanning. A volume can be scanned many times over, 
and older values from older slices should somehow be 
replaced by new values. One idea is the decay method, 
which lets images decay gradually over time, as im- 
ages on a classical radar screen with long persistence 
phosphor. This can be implemented by keeping a 2D 
map of time-stamps for every Z-lines at, (z, y). An- 
other is motion vector method, which somehow detect 
if the scanhead is scanning forward or backward (rela- 
tive t o  last sweep past that  voxel) in the volume. If it 
is scanning forward, the values and weights are simply 
accumulated. If it is scanning backward, new values 
and weights start  replacing older values and weights. 
The current implementation use the latter, motion vec- 
tor method, by keeping the 2D motion vector for each 
pixel (actually a Z-line) in the 2D motzon vector buger. 
If previous motion vector of a pixel is more than 180" 
different from the motion vector of the current sweep, 
it is determined as scanning backward, and the values 
in the reconstruction h'uffer as well as weights in the 
weight buffer are replaced. The replacement is actu- 
ally a weight>ed average of new and old values. 

2.2.2 Incremental Volume Rendering 

The incremental volume rendering algorithm tries to 
save computation by taking advantage of three assump- 
tions; 1) incremental acquisition of 2DE slices, 2) shad- 
ing parameter will not change for every few frames, 3 )  
viewpoint will not change every few frames. If these 
conditions are met, an incremental rendering can he 
done at  real-time rate in the second generation sys- 



.em. By incrementally shading and ray-sampling per 
inserted 2D slice, computation is proportional to  the 
area of the inserted image, instead of the reconstruc- 
tion volume. 

After reconstruction, classification is done by table 
lookup, and the shading values, color and opacity, are 
computed from the 3D scalar field in the reconstruction 
buffer. This happens incrementally, only in a subset 
of volume between current and previous image slices 
inserted. Currently, two shading algorithms are imple- 
mented; 1) image value shading which directly maps 
from input scalar value to  the color value by table 
lookup, and 2) gradient-Phong shading which performs 
Phong shading with diffuse and specular components, 
where surface normal is approximated by finite differ- 
ence. The shading result is stored in the shade bufler. 

The ray-sampling stage performs actual ray-casting, 
where a ray is cast from a pixel into 3D shade buffer, 
and the shading values are sampled at  uniform inter- 
val along the ray. We used perspective projection to 
give better 3D perception. Ray sample is the result 
of tri-linear interpolation to  minimize aliasing in the 
resulting images. This stage also works incrementally, 
and only the same sub-volume processed in shading 
stage is sampled. Ray sample values are saved in a 
3D array called ‘Ray-sample cache’in 3D screen space. 
Since the ray-sampling is a costly process, saving and 
resuing ray-sample values saves a lot of computation. 

In general, the composition stage has to be done on 
entire ray-samples in 3D screen space even if only a 
2D slice of resampled ray values are inserted into ray- 
sample cache, and can not be done incrementally. The 
current implementation has multiplicative composition 
as in [LevoSS], as well as additive composition, and 
Maximum Intensity Projection, which takes the maxi- 
mum sample value along the ray as a pixel value. 

If the viewpoint is changed, ray-sampling and com- 
positing have to be done essentially on the entire data. 
Or, if the shading parameters are changed, the shad- 
ing have to  be done in addition to ray-sampling and 
compositing. In such cases, various forms of coherence, 
such as image coherence and object coherence as well as 
temporal coherence can be used to reduce requirements 
on computation. Current implementation is a proof of 
a concept, and includes none of these optimizations. 

In the second stage system using Pixel-Plane 5, re- 
construction, shading, and ray-sampling will take place 
in the 16 to  32 Graphics Processors. The last stage, 
the compositing, will t,ake place in the Pixel Proces- 
sors. The Pixel Processors’ memory is used as ray- 
cache. With its parallelism, Pixel Processors will be 
able to compose cached ray-samples in 1/30s. For non- 
incremental cases, the second stage system is estimated 
to take a second to generate image from viewpoint 

Figure 4: Experimental setup. The 2DE scanner, 
whose linear scanhead mounted on the mechanical 
tracking arm, and a phantom in the watertank is seen. 

change, and a few second to  generate image from shad- 
ing parameter change. 

3 Experiment 

An in-vitro experiment is done to test visualization al- 
gorithm, as well as the image acquisition system setup. 
The 2DE scanner used is the Advanced Technology 
Lab. Mark-4, with 3.5MHz linear scanhead. Figure 4 
shows the overall setup, including the watertank with 
a plastic baby doll as a phantom. 

We built another phantom for geometric calibration 
of the system. The scale (i.e. ”/pixel) of the im- 
age and the location of the image relative to  the arm 
must be known for reconstruction. The design of the 
phantom is suggested by Mills, and is analogous to that 
of the one found in Joynt’s [Joyn82], though they are 
developed independently. 

For the phontom test of the scanner system, we chose 
a plastic doll of a baby, with height of 16.5cm1 which 
roughly corresponds to  the fetus in about 18weeks of 
pregnancy. Figure 5 shows the doll, as well as two 
slices out of 2DE images acquired. We suspended the 
doll by a fine wire, which is visible in the head slice 
image. We scanned the doll at  approximately parallel, 
constant interval (2mm, 3mm, and 5”) slices, as well 
as arbitrary location and angle slices. In the constant 
interval scan, the program tracked the 2 coordinate, 
and digitized the image after a given translation limit 
(e.g. 2”) was surpassed. Images and coordinates are 
stored in the file for later reconstruction and rendering 
studies. We also scanned a forearm of a volunteer at 
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Figure 5: Left : Picture of the doll scanned; Right : 
Images of the torso and head slices. 

3mm slice, for an example of real tissue scan. 

4 Result 

Figure 6 shows the baby doll image reconstructed from 
90 approximately parallel slices of 2mm interval. Each 
2DE image acquired was of 256 x 405 pixels, which cor- 
responds to  98 x 195mm in real size. This is windowed 
to  245 x 146 pixels, and horizontal axis is sub-sampled 
by 2 to  1. Thus, 2DE image slice size used for this re- 
construction is 122 x 146. This is mainly to  reduce the 
necessary memory for reconstruction buffer. For each 
slice inserted in 2mm interval, average of 3 additional 
points are inserted for inter-slice interpolation, to  fill 
the space. 

In the reconstructed image, the diagonal line on the 
upper-right is the image of the string. The almost hor- 
izontal ‘cloud’ around the feet is a scanning artifact, 
energy from the previous transmission from the neigh- 
boring transducer element bounced off the bottom of 
the watertank. Artifact visible as horizontal stripe pat- 
tern is likely to  have resulted from tracking, acquisition, 
and reconstruction error. Various features such as eyes 
and nose (feature size of about 5”) are recognizable, 
especially if seen in a rotating movie loop. Notice also 
that a t  the right shoulder of the doll, both the front 
and back interface of the ‘skin’ can be seen. 

Figure 7 shows a volunteer’s right arm, scanned in 
thumb up position in the watertank with the same 
setup, reconstructed and rendered. Left is the ante- 
rior view, and the right is the posterior view. It is 
about 18cm in actual length. In the reconstructed im- 
age, some muscle/fat interfaces and muscle/bone inter- 

Figure 6: Baby doll phantom visualized from 90 ap- 
proximately parallel slices of 2mm spacing. 

faces are visible. With a movie loop, more subtle and 
complex 3D structures become apparent. 

5 Conclusion 
We have established a basis for the incremental, inter- 
active 3DE, which visualizes a 3DE image from consec- 
utive 2DE image slices acquired in real-time. Though 
currently not interactive, the our next generation sys- 
tem running on Pixel-Planes 5 should be able to  in- 
crementally reconstruct and render a 3DE image at  
interactive rates. 

The mechanical tracking arm and the real-time im- 
age digitzer allowed us to  acquire multiple image slices 
relatively quickly and easily. digitizing process as post- 
processing. The incremental reconstruction algorithm 
with 3D forward mapping and adaptive linear inter- 
polation performed pretty well. As seen in the recon- 
structed image of the doll phantom, it can reconstruct 
and present small features in the rendered image. We 
have also tried the reconstruction and rendering of the 
human forearm, by the same method. A higher order 
inter-slice interpolation method, such as cubic spline 
interpolation, can increase image quality a t  the expense 
of speed. 

We plan to  improve this system in the following ways. 
For reconstruction, higher order inter-slice interpola- 
tion functions as well as replacement strategy for aging 
data have to be studied. Rendering stage currently has 
virtually no optimization implemented. Algorithm de- 
veloped for optimized parallel rendering algorithm for 
real-time volume rendering will be implemented in the 
incremental, interactive 3DE system. 



Figure 7: Volunteer’s forearm visualized from 60 ap- 
proximately parallel slices of 3mm spacing. 
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