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Abstract
Systems that provide remote viewing of three-dimensional

data with interactive viewpoint control must confront two key
problems: latency and bandwidth.  The straightforward
approach of transmitting and displaying rendered images
results in a delay of one round-trip between viewpoint change
and the corresponding change in the displayed image. We avoid
this delay by transmitting a representation of the scene to the
user’s machine, which then locally closes the viewpoint-to-
display loop.  If the scene representation is geometry-based,
the bandwidth, user-side storage, and user-side graphics
rendering capability required for updates to the scene are
unbounded.  We show that an image-based representation can
allow for arbitrary scene changes, while requiring only fixed
bandwidth, storage, and rendering power.  We demonstrate a
system that renders images on a “rendering server”, and then
transmits them to the user’s machine where image warping
using per-pixel disparity values compensates for system
latency and synthesizes stereo images for display.  We also
develop enhancements to the warping technique that improve
its quality and speed.

Introduction
In this paper we address the problem of rendering imagery at

one location for a user who is controlling the view from a
second location.  If the user and rendering engine are separated
by a significant distance–they could be on opposite sides of a
continent or of the world–then we are presented with two major
difficulties: latency and limited bandwidth.

Latency is unavoidable because of the distances involved.
When we send messages over a communications link which is
several thousand miles long, even the delay caused by the speed
of light becomes significant.  Any actual system will also add
latency caused by rendering and other computations.  Limited
bandwidth is a secondary difficulty since it restricts the ways in
which we can attack the latency problem.  Although high
bandwidth is becoming cheaper and more widely available, we
do not believe that it will become either “unlimited” or “free” in
the near future.

The real-time remote image display system we have built
and describe in this paper tackles the dual problems of latency
and bandwidth in a very general way, without constraints on the
scene or its dynamics.  Our system generates and transmits an
image-based representation from a rendering server to the user’s
system.  The required transmission bandwidth is independent of
scene complexity and depends only on the user’s display

resolution.  The user’s system then warps the image-based
representation to produce the final displayed image.

Image-based representations and image-based rendering are
recent developments in computer graphics. Instead of using
geometric models as a scene description, image-based methods
use a series of reference images to model the scene. Image-
warping techniques like those discussed in [Wolberg90] are
used to reproject the reference images according to the desired
viewing parameters. In our system we have used the perturbed-
projective image warps described by [McMillan95a] to
reproject and render the desired image. This method augments
the typical image representation with a disparity value at each
pixel. From this point on we will refer to this class of
perturbed-projective image warps simply as an image warp.

This image warp has the important property that its cost is
proportional to display resolution, not to scene complexity.
As scenes rapidly become more complex while display
resolutions change slowly, image warping becomes more and
more attractive as an alternative to rendering.

There are a wide variety of uses for a system in which
images are rendered remotely, but viewed locally with local
viewpoint control.  The application which initially drove our
research was the desire to make use of graphics supercomputers
from other locations without moving the actual machine or the
user.  But since the image warp is relatively simple and its cost
is bounded by the display resolution, we believe that the user
side machine can eventually be made cheaply, opening up other
uses.  In particular, our technique may be attractive for
applications consisting of many user-side machines which
must be inexpensive and a smaller number of central rendering
servers.  In the future these user-side machines could be PC’s or
set-top boxes.  Finally, we believe that there is a class of
applications where, because of the bandwidth limitations for
remote display systems, an image-based technique is the only
technically viable one.  The key observation in favor of this
argument is that image-based representations of a scene provide
the optimal level-of-detail for representing an arbitrarily
complex scene.

In the rest of the paper we will discuss in more detail the
issue of latency in remote display, categorize this latency into
two types, and discuss our system’s approach.  We discuss the
implications of limited bandwidth for remote display and the
advantages and disadvantages of our system with respect to
other techniques.  We then describe our system and its
performance.  We discuss some of the improvements we have
made to the image warping technique as part of our system.  We
conclude with a discussion of ways in which our system can be
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enhanced and integrated with other latency compensation
techniques.

Latency and Remote Display
We consider the general type of system in which visual

information is generated at one location, and viewed by a user
at a second location. The user controls the viewpoint and gaze
direction.  This control can be in the form of head or gaze
tracking, joystick, or mouse control.  In this type of system,
we can consider two kinds of latency:  The first is the delay
between the user’s specification of a new viewpoint/view
direction and the display of the appropriate image (view
transform latency).  The second is the delay between a change
in the underlying visual information and the display of this
changed information (scene change latency).  In the first case,
we are changing how the data is viewed, but in the second case,
the data itself is changing.  The key difference between these
two types of latency is the location where the change is
initiated -- at the user’s side for view transform latency, and at
the information-generating side for scene change latency.

Unless we can accurately predict future scene changes, there
is nothing we can do about scene change latency.  We are
constrained by the speed of light -- the change is happening at
one location, and we simply can’t immediately find out about it
at a different location.  In practice of course, most remote
display systems add significant additional latency above that
imposed by the speed of light, but even if this latency could be
eliminated the transmission link delay would remain.
Fortunately, scene change latency can not be perceived unless
we are interacting with the scene, thus creating a servo loop
from us to the scene and back.  Without interaction, we are
simply viewing a delayed “movie” and have no way of knowing
that we seeing it with a time delay.  Even with interaction,
scene change latencies of a significant fraction of a second may
be quite tolerable, depending on the application.The situation
for view transform latency is much more promising.  Because
the change in the view transform is generated at the user’s side,
where the images of the scene are displayed, we can potentially
create an entirely local “view transform to display” servo-loop.
However, in order to close this loop locally, we must maintain
a representation of the scene at the user’s side which allows for
changes to viewpoint and gaze direction [Fig 1].  A geometry-
based representation would seem to be ideal, except that it
requires potentially unbounded storage and rendering
performance on the user side because scene complexity is
potentially unbounded.  It also requires potentially unbounded
transmission bandwidth. We propose that an image-based
representation is an alternative for many applications.  An
image-based representation’s storage requirements, required
rendering performance, and required transmission bandwidth are
all bounded by the display resolution, not by the scene
complexity.

A conventional image-based representation of a scene is
accurate for only one viewpoint, and while it can accommodate
arbitrary rotations, it can not be used to produce correct
displayed images after a translation.  When compensating for
relatively short delays, such as those found in a non-distributed
system, the errors due to translation may be small enough that
they can reasonable be ignored.  This approach is the one taken
by earlier image-based latency compensation schemes, such as
image shifting [Burbidge89, So92], and Regan & Pose’s
address recalculation [Regan94].  However, for the delays on
the order of 100’s of milliseconds encountered in remote
display systems, the errors due to translation are too large to
ignore.  We overcome this rotation-only restriction by

augmenting our images with per-pixel disparity values, and
using the more general perturbed-projective image warp.  This
image warp correctly handles translation.

A shortcoming of this image warp is that only pixels
visible in the source image are mapped to the output image.
This behavior introduces “blank” or “empty” areas in regions
of the output image that were occluded in the original image.
We will discuss these artifacts in more detail later, and propose
techniques for reducing or eliminating them.

Bandwidth and Remote Display
 Previous approaches to the remote display problem have

relied upon maintaining a geometric representation of all or
part of the scene on the viewer’s computer.  Changes to the
scene sent from the “database” end are in the form of new
geometry or changes in modeling transforms for existing
geometry, or in some cases “higher-level” application-specific
information.  The best known examples of this type of system
are based on the Distributed Interactive Simulation (DIS)
standard.  [Zyda93, Katz94]  DIS systems transmit new vehicle
locations (model transforms) to the user’s computer, as well as
simulation-specific events such as explosions.  DIS also
transmits “predictive” information about future vehicle
locations.  The DIS system is an extremely efficient user of
bandwidth, but it does so at the cost of maintaining a model on
the user’s machine, and by allowing only certain types of
easily described scene changes.

Consider a system which needs to remotely display models
of arbitrary complexity, and allow any number of arbitrary
changes to the model in a frame.  Any geometry-based remote
display scheme will require potentially infinite bandwidth to
the user’s machine to transmit these changes.  In contrast, our
image-based scheme requires a fixed bandwidth to transmit the
new image representation each frame.  What we are really doing
is using the image-based representation as a means to represent
the geometry at an appropriate level of detail.

The crossover point where the image-based representation
becomes more efficient than a geometry based representation is
reached approximately when the number of polygons in the
geometry based representation is greater than the number of
pixels in the display.  (In fact, it occurs somewhat earlier, since
a polygon is more complicated than a pixel).  Today’s most
complex models have already passed this crossover point, and
as models continue to become more complex this situation will
become more common

For models which are large but below this crossover point,
we can still reap the computational benefits of the image warp.
The simple and regular structure of the warp computations
makes warping very competitive with traditional rendering
even for relatively simple models.

For many applications, it is not necessary to update the
image-based representation at 60Hz.  Because the viewer’s
display updates are decoupled from updates to the image-based
representation, a system can present the user with a 60Hz
update rate for view transform changes, while presenting a
lower update rate for scene changes.  The effect is that dynamic
objects in the scene appear to move in a discontinuous and
jerky manner, but the sense of presence the user gets from low
latency head rotation/translation is preserved.  This idea is not
new -- see for example Gossweiler et al [Gossweiler93] -- but it
has important implications for our system.  If there are few or
no moving objects in the scene, then we may be able to tolerate
scene update rates on the order of 1 Hz, thus reducing our
transmission link bandwidth requirements and making our
rendering server cheaper.  However, if the scene update rate falls



below 1 Hz then the user has the opportunity to move too far
from the viewpoint for which the scene was rendered.  When
such movements occur, the viewpoint coherency assumption
which is implicit in the use of the image-based representation
begins to break down.  The result is undesirably large occlusion
artifacts which appear as the user’s viewpoint changes.

Additional Advantages of Image Representation
An image-based local-representation provides several

additional advantages beyond that of bounded bandwidth
requirements.  If the scene being viewed is a model of a design
for a new ship, car, or aircraft, the geometric representation of
the model may be considered proprietary.  By transmitting only
rendered images of the geometry, rather than the model itself,
the model owner retains control over the model.  The generality
of our technique also makes it very simple to integrate with any
existing application.  The technique does not depend on any
sort of application-specific information -- it only requires the
capability to generate images and their corresponding z-values
from appropriate viewpoints.  The current implementation of
our system uses the Silicon-Graphics Performer rendering
library to generate our image-based representation, and we can
view any model which Performer is capable of loading.

The Remote Rendering System
We have constructed a proof-of-concept system to illustrate

the major ideas presented above.  The system consists of  two
Silicon Graphics Onyx computers connected via a 155 Mbit/sec
ATM link.  One machine is on the “rendering” side of the link,
and the other is on the “user” (warping) side.  The machines are
physically adjacent to each other, so we simulate latency over
the ATM link by buffering data on the user-side computer.

The rendering computer is a 2-processor SGI Onyx/Reality-
Engine 2.  For each viewpoint transmitted from the user-side
computer, this rendering computer renders four sides of a cube
(we skip the top and bottom sides for performance reasons).
We use the Silicon Graphics Performer library to generate the
images, with a callback to read the RGB, and Z values from the
framebuffer.  The disparity values required by the image warping
algorithm are calculated from the Z values.  The X and Y image
space derivatives of the disparity are also calculated.  The RGB
and disparity values are then transmitted to the user-side
computer over the ATM link.  An ideal system would reduce
bandwidth requirements by compressing the RGB and disparity
values, but we have not implemented this improvement.

The user-side computer is a 4-processor SGI Onyx with an
attached head position/orientation tracker and head-mounted
display.  Our image warping is done entirely in software.  One
of the four Onyx processors is devoted to communications with
the rendering computer – sending viewpoints and receiving
rendered images.  The other three processors perform the image
warping, using up-to-date position and orientation reports from
the tracker to compute final displayed images from the
intermediate images.  By adding the appropriate position
offsets for each eye to the head position, our system can
generate stereo imagery for the head-mounted display without
requiring any additional information from the rendering
computer.

Our system currently has a typical frame rate of 7 frames per
second for monocular output at 320 x 240 resolution.*  This

                                                                        
* Our resolution is actually a hybrid between 320 x 240 and

640 x 480.  The final output image resolution is 640 x 480, but
the corresponding portion of the intermediate image
representation has approximately a 320x240 resolution.

output is for a 60 degree vertical field of view, so the four sides
of the cube which form the image-based intermediate
representation are each 416 by 421 resolution.  The user-side
computer receives a complete new intermediate image-based
representation from the rendering machine approximately
every four seconds.  Transmitting this representation uses less
than 25% of the 155 Mbit/sec ATM bandwidth.  Despite the
excessively long interval between updates to the intermediate
image-based representation, a user in a headmounted display
feels a sense of presence.

Speedup Techniques: Clipping and Parallelism
We use the [McMillan95a] notation for the warp equations.

We do not have the space to explain the equations in detail
here, and we refer you to the original paper for a more complete
discussion.
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where x , y  represent the pixel location in the source image,

x' , y' represent the pixel location in the destination image, δ
represents the generalized disparity for the source pixel, and a -
m represent constants for a given pair of viewpoints and view
directions.

An important part of our system’s warping implementation
is its clipping of regions of the intermediate images which can
be guaranteed to fall off-screen.  This clipping avoids the warp
algorithm’s expensive per-pixel calculations for pixels which
fall in these regions, thus providing a several-fold performance
increase over previous implementations.  Our clipping
algorithm works as follows:  The rendering computer
determines the maximum and minimum disparity values for each
row of the intermediate image, and passes these values to the
user-side computer along with the intermediate image.  For a
given row in the intermediate image, the maximum and
minimum disparity values can be used in conjunction with the
location of the row to construct a quadrilateral in the projective
2-space used by the warp algorithm.  This quadrilateral (actually
a parallelogram) is then clipped against the view frustum in the
conventional manner.  If the quadrilateral lies entirely outside
the view frustum, then we skip the entire row.  This case is
likely for rows in the one or two sides of the cube which fall
“behind” the viewer.  If the quadrilateral is partially clipped,
then we determine from the clipped polygon’s new vertices
which portion of the row is potentially visible, and pass only
that portion to the per-pixel warper.  Finally, if the polygon is
entirely “visible”, then we treat the entire row of the source
image as potentially visible.

A second important component of our warping
implementation is its parallelization across three processors.
Our serial implementation of the planar-to-planar warp relied
on the occlusion-compatible rendering order described in
[McMillan95a], but this rendering order presents challenges
when parallelizing.  Our first attempt at parallelization
assigned the different occlusion-compatible regions to different
processors, but we got poor load balancing with this strategy
because the regions can differ greatly in size.  Our current
parallel implementation instead uses a z-buffer to resolve
visibility, thereby avoiding the constraints imposed by the
occlusion compatible-rendering order.  We do however pay a
price for the Z-buffering – an extra multiply to compute the Z
value, and the test/compare/modify cycle for each pixel which
is written.  We hope to once again return to the occlusion-
compatible rendering order, but achieve better load balancing



by appropriately subdividing the occlusion-compatible
regions.

Image Reconstruction Kernel
McMillan and Bishop’s paper does not discuss the

implementation of their forward-mapping image reconstruction
technique.  Our implementation writes pixels to the final image
in a splat-like manner.  With this technique careful attention
must be paid to the size of the splatted pixels if the results are
to look acceptable.  The further the new viewpoint is from the
viewpoint used to render the original image, the more
opportunity there is for significant change in pixel size from
the original to new images.  Deviations from the correct new
size show up as holes or blotches in the final image.  To avoid
these problems as much as possible, we carefully compute the
reconstruction kernel size.  These computations are actually
more expensive than the ones used to determine the location of
the splat.

The expression we use for our axis-aligned reconstruction
kernel size is:
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and similarly for ysize.  For the partial derivatives we have:
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and likewise for the others.
It is tempting to simplify the computation by assuming

∂δ
∂
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= = 0  , but this simplification leads to small holes in

the destination image when the angle between the viewpoint
and the surface changes significantly between the source and
destination images.  We instead approximate the disparity
derivatives by taking the difference of disparity values at
adjacent pixels, and use this result for the computation.

Discussion

Improving Quality of Final Images

The most obvious drawback of all single source-image
perturbed projective warping systems is that cracks appear in
the final image when the occlusion in the scene changes.  There
is no information about surfaces which are occluded in the
original image, and when these surfaces become “exposed”
some erroneous data must be inserted.  In the long term, this
problem will probably be the key one that needs to be resolved
if image-based rendering techniques are to find widespread
application.  We currently see two reasonable approaches to
this problem -- multiple source images, and intelligent
“guesses”.

When multiple source images are available, the extra
images can be used to fill in the gaps left after warping the first
image.  An interesting variation on this idea is the multi-valued
Z-buffer demonstrated by Nelson Max [Max95].  The extra
source images will not necessarily consume the same amount of
transmission bandwidth as the first source image, because for
most scenes they will be similar enough to the first image that
a warp-based compression should be very effective on them
The biggest challenge in using multiple source images is the
choice of rendering viewpoints for the extra images.  These

viewpoints might be chosen to bracket the estimated future
position of the user, or to be as different as possible (within
some constraints) from the first source image.

Another variation on this theme would be to retain “old”
source images on the user-side, and attempt to use these images
to fill in gaps left by the current image.

A second approach to the occlusion problem is to attempt
to use intelligent “guesses” to fill in the gaps.  There will
usually be two surfaces at the sides of a gap – one is the “front”
surface and the other is the “rear” surface.  We will typically be
able to classify the surfaces at the gap by examining the
disparity (and possibly surface orientation) information carried
with the pixels.  If we fill in the gap with the color of the
nearest pixel from the rear surface, we are making the
assumption that the rear surface continued behind the front
object.  In most cases, this assumption will be correct if the
gap to be filled is small, and the error in the final image will be
much less noticeable.

A second major quality issue is that of aliasing.  Because we
rely on correct Z-values, we render our intermediate images
without super-sampled anti-aliasing.  In this context, a simple
solution to the aliasing problem is to transmit some
representation of the n-samples to the user-side computer (the
extra n-1 should compress very well), warp the n-samples, and
then perform the super-sampled averaging.  This technique
should produce a high-quality anti-aliased final image, but it
would be of course be computationally expensive.

Compression of Transmitted Data

Although the bandwidth required for our technique is
bounded, it is still quite large.  To provide the viewer with a 60
degree FOV looking in any direction requires that the
transmitted image-based representation contain approximately
twelve times the number of pixels required for the final 60
degree FOV.  For 640x480 (NTSC) final resolution, the image-
based representation thus contains 2.8 million pixels.  This
large size is mitigated by the fact that an image-based
representation is extremely compressible.  Conventional
image compression techniques should be effective on the color
portion of the image, and work by Guenter [Guenter93] implies
that the disparity values should be highly compressible as well.

We can further compress our image-based representation by
taking advantage of its temporal coherence.  Both ends of the
transmission link can generate “expected” next images, and
only the difference between the expected and actual images
needs to be transmitted.  Typically the expected image is
generated from a block approximation of the flow field which is
transmitted across the link -- MPEG works this way for
example.  Normally this flow field is estimated using
correlation techniques, but since our type of system is working
from rendered images, it can take advantage of per-pixel depth
information in conjunction with the view transform to compute
the exact flow field.  Agrawala et al. [Agrawala95] have
described such a technique which uses the resulting flow field to
compute accurate 2D transformations for blocks of pixels.

It may be possible to improve on Agrawala’s strategy by
using an image warp to directly produce the “expected” images
(and depth values), bypassing the explicit computation and
transmission of a flow field.  The resulting technique would be
similar in spirit to Guenter’s work compressing animation
sequences [Guenter93] but would not use object information.
This use an image warp is in addition to, but orthogonal to, its
use for latency compensation.  The two uses complement each
other well, because they both require that depth or disparity
values be transmitted to the user-side computer.



Warping Speed

The most obvious drawback to our system’s current
implementation is the speed of the image warp.  To get full
NTSC resolution with a 20 Hz frame rate would require
approximately a 12-fold increase in performance.  Our next step
towards improved performance is to develop a fixed-point
formulation of the algorithm to replace our current floating-
point formulation.  We have begun work on this task.  A fixed-
point formulation of the algorithm can be implemented using
the new multimedia/graphics instruction set extensions which
have begun to appear recently, thus yielding faster software-
based implementations of the warp.  An integer formulation of
the warp will also be amenable to hardware implementation.  A
hardware assisted implementation of the algorithm will almost
certainly be necessary if our technique is to be used in low-end
machines such as PC’s and set-top boxes.

Prediction Techniques

If we could somehow accurately predict future viewpoints,
then any sort of local representation would be unnecessary -- we
could instead just render images using the predicted future
viewpoints and transmit them to the user side for unmodified
display.  This technique would eliminate apparent view
transform latency completely, although scene change latency
would remain.  Unfortunately, for the case of a viewpoint
controlled by head position, no known predictive tracking
algorithm is sufficiently accurate over the necessary prediction
interval of hundreds of milliseconds.  Furthermore, frequency
domain studies of user head motion [Azuma95] argue that no
such algorithm will ever exist.

Although predictive tracking is not sufficiently accurate to
eliminate the need for a user-side scene representation, it is
useful for estimating future head positions. So and Griffin
[So92] successfully combined predictive head tracking with
simple image shifting.  We hope to combine it with the more
general image warping we use to increase the quality of the
warped images.  This increase in quality will result from
reducing the errors in the warped image which grow as a
function of translation distance.  Interestingly, the use of
image warping with predictive tracking provides us with the
opportunity to circumvent one of the “paradoxes” of predictive
tracking:   As the gains on the predictor are turned up, the mean-
squared error goes down, but much of the remaining error is at
high-frequencies.  These high frequency errors cause “jitter” in
the displayed image which is extremely bothersome to users
[Azuma95].  The final image-warping step which we propose
can eliminate this jitter, while talking advantage of the greater
mean-squared accuracy of the high gain.

In our earlier discussion of scene-change latency, we argued
that if changes in the scene could not be predicted, then there
was nothing that could be done about scene-change latency. Let
us now consider the case where some predictive information
about scene changes is available. We believe that most
predictive techniques which have in the past been used at the
object level can be extended to the pixel level for use with
image-based representations. For example, each pixel in the
image-based representation can be assigned a velocity (and
possibly acceleration), based on the motion of the underlying
object in the scene.  The warp algorithm then calculates final
pixel positions as a function not just of translation and pixel-
disparity, but also as a function of time, pixel-velocity, and
pixel-acceleration.  Costella has proposed this technique
outside the context of perturbed-projective image warps
[Costella93], but we believe that it can be effectively integrated
with this type of image warp.  There also the potential to

assign more complex time-dependent behaviors to pixels.  In
addition to reducing apparent scene-latency, these techniques
could also greatly reduce the required rate at which local-scene
representations are transmitted from the rendering engine to the
user-side computer.  Finally, these techniques could be
integrated with the the use of image warping for compression.

Non-Remote Systems

While we have concentrated on the use of image warping to
compensate for remote display latency, we also believe that
these techniques also have significant promise for delay
compensation in entirely local systems. Local systems have
less latency, and so the argument that an image-based technique
needs to properly handle translations as well as rotations is not
as strong.  But, if our techniques are used to reduce the rate at
which the rendering engine needs to generate frames, then the
latency again becomes large.  For local display, our technique
thus presents an alternative to the hybrid address recalculation
+ priority rendering scheme proposed by Regan and Pose
[Regan94].  The approaches differ in the types of artifacts they
would produce -- priority rendering has the potential for
artifacts at “priority boundaries”, while our approach produces
occlusion artifacts.  It might make sense to combine an image
warp with priority rendering in an effort to get the best of both
approaches.
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