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TABLE 3
Pose estimation performance with or without conditional parsing input.

Average precision of keypoints (APK)

Method Head Shoulder Elbow Wrist Hip Knee Ankle Mean
Baseline 0.9956 0.9879 0.8882 0.5702 0.7908 0.8609 0.8149 0.8440
Clothing 1.0000 0.9927 0.8770 0.5601 0.8937 0.8868 0.8367 0.8639
- Ground truth 1.0000 0.9966 0.9119 0.6411 0.8658 0.9063 0.8586 0.8829
Foreground 1.0000 0.9926 0.8873 0.5441 0.8704 0.8522 0.7760 0.8461
- Ground truth 0.9976 0.9949 0.9244 0.5819 0.8527 0.8736 0.8118 0.8624

Percentage of correct keypoints (PCK)

Method Head Shoulder Elbow Wrist Hip Knee Ankle Mean
Baseline 0.9956 0.9891 0.9148 0.7031 0.8690 0.9017 0.8646 0.8911
Clothing 1.0000 0.9934 0.9127 0.6965 0.9345 0.9148 0.8843 0.9052
- Ground truth 1.0000 0.9978 0.9323 0.7467 0.9192 0.9367 0.9017 0.9192
Foreground 1.0000 0.9934 0.9148 0.6878 0.9127 0.8996 0.8450 0.8933
- Ground truth 0.9978 0.9956 0.9389 0.7183 0.9105 0.9214 0.8734 0.9080

Mean APK

0 2 4 6 8 10 12 14 16

0.85

0.855

0.86

0.865

Iteration

Mean PCK

0 2 4 6 8 10 12 14 16

0.895

0.9

0.905

Iteration

Fig. 12. Pose estimation performance over iterations.

mation quality for such end parts is the key challenge
in pose estimation, while state-of-the-art methods can
already accurately locate major parts such as head or
torso. We believe that semantic parsing provides a strong
context to improve localization of minor parts that often
suffer from part articulation.

8.1 Iterating parsing and pose estimation

We have demonstrated that pose estimation can benefit
from parsing. Since clothing parsing also depends on
pose estimation, we also evaluate the effect of iterat-
ing between pose estimation and clothing parsing. This
iterative process starts by clothing parsing with the
baseline pose estimator, followed by pose estimation
conditioned on clothing parsing. Then, we replace the
pose estimation input to the parsing pipeline with the
output of the conditional pose estimator, and continue
the same process for several iterations. Denoting parsing
with Y and pose configuration with Z, the process can
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Fig. 13. Parsing performance over iterations.

be expressed for iteration t = 0, 1, ..., n:

Z0 ≡ arg max
Z

P (Z), (10)

Yt ≡ arg max
Y

P (Y |Zt), (11)

Zt+1 ≡ arg max
Z

P (Z|Yt), (12)

where P (Z) is the baseline pose estimator, P (Y |Z) is
the parsing model, and P (Z|Y ) is the conditional pose
estimator.

We evaluate the performance of pose estimation and
parsing over iterations using the Fashionista dataset.
Figure 12 and 13 plot the performance. The plot shows
that the performance starts to oscillate after the first pose
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re-estimation by the conditional pose model. There is
no clear benefit from repeated iterations in parsing for
a few reasonable number of iterations, and the rate of
improvement, if any, seems to be extremely slow. This
result indicates that a slight change in pose estimation
does not greatly affect the final parsing quality.

Oscillation happens because our model does not guar-
antee convergence. In this paper, we independently solve
pose estimation and clothing parsing, and thus there is
a discrepancy in the objective in this iterative process.
To make the iterative approach converge, we need to
consider a joint model of pose and parsing, and try to
optimize for the global objective. Such an approach is an
interesting future direction [45].

We conclude from this result that 1) the condi-
tional pose estimator improves performance of pose re-
estimation, but 2) there is little evidence that further it-
erations provide significant improved performance, and
if anything, the rate of improvement is extremely slow.

9 CONCLUSION

We describe a clothing parsing method based on fash-
ion image retrieval. Our system combines global parse
models, nearest-neighbor parse models, and transferred
parse predictions. Experimental evaluation shows suc-
cessful results, demonstrating a significant boost of over-
all accuracy and especially foreground parsing accuracy
over previous work in both detection and localization
scenarios. The experimental results indicate that our
data-driven approach is particularly beneficial in the
detection scenario, where we need to both identify and
localize clothing items without any prior knowledge
about depicted clothing items. We also empirically show
that pose estimation can benefit from the semantic infor-
mation provided by clothing parsing.
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[31] A. O. Bălan and M. J. Black, “The naked truth: Estimating
body shape under clothing,” ECCV, pp. 15–29, 2008. [Online].
Available: http://dx.doi.org/10.1007/978-3-540-88688-4 2

[32] P. Guan, O. Freifeld, and M. J. Black, “A 2D human body model
dressed in eigen clothing,” ECCV, pp. 285–298, 2010. [Online].
Available: http://dl.acm.org/citation.cfm?id=1886063.1886086

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at http://dx.doi.org/10.1109/TPAMI.2014.2353624

Copyright (c) 2014 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.

http://dx.doi.org/10.1007/978-3-540-88688-4_2
http://dl.acm.org/citation.cfm?id=1886063.1886086


IEEE TRANSACTION ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. M, NO. N, MONTH YEAR 14

[33] B. Hasan and D. Hogg, “Segmentation using deformable spatial
priors with application to clothing,” in BMVC, 2010.

[34] J. Dong, Q. Chen, W. Xia, Z. Huang, and S. Yan, “A deformable
mixture parsing model with parselets,” ICCV, 2013.

[35] S. Liu, J. Feng, C. Domokos, H. Xu, J. Huang, Z. Hu, and
S. Yan, “Fashion parsing with weak color-category labels,” IEEE
Transactions on Multimedia, vol. 16, no. 1, January 2014.

[36] J. Tighe and S. Lazebnik, “Superparsing: scalable nonparametric
image parsing with superpixels,” ECCV, pp. 352–365, 2010.

[37] C. Liu, J. Yuen, and A. Torralba, “Sift flow: Dense correspondence
across scenes and its applications,” Pattern Analysis and Machine
Intelligence, IEEE Transactions on, vol. 33, no. 5, pp. 978–994, 2011.

[38] J. Tighe and S. Lazebnik, “Finding things: Image parsing with
regions and per-exemplar detectors,” CVPR, 2013.

[39] D. Ramanan, “Learning to parse images of articulated bodies,” in
NIPS, 2006, pp. 1129–1136.

[40] Y. Yang and D. Ramanan, “Articulated pose estimation with
flexible mixtures-of-parts,” in CVPR, 2011, pp. 1385–1392.

[41] L. Bourdev, S. Maji, T. Brox, and J. Malik, “Detecting people using
mutually consistent poselet activations,” in ECCV, 2010. [Online].
Available: http://www.eecs.berkeley.edu/∼lbourdev/poselets

[42] M. Dantone, J. Gall, C. Leistner, and L. Van Gool, “Human
pose estimation using body parts dependent joint regressors,”
in Computer Vision and Pattern Recognition (CVPR), 2013 IEEE
Conference on. IEEE, 2013, pp. 3041–3048.

[43] P. Kohli, J. Rihan, M. Bray, and P. H. Torr, “Simultaneous seg-
mentation and pose estimation of humans using dynamic graph
cuts,” International Journal of Computer Vision, vol. 79, no. 3, pp.
285–298, 2008.

[44] K. Alahari, G. Seguin, J. Sivic, I. Laptev et al., “Pose estimation
and segmentation of people in 3d movies,” in ICCV 2013-IEEE
International Conference on Computer Vision, 2013.

[45] L. Ladicky, P. H. Torr, and A. Zisserman, “Human pose estimation
using a joint pixel-wise and part-wise formulation,” in Computer
Vision and Pattern Recognition (CVPR), 2013 IEEE Conference on.
IEEE, 2013, pp. 3578–3585.

[46] N. Dalal and B. Triggs, “Histograms of oriented gradients for
human detection,” in CVPR, vol. 1. IEEE, 2005, pp. 886–893.

[47] M. Varma and A. Zisserman, “A statistical approach to texture
classification from single images,” Int. J. Computer Vision, vol. 62,
no. 1-2, pp. 61–81, 2005.

[48] R.-E. Fan, K.-W. Chang, C.-J. Hsieh, X.-R. Wang, and C.-J. Lin,
“LIBLINEAR: A library for large linear classification,” J Machine
Learning Research, vol. 9, pp. 1871–1874, 2008.

[49] A. Vedaldi and B. Fulkerson, “VLFeat: An open and portable
library of computer vision algorithms,” 2008. [Online]. Available:
http://www.vlfeat.org/

[50] M. Guillaumin, T. Mensink, J. Verbeek, and C. Schmid, “Tagprop:
Discriminative metric learning in nearest neighbor models for
image auto-annotation,” in Computer Vision, 2009 IEEE 12th In-
ternational Conference on. IEEE, 2009, pp. 309–316.

[51] E. Borenstein and J. Malik, “Shape guided object segmentation,”
in CVPR, vol. 1, 2006, pp. 969–976.

[52] B. Leibe, A. Leonardis, and B. Schiele, “Robust object detection
with interleaved categorization and segmentation,” IJCV, vol. 77,
no. 1-3, pp. 259–289, 2008.

[53] M. Marszałek and C. Schmid, “Accurate object recognition with
shape masks,” IJCV, vol. 97, no. 2, pp. 191–209, 2012.

[54] P. F. Felzenszwalb and D. P. Huttenlocher, “Efficient graph-based
image segmentation,” IJCV, vol. 59, no. 2, pp. 167–181, 2004.

[55] J. Sivic and A. Zisserman, “Video google: A text retrieval ap-
proach to object matching in videos,” in Computer Vision, 2003.
Proceedings. Ninth IEEE International Conference on. IEEE, 2003,
pp. 1470–1477.

[56] J. Shotton, J. Winn, C. Rother, and A. Criminisi, “Textonboost:
Joint appearance, shape and context modeling for multi-class
object recognition and segmentation,” ECCV, pp. 1–15, 2006.

[57] Y. Boykov, O. Veksler, and R. Zabih, “Fast approximate energy
minimization via graph cuts,” Pattern Analysis and Machine Intel-
ligence, IEEE Transactions on, vol. 23, no. 11, pp. 1222–1239, 2001.

[58] Y. Boykov and V. Kolmogorov, “An experimental comparison of
min-cut/max-flow algorithms for energy minimization in vision,”
Pattern Analysis and Machine Intelligence, IEEE Transactions on,
vol. 26, no. 9, pp. 1124–1137, 2004.

[59] V. Kolmogorov and R. Zabin, “What energy functions can be min-
imized via graph cuts?” Pattern Analysis and Machine Intelligence,
IEEE Transactions on, vol. 26, no. 2, pp. 147–159, 2004.

Kota Yamaguchi Kota Yamaguchi is an Assis-
tant Professor in the Graduate School of Infor-
mation Sciences at Tohoku University, Japan. He
received a PhD degree in Computer Science in
2014 from Stony Brook University. He received
a MS in 2008 and a BEng in 2006, respectively,
both from the University of Tokyo. His research
interest is in computer vision and machine learn-
ing, with a focus on semantic understanding
problems.

M. Hadi Kiapour Hadi Kiapour is currently a
PhD student in Computer Science at University
of North Carolina at Chapel Hill. His primary
research interests lie in computer vision and
machine learning with a focus on image under-
standing at Web-scale. Hadi was a visiting re-
searcher at Computer Vision and Active Percep-
tion Lab (CVAP) at KTH University in Stockholm
in 2010. He received a BS degree in electrical
engineering from Sharif University of Technology
in 2011.

Luis E. Ortiz Luis E. Ortiz is an Assistant Pro-
fessor at Stony Brook University. Prior to joining
Stony Brook, he was an Assistant Professor
at the University of Puerto Rico, Mayagüez;
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