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Has everyone taken a copy of each of these 4 handouts?

Welcome to this course! My name is Jasleen Kaur and I’m the instructor for this 
course.

We’ll spend today’s class talking about the course outline, the course requirements, 
d fi t h kand your first homework.

But before we do that, I’d like for us all to spend some time and introduce 
ourselves. So if each of you can say 3 things: (1) what is your name, (2) what is 
your major and year, and (3) what is it that you expect to learn from this course.

So let me begin: my name is Jasleen and I conduct research in the design and 
analysis of networks and distributed systems. And I’m looking forward to a 

t th f h i id ith ll fsemester-worth of exchanging ideas with all of you.

How many have NOT had socket programming?

What do you think is the “Internet”?
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Notes:
•The Internet multicast service model and addressing/group management ideas have their 
foundation in the PhD thesis of S. Deering: “Multicast Routing in a Datagram Network,” Dept. 
of Computer Science, Stanford University, 1991.
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The main idea of the solution is to change….
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Such an indirection layer would support a large number of services.

For example, to achieve mobility an end host needs only to update its trigger with 
the new address when it moves  from one

Subnet to another.
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Multicast is strightforward to achieve. The only difference between multicast and 
unicast is that in the case of the multicast there are more than on hosts inserting 
triggers with the same ID
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Finally, IL supports composable services, I.e., performing on the fly transformation 
such as transcoding on the data packets as they travel through the network. 

To achieve this we replace the packet ID with a stack of Ids, where each identifier 
excepting the last one identifies a transformation to be aplied on packets. 

The ad antage of this sol tion ers s pre io sl proposed sol tions is that oThe advantage of this solution versus previously proposed  solutions is that you 
don’t need to find and configure the path,(you just insert the Ids in the proper order). 

Load balancing and robustness are easy to achieve. Just have more servers 
implementing the same operations. If one fails, the other one will take transparently 
over.
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