





NSF-IIS











JavaObjectWeb:


Regions of Dynamic Objects


Embedded in the World Wide Web














John B. Smith (PI) and F. Donelson Smith (Co-PI)


Department of Computer Science


University of North Carolina


Chapel Hill, NC 27599-3175


jbs@cs.unc.edu   smithfd@cs.unc.edu


919-962-1792 …919-962-1884


919-962-1799 fax


�
A. Project Summary:  


JavaObjectWebs


The proposed research is located at the intersection of three technologies:


Hypertext systems


The World Wide Web


Object-Oriented Programming





A general object-oriented architecture is being developed  that incorporates many of the best features found in those technologies in order to overcome some of their more important limitations.  The result is a design that is powerful and coherent, yet one that complements and is compatible with all three technologies.  


The project has been named JavaObjectWeb to suggests several key ideas about the research. 


It is concerned with multiple, separate regions of the WWW name space where additional functions and semantics exist.


It is based on object-oriented principles, in general, and Java, in particular.


It provides authorship, reliable links, and a framework in which arbitrary types of objects may be displayed and edited.





Specific goals for the research proposed here are to: 


Complete this architecture


Build a proof-of-concept implementation, in Java, that is a reliable, full-function system


Use that implementation to explore issues of compatibility, scale, and performance


Demonstrate its effectiveness under actual use conditions.





Specific research issues that will be addressed include:


What are the advantages and disadvantages of using (Java) objects vs. typed files and markup languages for authoring and maintaining large documents and sites?


Can an implementation of the proposed architecture scale and perform adequately for regions of arbitrary size and for arbitrary numbers of such regions?


Can an implementation support dynamic reorganization of objects, maintain reliable links among them, and still meet criteria for performance and scale?





This research is expected to produce the following results:


A general object storage, access, and retrieval system, based on hypertext graph semantics, that can be used for a broad range of applications.


Java class libraries and packages that support additional applications


Regions within the World Wide Web where users have access to functions not provided in the rest of Web-space.


Just as the paradigm of editing can be seen as the basis for a number of applications that aren’t primarily thought of as “editors,” this architecture for editing arbitrary types of objects, through dynamic loading of classes, will provide a framework and paradigm for developing a number of network-centric applications that don’t appear to be object editors.


A better understanding of how design trade-offs affect performance and scale and of how to measure or estimate those effects. 
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�A. Overview


Our research is located at the intersection of three technologies:


Hypertext systems


The World Wide Web


Object-Oriented Programming





We are developing a general object-oriented architecture that incorporates many of the best features found in those technologies in order to overcome some of their more important limitations.  The result is a design that is powerful and coherent, yet one that complements and is compatible with all three technologies.  


�
We have called our project JavaObjectWeb, a name that suggests several key ideas about our research. It is concerned with multiple, separate regions of the WWW name space where additional functions and semantics exist.  It is based on object-oriented principles, in general, and Java, in particular.  It provides authorship, reliable links, and a framework in which arbitrary types of objects may be displayed and edited.


The research proposed includes four major goals.  (1) Complete the architecture..(2) Build a proof-of-concept implementation, in Java, that is a reliable, full-function system.  (3) Use that implementation to explore issues of compatibility, scale, and performance.  (4) Demonstrate its effectiveness under actual use conditions.


We will address three large research issues.  (1) What are the advantages and disadvantages of using (Java) objects vs. typed files and markup languages for authoring and maintaining large documents and sites?  (2) Can an implementation of the proposed architecture scale and perform adequately for regions of arbitrary size and for arbitrary numbers of such regions?  (3) Can an implementation support dynamic reorganization of objects, maintain reliable links among them, and still meet criteria for performance and scale?


This research is expected to produce the following results.  (1) A general object storage, access, and retrieval system, based on hypertext graph semantics, that can be used for a broad range of applications.  (2) Java class libraries and packages that support additional applications .  (3) Regions within the World Wide Web where users have access to functions not provided in the rest of Web-space.  (4)Just as the paradigm of editing can be seen as the basis for a number of applications that aren’t primarily thought of as “editors,” our architecture for editing arbitrary types of objects, through dynamic loading of classes, will provide a framework and paradigm for developing a number of network-centric applications that don’t appear to be object editors.  (5) A better understanding of how design trade-offs affect performance and scale and of how to measure or estimate those effects. 


B. Background


Hypertext/hypermedia systems began with an idea described by Vannevar Bush in 1945, were first implemented by Doug Engelbart in the 1960’s, were kept alive by researchers at Brown University during the 1970s, and flourished in the 1980s.  Key concepts included in many of these systems were (a) the representation of data as a set of nodes and relations among them as links, (b) visualization and direct manipulation of the resulting graph structure, (c) inherent support for authorship and link reliability, and (d) access through browsing and navigation rather than search or specification of file names.  While many hypermedia systems offered interesting alternatives to file systems and databases, most were constrained in capacity and most were single platform systems.


Hypermedia during the 1990s has been dominated by the World Wide Web (henceforth referred to as WWW or the Web).  Originally designed as a document delivery system for a few hundred scientists, the Web has become the user interface to a wide range of services and data types for hundreds of millions of people, world wide.  Key concepts included in the Web are (a) designed as a distributed, client/server system intended to be used by remote users through the Internet, (b) access from multiple platforms through independent implementations of a common protocol, (c) exploitation of the point and click metaphor within a GUI interface for access and navigation, and (d) support for multiple MIME types.  


Features found in earlier hypertext systems that the Web omitted may be as important in explaining its success as those it included. Chief among those omissions were reliability of links and authorship.  Whereas earlier hypermedia systems had assumed that it was essential to ensure the integrity of links when nodes are moved or rearranged, the Web simply ignored this issue.  If a file was moved from one directory to another or renamed, links represented as HTML anchors with URLs would break, but so be it.  Similarly, the Web largely ignored authorship and left it to users to find other means to create and edit content files and insert them into a Web server’s file space.  These restrictions are starting to be addressed through HTML extensions (e.g., XML and DHTML), HTML editors, and server support for the HTTP POST method, but authoring new content is still not well integrated into the Web and few tools exist for visualizing and directly manipulating the structure of large, complex documents and sites.


The third technology on which our research is based on is object-oriented (O-O) programming.  Key concepts in the O-O perspective include encapsulating function and data within an object, reuse of components, and the incremental building of more specialized components from more general ones through inheritance.  In the particular O-O environment in which we will work (Java), platform independence – the notion that the same program can run on many different hardware and software systems -- is also important.  However, object-based systems have not provided many tools for browsing collections of objects or accessing persistent object storage through the Web.


Each of these technologies offers a number of useful features.  Yet, each has also left out features found in the others that would make it even more useful if they could be added.  How much more powerful would conventional hypertext systems have been if they had been integrated into the Internet and had achieved the scale shown to be possible by the Web?  How much more useful would the Web be if all links remained valid so long as the target exists regardless of its location, if users could build new pages as easily as they can browse them, or if users could see and manipulate the logical structure of their sites through GUI direct manipulation tools?  (Tools such as FrontPage allow some visualization of physical structure.) How much more useful would object-based systems be if persistent storage systems could be organized and accessed like hypermedia systems or the Web?


We believe that for the foreseeable future the designs for systems that would try to solve these problems must begin with the addressing architecture of the WWW (URLs) and support HTTP as one mode of access.  


We have based our architecture on principles included in the O-O paradigm; we are implementing it in Java.   Key concepts in the architecture developed in our research include the following:


Objects subsume files and markup languages a expressions of content.


Objects are typed, similar to MIME types.


Objects have their own editing and display methods that can be loaded dynamically from remote locations; consequently, all objects can be displayed and edited (and new ones created) as a basic feature of the system.


Objects have identifiers that are globally unique, meaning that once created, they can be located regardless of where they are stored.  Thus, conventional Web anchors/links based on URLs that include these identifiers never break.


Graphs constitute an important new class of object supported by the system.  All content objects are embedded in a collection of graph structures that may be displayed and restructured through direct GUI manipulation.


The object storage system is Web compatible and can coexist with it.  





The current status of our work is this: We have developed an architecture based on the ideas presented (although some portions are more complete than others). We have implemented a substantial portion of our initial design in the form of a demonstration prototype, but several key features have not yet been implemented.  


In the research that we propose for the next three years, we will complete all aspects of the architecture.  We will also complete the demonstration prototype.  We will then implement a second generation of this prototype as a robust, full-function proof-of-concept version capable of supporting actual useers.  Finally, using the latter, full-function version, we will test and evaluate key claims, including the following:


The system can provide performance comparable to or better than that provided by the Web.


It can handle the data for a substantial site, multiple sites can be logically integrated, and there are no inherent restrictions for continued extrapolation and inclusion of additional sites (scalability). 


It can provide a visual representation and direct manipulation of objects organized as graph structures that is powerful and easy to use.


Links in the form of WWW anchors with URLs and system-defined hyperlinks will remain valid even when objects are moved from one location to another (logically or physically).


The system can support authorship and editing for an open-ended set of different object types.


A set of real users can use the system and will find it helpful for their own work.





In carrying out this agenda, we will address a number of issues that are important for basic system design in other contexts. For example, we will add new classes and packages for general use in other Java applications, and we will add new architectural abstractions that apply to other O-O languages.  Further, this project has grown out of prior research in collaboration systems.  While not the focus of the research described here, the storage system will support asynchronous collaboration through its strong access control and concurrency control components; in future work we expect to add support for collaboration and cooperative work through the browsing, direct manipulation, and authoring component.  However, the most important benefit of the research described here will be to demonstrate that an alternative architecture can coexist with the Web, provide important new capabilities, and still provide comparable performance at similar scale.  


1.  Results from prior NSF support


The PI and Co-PI have had two NSF awards within the past five years.  


NSF Award # IRI-9302253, $211,942 (9/93 - 2/97), Adapting to Advanced Computer Systems, John B. Smith, PI.  This was an experimental study of users’ patterns of adaptation as they performed writing and programming tasks using a simple system and an advanced system that included brainstorming and planning components.  The results of this study are not directly relevant to the work proposed here and will not be discussed further.


NSF Award # IRI-9015443;  $950,000 (9/90 - 6/95), Building and Using a Collaboratory: A Foundation for Supporting and Studying Group Collaborations, John B. Smith and F. Donelson Smith were project co-directors and two of six co-PIs on this project.  This work is directly related to the research proposed here.  A summary of the project follows


A. Project Overview


This project addressed two large questions:  


How do groups of collaborators build large, complex structures of ideas, such as such as documents and software systems?


What computer and communications tools can help collaborating professionals?





To address these questions, we carried out three separate, but related, lines of research:  empirical studies of groups, computer systems research, and research in cognitive/social  theory. 


A team of cognitive anthropologists observed several software development teams over extensive periods of time, documenting their collaborative interactions, identifying patterns and trends in their respective behaviors, and noted similarities and differences across groups.  The team also produced detailed guidelines for future ethnographic studies of collaborative groups.


A team of computer scientists developed a comprehensive system that supports multiple modes of collaboration.  Components include (1) an advanced distributed hypermedia storage system, (2) a system for sharing application windows under the X Window System, (3) tools for collaborative viewing and editing of data, (4) tools for browsing and editing the structure and semantic relationships among data, and (5) a framework for adding generic collaborative functions to conventional applications.  We have also developed automated tools for recording use of the system and analyzing these data.


The project also developed a theoretical framework that integrates cognitive and social dimensions in small-grain interactions, shows how interactions can be combined to describe larger-grain strategic behaviors, and describes a methodology for observing groups over extended periods of time, integrating computer- and human generated protocols, to produce detailed yet comprehensive models of collaborative behavior.  The theoretical aspects of the project appear in John B. Smith’s book, Collective Intelligence in Computer-Based Collaboration, Lawrence Erlbaum Associates, Publishers, 1994.


As a result of the diverse and advanced research activities conducted in this project, UNC-CH was invited to organize and host the 1994 ACM Conference on Computer-Supported Collaborative Work (CSCW’94).  The authors served as co-Chairs of the conference held at RTP, NC, October, 1994, with approximately 500 computer scientists and social scientists from institutions worldwide in attendance.


B. Relationship to this Proposal – the distributed hypermedia system


The research proposed here builds on the prior research conducted by the authors under IRI-9015443 on the distributed hypermedia storage system for supporting group collaborations[Shackelford, et.al., 1993].  Because those results are the starting point for the current proposal, we summarize key results, below.


The kinds of collaborative groups considered produced -- either directly or indirectly -- some form of tangible artifact.  A key result of our research was the design and prototype implementation of a distributed hypermedia system for managing those artifacts and using them for asynchronous collaboration. Our experience building and using that system in experimental studies provided valuable insights that influence the new research proposed here.  


To summarize, this prototype system implemented a data model that provided a much richer set of graph-based linking and composition functions than conventional file systems but with cost, performance, and scalability properties like those found in the best distributed file systems. We also modeled our approaches to data consistency, concurrency semantics, and replication after these distributed file systems. 


To evaluate this implementation with respect to performance and scalability, we conducted benchmark experiments similar to ones performed to evaluate those factors for distributed file systems.  Our results were very encouraging.  Our benchmarks indicated that one server running on a workstation-class machine circa 1993 (a DEC 5000/125) could support 200-250 typical users’ browsing activities (especially when equipped with suitable disks).  This result is an important indication that the design of servers for this data model will be scaleable to support very large information systems.  We also conducted user-oriented studies comparing browsing and navigating tasks when using tools supporting the graph-based data model with the same tasks using more conventional models and tools such as file systems.  In general, users found the graph-based data model easier to use and were more productive when  using it.


From our prior research on the distributed hypermedia system, we have observed the following:


The application of a graph-based data model for representing both structural and semantic relationships among data elements provides useful functions that enhance authoring, maintaining, browsing, and traversing (searching) operation in large information collections.


An implementation of this data model is scaleable to large numbers of users and large amounts of data.


A significant limitation of this system was that it was developed before the WWW became widely deployed and, because its design was fundamentally influenced by a desire to have it integrate well with conventional file systems, it was not integrated with the Web’s addressing and linking architectures.  Removing this limitation is a major goal for the work proposed.  


D. Development of Human Resources


In addition to the research experiences gained by the PIs, a large number of graduate students were trained in research through this project.  Three of our RA students finished their Ph.D. (Donald Stone, Terry Talley, and Greg Bollella) and five others are expected to complete within the year.  In addition, ten students whose research activities were supported on this project completed their M.S. degree.


D. Programs and data


In addition to publications, some of which are listed below, the project produced several additional products.  First, the ABC system was developed as an innovative collaborative hypermedia system that demonstrated the feasibility of a number of new ideas.  The project also produced a wealth of human and machine-recorded data that is still being analyzed and studied.  Perhaps the best known product of this research is the XTV system for collaborative sharing of application windows over networks.  XTV was the result of a collaboration between this project and Prof. Hussein Abdel-Wahab at Old Dominion University.  XTV has been available via FTP and on the X Window System contributions distribution for several years and has been used in hundreds of academic, industrial, and government organizations.


E. Selected Publications (of 23 resulting from this funding)


Abdel-Wahab, H.; & Jeffay, K. (1994), Issues, Problems, and Solutions in Sharing X Clients on Multiple Displays, Internetworking ÐÐ Research and Practice, 1-15.  


Chung,  G.; Jeffay, K. & Abdel-Wahab, H. (1994), Dynamic Participation in a Computer-based Conferencing System, Computer Communications, 7-16.  


Chung, G.; Jeffay, K.; & Abdel-Wahab, H., (1993), Accommodating Late-Comers in Shared Window Systems, IEEE Computer, 72-74.


Holland, D. and J. Reeves (1994), Activity Theory and the View from Somewhere: Team Perspectives on the Intellectual Work of Programming, Mind, Culture, and Activity: An International Journal, Volume 1, Nos. 1 & 29, pp. 8-24.


Jeffay, K. (1992), On Kernel Support for Real-Time Multimedia Applications,  Proceedings of Third IEEE Workshop on Workstation Operating Systems, Key Biscayne, FL, (April), 39-46.  


Jeffay, K.; Lin, J.K.; Menges, J.; Smith, F.D.; & Smith, J.B. (1992), Architecture of the Artifact-Based Collaborations System Matrix, Proceedings of CSCW Õ92, New York: ACM Press, 195-202.


Jeffay, K.; Stone, D.L.; & Smith, F.D., (1992), Kernel Support for Live Digital Audio and Video, Computer Communications, 388-395.  


Jeffay, K.; Stone, D.L.; & Smith, F.D. (1994),  Transport and Display Mechanisms For Multimedia Conferencing Across Packet-Switched Networks, Computer Networks and ISDN Systems, 26, 10, 1281-1304.  Republished in A Guided Tour of Multimedia Systems and Applications, B. Furht and M. Milenkovic, editors, IEEE Computer Society Press, Los Alamitos, CA, 1995.  


Jeffay, K.; Stone, D.L.; Talley, T.; & Smith, F.D., (1992) Adaptive, Best-Effort, Delivery of Audio and Video Data Across Packet-Switched Networks, Proceedings the Third International Workshop on Network and Operating System Support for Digital Audio and Video, La Jolla, CA, (November), published in Lecture Notes in Computer Science, V. Rangan, editor, 712, pp. 3-14, Springer-Verlag, Heidelberg, Germany, 1993.  


Menges, J.; & Jeffay, K., (1994), Inverting X: An Architecture for a Shared Distributed Window System, Proceedings of the Third Workshop Infrastructure for Collaborative Enterprises, Morgantown, WV, IEEE Computer Society Press, 53-64.  


Shackelford, D.E., Smith, J.B.; & Smith, F.D. (1993), ÒThe Architecture and Implementation of a Distributed Hypermedia Storage System,Ó Proceedings of Hypertext Ô93, New York: ACM Press, 1Ð13.


Smith, J.B.; & Lansman, M. (1992), Designing Theory-Based Systems: A Case Study, Proceedings of CHI Ô92, New York: ACM Press, 479-488.


Smith, J.B.; & Smith, F.D. (1991), ABC: A Hypermedia System for Artifact-Based Collaboration, Proceedings of Hypertext Ô91, New York: ACM Press, pp 179Ð192.


Smith, J.B.; Smith, D.K.; & Kupstas, E. (1993), Automated Protocol Analysis, Human-Computer Interaction, 8, 2 (1993), 101Ð145.


Stone, D.L.; & Jeffay K. (1995), An Empirical Study of Delay Jitter Management Policies, ACM Multimedia Systems, 2, 6, 267-279. 





2.  Project description


In this section we describe the systems research we plan to carry out over the next three years.  The project will build on our earlier NSF-funded research in collaboration systems, but will take it in important new directions.  It will include substantial architectural and implementation components. Evaluation of this work will be done through system measurements to assess performance and scalability and through use by individuals doing actual work to evaluate usefulness. Our plans for evaluation are discussed in Section 4.


In the remainder of this section, we first describe the general architecture we are designing, then the data model which is the foundation for that architecture, and, finally, the design and implementation of our current demonstration system, which is the starting point for a complete implementation.


A. Architecture


The architecture proposed here is actually composed from three distinct functional groupings, each of which provides a useful subset of the total function.  By implementing an application programming interface (API) expressed in Java for each functional grouping, we provide opportunities for applying this architecture in novel applications not explicitly considered in this proposal.  The conceptual layering of these three functional groupings is shown in Figure 1.
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�Figure 1.  JavaObjectWeb’s layered architecture.


The basic building block, shown as the bottom layer, for this architecture is the storage system for linked Java objects.  Its data model and related functions are described in detail in the following section.  The API provided for the storage system can be used in any application that requires its functions.  We have chosen to use it to create an application that supports authoring and reliable links within regions of the overall World Wide Web name space.  We also use this API for the test tools described in Section 4.


An important idea that will be tested is that these regions of enhanced function can be comprised of objects, rather than conventional files of MIME-typed data or markup languages. The middle layer of our system provides a general framework, based on Java object reflection, that allows arbitrary object types to be created along with viewers and editors for those types.  A unique aspect of this design is that it uses the distributed storage system to locate and distribute, when and where needed, any classes required to display and edit an object at the time that object is accessed. This approach stands in contrast to the current practice of using preloaded plugins that are not part of the WWW architecture to enable a browser to display a given MIME type of data. Details on this part of the architecture are given in Section C, below.


At the topmost layer of this architecture are functions that support creation and maintenance of structural and semantic relationships among objects.  It is based on storing, along with objects for conventional data, a set of graph objects in which the edges of the graph represent relationships among the nodes of the graph, each of which represents an object in the storage system.  Using the framework of the middle architectural layer, facilities are provided that give users (programs as well as people) the ability to create, browse, traverse (search), edit, and maintain the graph objects that define the overall structure of the collection.


B. Data Storage Model


Two fundamental principles underlie the data storage model: (1) the smallest addressable unit in the store is a content object of arbitrary (but known) type, and (2) every content object in the storage system has a globally unique address which is also a valid URL and is thus completely compatible with the addressing scheme used in the World Wide Web.  


The specific form of URLs used in the storage model includes conventional host[:port] components.  However, instead of a path component, our system uses a 64-bit object identifier (OID) that is unique within a given region, defined by the host[:port] components of the URL.  In the example below, the OID is represented by 16 hexadecimal digits.  (Note: human beings are not expected to read or create OIDs; they are maintained by the system software.)  Thus, for example, the URL http://wwwng.cs.unc.edu:8888/00D00A7001FE00C6 represents an object that is uniquely addressed by OID 00D00A7001FE00C6 within the region associated with a process that implements the HTTP protocol and is running at port 8888 on host wwwng.cs.unc.edu.  Once a content object is created, its OID is never changed and that value is never reused even if the object is deleted.  Although an OID may have internal structure that is used by the storage system for efficient access, it is treated as an "opaque" (uninterpreted) value by applications.


Content objects are composed of two parts: (1) a set of properties that uniquely define the characteristics of a specific type of content object, and (2) data that represent the true “content” of the object. For example, an object’s data content could be HTML text, GIF or JPEG images, digitized audio or video (MPEG), a Java object, or any other data.   Among the important properties stored for a content object are its type (based on the MIME typing architecture [Borenstein & Freed, 1993] ), specifications required for proper editing or viewing of the data content, and system-defined properties (such as creation time or ownership) that are maintained automatically by the storage system.  


A particularly important type of content object is a graph. To provide a well-defined model for access and traversal of the object store, all content objects are explicitly organized into graphs (stored as content objects of type:graph) that represent structural and semantic relationships. This graph-based storage model explicitly encourages users to organize information according to principles of modularity and decomposition by making it easy to represent relationships among elemental content objects. This organization improves human comprehension and increases potential for concurrent access to individual components. For example, the structural relationships among content objects that comprise a document might show the order and links among text- or image-type content objects that define sub-sections, sections, and chapters.  Semantic relationships might link a text object introducing a software concept to a figure object showing its design, to a class object giving its implementation, and to an image object depicting its user interface.


Abstractions for grouping and ordering related nodes and for composing them hierarchically are essential in a large-scale storage system.  Many relationships among content objects are structural, especially those that indicate access order (e.g., if a group of content objects represent parts of a document, it is necessary to explicitly define the structural relationships of sub-sections to sections, sections to chapters, and chapters to the document).  A natural expression of structural relationships is an explicit graph where the nodes and links (edges) of the graph are abstractions showing the logical appearance of some content object (node) within  a specific structural relationship represented by the links.  Each node of the graph may contain the URL of an associated content object.  A node exists in one and only one graph but a given content object may be referenced by an arbitrary number of nodes.  Since any node may contain the URL of a content object, each node may logically “contain” a graph-type content object. This recursion provides another simple but powerful model for representing structural relationships by allowing hierarchical composition of a complex information structure from content objects. Each node is assigned a URL address but nodes are not first-class objects and exist only as private data within a graph-type content object.  The URL for a node may be used the same way as the URL for a content object (e.g., in an anchor reference in an HTML file) but it is mapped (internally to the storage system) into the URL for the graph-type content object in which it appears.  A link is represented by the URLs for the two nodes involved.  These relationships are illustrated  in Figure 2. 


�


�Figure 2.  JavaObjectWeb supports two types of links.  Structural links denote relationships between nodes in the same graph and are constrained by graph type semantics (e.g., tree).  Hypertextual links denote relationships between nodes in different graphs and from anchors within HTML data; they are represented as special forms of URLs.


Because a link in a graph typically represents a structural relationship between two nodes in a collection of related nodes, we use the terms structural-link (abbreviated S-link) and structural graph (S-graph) to denote these concepts.  A common case, however, is an S-graph containing nodes but no links; it represents a set of related nodes having non-structural relationships. Nodes may have arbitrary numbers of in-coming and out-going S-links.  S-links have a direction, although traversal is supported in either direction. In addition to the basic S-graph with no links, the data model also provides a predefined set of strongly typed S-graphs.  Currently five types are defined:  general directed graphs, connected graphs, acyclic connected graphs, trees, and lists.  The system will guarantee that typed S-graphs are always in a state consistent with their type.  No operations are permitted that would violate the integrity of the type.  For example, an application is not allowed to create a cycle in an S-graph of type tree.  Typed S-graphs are useful for dealing with issues such as integrity, consistency, and completeness in supporting tools for authoring and maintaining complex information structures.  Note that the data storage model subsumes the organization of data in a conventional file system (consider S-graphs as directories and nodes with data content as files) while adding new functions for representing structure among nodes within an S-graph (directory). 


While composition and structure are necessary for organizing complex information, they are not sufficient -- many useful relationships cannot be modeled as structure.  The most obvious example is the fundamental role of anchor references in HTML files that create the cross-structure relationships which form the World Wide Web.  Because all content objects have valid URLs, these URLs may be used for anchor references in HTML files or in any other Web-based context.  The practice of embedding URLs as anchor references in HTML files has, however, lead to serious problems with the maintainability of information in the Web.  (We note that there are other proposed solutions to this problem, e.g., XML. But believe the data model proposed here represents a stronger foundation.)  Unlike conventional Web servers which often invalidate embedded URLs when files are moved or deleted, the storage system described here provides stronger semantics for references to its URLs.   Specifically, it provides that (a) URL references to nodes that have been moved are always valid (accomplished with a forwarding mechanism), and (b) URL references to deleted nodes return useful information, including the option for recovery of the related content object
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�Figure 3.  JavaObjectWeb’s data storage model, showing both structural and hypertextual links.  Sets of hyperlinks form hypergraphs.


To express semantic relationships within the data model analogous to HTML anchors with URLs, we define a more flexible kind of link, called a hyperlink (H-link).  Hyperlinks can represent any semantic relationship between two nodes.   H-links are used for associations between nodes in different S-graphs or non-structural relationships between nodes within the same S-graph.  This latter use permits links that would violate the type constraints of the particular graph type (e.g., tree), were they defined as S-links (see Figure 3).  H-links and the nodes they link are grouped into hypergraphs (H-graphs).  The properties of URLs, nodes, and links discussed above for structural graphs apply to hypergraphs as well.  Links similar in function to H-links are usually the key elements of conventional hypertext systems.


C. Implementation


The goals for our implementation efforts are two fold.  First, we will demonstrate that a Web compatible system built in Java is possible.  Second, we will use the system as a testbed to explore key issues, including scale, performance, extensible data types, and reliability across multiple regions.
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Figure 4.  JavaObjectWeb’s component architecture.  It shows a client applet, loaded by conventional Web browser, communicating with a JavaObjectWeb server, running within the context of a JavaServer and comprising a region.  Also shown is communication with multiple JavaObjectWeb regions.


As a basis from which to build the system proposed here, we have implemented an initial prototype.  We describe the design and implementation of that prototype here and indicate how it will be extended in order to explore key systems research issues.


The main components of the system are shown in Figure 4.


As the figure indicates, the system can be divided into a client side and a server side.  Both client and server include conventional WWW components.  However, those components are currently used for convenience and to insure Web compatibility.  Both could be replaced with Java classes in the future, if this should prove desirable.


The client side includes a conventional Web browser and a client applet that provides the user interface to our system.


The Web browser provides two functions.  First, it allows a user to bootstrap the system.  By selecting a well-known URL or a URL for any object within a JavaObjectWeb region, one of our servers will return an applet tag within conventional HTML that launches the client applet, providing a user interface.  The second function is to render HTML data returned from the storage system; however, Java classes are now available for rendering HTML and we could eliminate this browser function to make the system more self-contained.


The client applet is responsible for launching new windows for specific data types, for supporting cut/copy/paste operations between windows, and for other point-of-control functions.  During a typical session, a user will open and close a number of different windows to browse the structure of a region and to access particular content objects.  This is done through direct connections with a JavaObjectWeb region, rather than through HTTP  


As described in the data model section, graphs play a particularly important role in our system.  Consequently, visual renderings of graphs provide the primary visual metaphor for logical structure.  The windows for graph objects allow users to create new nodes through simple point and click operations, and users can reorganize the links that denote logical and semantic relations among nodes by similar drag and drop operations.  Data from non-graph content objects are displayed and edited in windows that implement the appropriate semantics for the data type.  We currently support only HTML as a non-graph type. A major new initiative will be to support an open-ended set of data types by having the client query the content object for a URL that identifies display and editing classes for that object type, request a nearby region to fetch and cache them, and dynamically load them.


The server side of our prototype system includes a JavaServer and several servlets that implement our storage system.  These components constitute what we refer to as a JavaObjectWeb region.


The JavaServer provides two main functions.  Like the role of the Web Browser on the client side, the JavaServer insures WWW compatibility, and it is used to bootstrap the client applet.  The second major function is to support servlets, which provide the architectural abstraction used to implement the object storage system.  


The object storage system provides several services. Its most important function is providing persistent storage of Java content objects.  Those objects can be accessed through conventional HTTP requests, which return conventional HTTP messages with the content object’s data included in the body of the message.  More often, content objects are accessed through direct connections with client applets.  The system also provides strong access control and concurrency control, and it locates and caches the display and editing classes needed to support arbitrary object types in the client applet.


We have implemented the basic architecture for the storage, access, and concurrency components, but we have not yet implemented the dynamic class caching scheme.  We also need to extend the architecture to address a number of issues pertaining to performance and scaling, including possible replication of regions, forwarding of links across regions, and the problem of maintaining consistency among replicated objects.  Consequently, we will redesign and rebuild our current demonstration prototype to provide a full-function testbed system that we will use to explore these and other systems issues, to evaluate the system under actual use conditions, and to demonstrate that it can scale and perform as well as the WWW.


3.  Review of Related Work  


Our research builds on prior work in several different fields. These include hypertext research, both before and after the appearance of the World Wide Web; the Web, itself, and research in object-oriented programming, with special emphasis on recent developments in Java.  In this section, we briefly discuss some of the more important work in these fields that underlies our research.


A. Pre-WWW hypertext and hypermedia


The Augment system, developed by [Engelbart, 1984] and his colleagues in the 1960s, was the first implementation of Bush’s [1945] original ideas for hypertext.  During the 1970s, hypertext research was kept alive by an Dam and his colleagues at Brown, culminating in Intemedia [ Meyerowitz, 1986], a system notable for its emphasis on the visual interface and support for educational applications.  During the mid to late 1980, hypertext systems flourished, in part because of the wide availability of personal computers.  Among these systems were Notecards [Halasz, 1988], a system for organizing ideas; Storyspace [Bolter, 1991], a system for creating fictional webs; KMS [Akscyn, et.al., 1988], the first commercially viable hypertext system; WE [Smith, et.al, 1987], a system that incorporated a cognitive model of writing in its user interface and system designs. Common characteristics of all of these systems were their focus on and support for the process of organizing ideas and authoring hypertext documents and the fundamental requirement that links be maintained so that they could not be left dangling.  They differed widely in the specific applications and populations of users for which they were intended.  Whereas KMS and Intermedia were intended to be used by dozens to hundreds of users, the majority were intended for individuals or a small number of users.


B. World Wide Web


The world of hypertext changed radically during the 1990s with the appearance of the World Wide Web [Berners-Lee, 1994], the first hypertext system conceived as an Internet application.  As a result, its scope was global, and the ramifications with respect to scale and numbers of users are well-known.  Other ways in which the Web has changed the way we think about hypertext is its emphasis on cross-platform support, through independent implementation of HTTP and HTML, and its incorporation of other Internet-related concepts (e.g., the MIME typing scheme) and services (e.g., FTP, e-mail, and news).  As the WWW continues to grow in size and importance, more and more work is going into extending its functionality such that the Web has become the interface to the Internet.  This generality requires that network-centric systems intended for general use, including hypertext systems, must remain compatible with the Web, for at least the foreseeable future.


C. Post-WWW hypertext and hypermedia


During the three-year gestation period for the Web (1990-1993) and continuing since 1993, several hypertext systems and standards efforts have emerged that have attempted to address some of the perceived limitations of the WWW architecture.  The most notable of the alternative systems are Microcosm [Fountain, et.al., 1990] and Hyper-G [Maurer, 1996], since renamed “Hyperwave.”  Both of these system have included authorship as a basic requirement, both maintain links in a separate database in order to provide reliable links over restricted domains, and both support access through conventional WWW browsers. However, both offer only a small number of editing tools, developed as internal applications  Neither architecture is easily extended, making the adding of new data types difficult.  A important distinction between these systems as well as the Web and our architecture is that they view files as the fundamental unit of data whereas our architecture derives from O-O principles and supports objects as the fundamental entity.


A different emphasis can be seen in efforts to address limitations in the Web and earlier hypertext systems through a new hypertext standard.  That work began with the Dexter group [Halasz & Schwartz, 1994] and has evolved into an on-going effort to develop an open hypertext protocol.  Several participants have tried to situate this perspective [Osterbye & Will, 1996] and to implement concepts from it [Will & Leggett], but the work of this group remains incomplete at this time.  We also note the World Wide Web Consortium’s own efforts to address fundamental limitations in the Web’ architecture, such as their considerations of possible extensions to provide reliable links [Ingram, et.al., 1996]; these considerations are incomplete and have not been implemented.


D. Object-Oriented programming


A third area of research that underlies our own is object-oriented programming.  Basic principles of O-O programming are well-known. Our work will extend basic O-O concepts by adding hypertextual structure.  We will do so within the context of  Java [Gosling, et.al., 1996; Arnold & Gosling, 1996].  Most of our research will apply to O-O programming, in general; however, we take advantage of Java’s capabilities for reflection and dynamic class loading to support display and editing of an open ended set of data types.


4.  Research issues and evaluation 


A.  Issues


Key research issues that we have discussed throughout the proposal include:


What are the advantages and disadvantages of using (Java) objects vs. typed files and markup languages for authoring and maintaining large documents and sites?


Can an implementation of the proposed architecture scale and perform adequately for regions of arbitrary size and for arbitrary numbers of such regions?


Can an implementation support dynamic reorganization of objects, maintain reliable links among them, and still meet criteria for performance and scale?


B.  Evaluation


To demonstrate that our architecture can address the issues discussed throughout this proposal and summarized above, we will carry out carry out several different kinds of evaluations.  The first set will be system performance measurrements to show that the prototype implementation can perform at a level similar to the Web and that it can scale to serve a similar size user community.  A second series of studies will address the issue of usefulness.  Both studies are described in more detail, below.


System Evaluation


We will conduct a number of empirical investigations to evaluate our hypothesis that an implementation of the architecture can provide good performance and, most importantly, scalability.  By scalability we mean that the number of users that can be supported by fixed resources (e.g., a single server machine) has a wide range, and that additional resources (servers) can be added incrementally to support very large numbers of users.  One critical aspect of scalability that we will evaluate concerns the efficiency and performance of the implementation for links that remain valid when objects are moved or reorganized in the storage system.  The key aspects of the experiments are described in the following paragraphs.


Generating large webs of objects:  In order to perform these experiments we must first have a large collection of stored objects along with the graphs that reflect structural and semantic relationships among objects.  It is unreasonable to expect that the user installations that we use to evaluate the more qualitative aspects of the system will naturally generate sufficiently large collections of objects during the project.  Instead we must rely on generating such large collections using generating programs of two types: (1) a Web-site import program that can process the file system used by a conventional Web server and generate as output the corresponding organization expressed as objects and graphs, and (2) a program that uses the object-store API to generate artificial objects and object webs based on random sampling from a number of distributions that characterize important aspects of such collections (e.g. frequency of inbound and outbound links among nodes, nesting depths of hierarchical organizations, distributions of object types, distributions of object sizes, etc.).  


We already have a working prototype of an import program that converts a conventional file-system based Web site into a JavaObjectWeb (currently it deals only with directory-to-graph structural conversions and simple types of objects such as HTML files, including conversion of embedded anchor references).  This import program will be extended to cover more object types and structures.  We also have a prototype of the second type of program (generator of object stores based on statistical distributions of properties) that was developed as part of earlier NSF support under IRI-9015443).  This program will be extended to generate object webs based on new characterizations developed by ourselves and others from data obtained by various Web-searching (“spider”) programs.


Generating access requests:  Just as it is unlikely that our real users will generate sufficiently large object webs, it is also unlikely that their use of the prototype system will provide any sort of stress test.  To evaluate scalability we must be able to generate the request loads on a server (or set of servers) that would result from large numbers of users of the system.  To do this we use benchmark programs running on multiple client machines, each instance generating requests by sampling at random from distribution functions that characterize the behavior of a user population (note that this technique has been widely used to evaluate the performance and scalability of distributed file systems).  Again, we already have a prototype of such a benchmarking program that was developed as part of the earlier NSF support.  We will use data from a number of existing sources of such distributions derived from monitoring user behaviors as they use conventional Web browsers (we assume that Web user behaviors for such characteristics as think times, link following, etc. will be reasonable approximations for our system).


Experiments:  With these tools for generating large object stores and for benchmarks of user requests, we propose to conduct a number of experiments investigating scale and performance questions such as:


How many “typical” users can a single server support?


How does the performance of the system change as a function of the number, sizes, and types of stored objects  and of the complexity of the structural and semantic links?


How does performance scale as more server instances are added to support a logical region?


How does the frequency of object movement or reorganization (e.g., the ratio of forwarded links) affect performance?





Usefulness


To demonstrate that the extensions we have included in our architecture and implementation are useful, we will carry out several actual-use studies. Evaluation will done through data obtained from on-line feedback forms built into the system, questionnaires, and interviews with selected participants.


Several groups who are using the Web for extensive, on-going work will use our system. One such group is instructors using the WWW for semester-long, Web intensive courses within UNC and other universities to be selected.  In particular, we anticipate working with four or five instructors who will be teaching pilot sections of a WWW Programming course.  The course includes an extensive set of lecture materials, and students present all of their course work during the semester through Web pages. Instructors will be able to use standard lecture material, customize individual lessons, or add new ones of their own.  Consequently, this application will test our efforts to provide reliable links and support for copy/paste operations.  Both instructor and student will exercise our authorship and hypertextual link provisions. 


At least two other groups will test our system.  We will develop an alternative version of the Department of Computer Science’s regular Web site.  We will do the same thing for the Carolina Health and Environment Community Center site in the UNC School of Public Health.  This site serves as a focal point for materials concerned with health and the environment as well as cooperative work tools.  For both groups, we will build alternative sites using our system and test them under actual use conditions.  We will continue to look for additional groups or sites that have specialized needs or characteristics.


5.  Research plan


Our systems research will go through three stages.  We have developed a general architecture that integrates key ideas from earlier hypermedia systems, the Web, and O-O programming.  In the year 1, we will extend that architecture, develop it in greater detail, and finish an initial demonstration prototype.  In year 2, we will implement a more robust, full-function prototype that provides the complete, detailed architecture. In the year 3 we will test, evaluate, and revise the system, as explained in Section 4.  
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