
Delivery Techniques
Developing hybrid bandwidth smoothing techniques that are aimed for both VCR interactivity as well

as high-utilization of network channels are required. This involves both the interaction between various
bandwidth smoothing plans interacting in harmony to increase bandwidth utilization and providing ways
for dynamically changing the bandwidth allocations when the client’s buffer allocation varies over time,
such as on a workstation viewing video.

Interactive Video-on-Demand Servers
Much work has been focused on providing interactivity through the video-on-demand server. In the

worst case, the interactive server techniques described in the literature will be important. In addition, pro-
viding a mechanism between using bandwidth smoothing plans and relying on the interactive server to
provide VCR services (in the chaotic cases) is required.

Efficient Excess Capacity Allocation
For interactive services, efficient methods for allocatingcontingency channels are required. This

involves the investigation of techniques for guaranteeing responsiveness in interactive video-on-demand
systems. That is, guaranteeing a user a worst case delay between VCR interactions and the continuation of
the playback of the video.

5. Conclusion

The work on resource allocation for video-on-demand systems has been fruitful, however, much work
is still left to be done. Buffering techniques are attractive for video-on-demand systems that provide guar-
antees of service because these systems typically make guarantees based on the peak bandwidth require-
ment. The main challenge that I see in the near future is providing a way for buffering and interactive
services to work in harmony.
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Interactive Playback
Interactive playback for buffered, interactive VOD systems is perhaps the hardest resource allocation

facing VOD designers. As an illustration, consider the bandwidth smoothing plan in Figure 3. When a ran-
dom access is made from VCR functions such as a long fast-forward, excess channel capacity may have to
be allocated in order to resynchronize the plan with the original peak bandwidth requirement. As another
illustration, consider a scan into an area that has a large number of large frame sizes. Under bandwidth
smoothing these frames would have been prefetched in order to reduce the bandwidth requirement. How-
ever, a random access to these frames will require that (1) excess channel capacity be allocated, (2) reduc-
ing the quality of video until the plans are resynchronized, or (3) making the user wait until the buffer is
filled. Due to the undeterministic nature of the interactions, providing guaranteed VCR interactivity can be
difficult while maintaining a high network utilization. To aid in VCR functionality, ideas such ascontin-
gency channels can be useful1, where excess channel capacity is allocated for temporary allocation to VCR
functionality. In addition, using a bandwidth algorithm that minimizes both the rate-constraint and buffer
residency times can be useful by minimizing the amount of data required on a resynchronization4. It may
also be useful to use less of the client-side buffer for smoothing and more of the buffer to store data around
the point of play for the client, allowing a moderate amount of VCR functions to be handled directly from
the client-side buffer. This technique also allows the server greater latitude in responding to the VCR inter-
actions because the VCR interactions can be initially handled by the buffer.

4. Challenges for Interactive Video-on-Demand Systems

For interactive VOD systems, many challenges face video-on-demand researchers. In this section, we
briefly mention some of the issues that are of concern.

Smoothing Buffer and VCR Buffer Trade-off
We are currently investigating techniques for balancing between reducing the peak bandwidth require-

ment and providing VCR functionality. By not using the entire client-side buffer as a smoothing buffer, the
minimum bandwidth requirement may not be achieved. However, as has been shown, much of the bursti-
ness in variable-bit-rate video sources can be removed with small amount of buffering, typically on the
order of a few megabytes for MPEG encodings and 10-15 megabytes for Motion-JPEG encodings. To aid
in this effort, we are looking at ways of evaluating the trade-off between smoothing and VCR buffering,
which involves the weighing of costs such as user VCR guarantees, the cost of network bandwidth, and the
cost of the smoothing buffer itself.
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Figure 3: Supporting VCR Functionality: This figure shows the result of a scan to a random “access point” such as a
long fast-forward. With no overlap of data in the buffer, the distance between the bandwidth smoothing plan and
Funder at the access point must be made up in order to continue along the original bandwidth plan. The heavy dotted
line shows a sample plan for resynchronizing to the original plan.



may also minimize the number of rate increases2, 3, minimize the total number of rate changes5, minimize
the variability of rate changes9, or minimize the buffer residency times4 while providing for the continuous
uninterrupted playback of video. A more in-depth discussion of the pre-1997 algorithms can be found in an
upcoming comparison paper7. A sample minimum changes plan is shown in Figure 2. One important trait
of these algorithms, however, is that with small amounts of buffering significant reductions in the bursti-
ness of the video delivery are possible. Note that in Figure 2 the one second frame averages represents
smoothing across 30 frames. Thus, the actual frame sizes are more bursty than are shown in the figure.

3. Delivering Video in Video-on-Demand Systems

For supporting the playback of stored video streams, I feel that the VOD service must provide for at
least three levels of guaranteed service: Strict Playback, Quasi-Interactive Playback, and Interactive Play-
back. To understand why, we will discuss the necessary support for these three methods

Strict Playback
In the strict playback mode, the user is forced to watch the video from the beginning to end without

any change in the consumption rate. Creating bandwidth plans using one of the unlimited buffer algo-
rithms makes resource allocation within the VOD system the simplest due to the fewer number of interac-
tions (and for the CBA algorithm, the monotonicity of bandwidth allocations). In addition, for limited
client-side buffers, using one of the minimal peak bandwidth algorithms is attractive for reducing the
amount of resources allocated for guaranteed service. As an example, the minimum changes bandwidth
algorithm allows the server to allocate resources on the order of tens of minutes with approximately 10
megabytes of client-side buffer and 2 to 3 Mbps streams. Because the bandwidth plans are fixed, the server
is free to schedule bandwidth as tightly as possible, using peaks in some plans to fill valleys in others.

Quasi-Interactive Playback
In the quasi-interactive playback mode, the user is allowed to have limited VCR interactions. In this

mode, a method called theVCR window can be used to allow users full access to their videos6. This is
based upon the observation that the common VCR functions rewind, examine, stop, and pause can be han-
dled by the client-side bufferwithout requiring additional bandwidth from the network and server to ser-
vice. TheVCR window can be appended with additionalVCR buffering in order to provide a larger VCR
window for the user. Because the user can change its consumption rate, the streams cannot be scheduled as
tightly as with in the strict playback case. However, in a system where the users abide by theVCR window
the network and server resources can be allocated based on the peak bandwidth requirementwithout wor-
rying about the user issuing a bandwidth request above and beyond what has been reserved.
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Figure 2: Bandwidth Smoothing Plans: This figure shows example bandwidth smoothing plans for theminimum
changes algorithm and therate-constrained bandwidth smoothing algorithm for the Motion-JPEG compressed movie
Speedusing a 5 megabyte buffer.



succinct, we first discuss what types of bandwidth smoothing algorithm have been presented and then dis-
cuss how they relate to resource allocation within video-on-demand (VOD) systems.

2. Creating Bandwidth Allocation Plans

For the discussion of bandwidth smoothing algorithms, two types of client-side buffers are worth dis-
cussing. For systems that have large client side buffers, the main concern with the delivery of stored video
is to not underflow the client-side buffer. For a video that consists ofn frames, where framei requiresfi
bytes of storage, the server must always transmit quickly enough to avoid buffer underflow, where

indicates the amount of data consumed by the client by framek, wherek=0,1,...,n-1. Using this function,
several plans for the delivery of stored video are possible as shown in Figure 1. For a constant bandwidth
allocation, where bandwidth is plentiful, choosing a slope (and hence, bandwidth allocation) such that the
line is as close toFunder as possible minimizes the amount of buffer for a single constant bandwidth alloca-
tion plan. For networks, where the bandwidth may be limited, choosing a slope that is equivalent to the
maximum available bandwidth by setting the allocation line tangent toFunder provides for a plan of deliv-
ery that is continuous with the rate constraint. Note the point where the plan crosses the y-axis is the
amount of prefetch required for continuous delivery. Finally, the critical bandwidth allocation (CBA) algo-
rithm creates a convex hull aroundFunderresulting in a plan that has monotonically decreasing bandwidth
requirements2. Using a CBA algorithm has several advantages. First, the buffer requirement is smaller
than or equal to any single constant bandwidth allocation plan. Second, the plan bandwidth requirements
are monotonically decreasing, making admission control simpler. The admission control simply involves
determining whether there exists enough bandwidth to start the flow of data.

For buffer limited clients, a client should receive no more than

by framek to prevent buffer overflow of the playback buffer (of sizeb). Consequently, any valid server
plan should stay within theriver defined byFunder andFover. That is,

whereci is the transmission rate during frame sloti of the smoothed video stream.
Based on this framework, several algorithms have been developed in order to traverse down the river

defined byFunder andFover. Most algorithms minimize the peak bandwidth requirement given the fixed
client-side buffer2, 3, 4, 5, 9. While minimizing the peak bandwidth requirement, a smoothing algorithm
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Figure 1: Buffer Unlimited plans. Figure (a) shows a constant bandwidth allocation transmission plan where band-
width is plentiful. Figrue(b) shows a constant bandwidth allocation where the bandwidth may be limited as in the
Internet. Figure (c) shows the critical bandwidth allocation algorithm transmission plan.
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Abstract

The delivery of prerecorded compressed video streams that are constant-quality
encoded has been the focus of much research. Because stored video streams can be
analyzedbefore the flow of data begins, a client-side buffer can be used to smooth the
bandwidth request for the server as well as network resources. This paper highlights
the methods that have been proposed for utilizing a client-side buffer for the delivery
of stored video-on-demand systems. In addition, this paper explores the feasibility of
providing interactive service within buffered video-on-demand systems.

1. Introduction

The delivery of compressed prerecorded video has received a fair amount of multimedia and network-
ing attention in the recent past. Because the data for a particular movie can be analyzeda priori to the
actual flow of data, the network and server resource requirements greatly differ for stored and live video
applications2. Using thea priori information, a bandwidth plan for the delivery of the stored video can be
created that takes advantage of a client-side buffer. This buffer can be used to prefetch large bursts of
frames before they occur, resulting in asmoothed video stream. The bandwidth plan that is created, how-
ever must limit the amount of prefetching to prevent buffer overflow and must provide enough prefetching
to prevent buffer underflow.

Given a fixed size buffer, severalbandwidth smoothingalgorithms have been introduced in the litera-
ture that are provably optimal under certain constraints. In particular, plans with the minimum peak band-
width requirements for the duration of playback are possible, using the fixed client-side buffer. In addition,
these algorithms can also minimize the number of rate increases2, 3, minimize the total number of rate
changes5, minimize the variability of rate changes9, or minimize the buffer residency times4 while provid-
ing for the continuous uninterrupted playback of video.

In this paper, we highlight some of the major results that have been developed for the delivery of
stored video in video-on-demand systems. In addition, we will present some of the challenges left for buff-
ering in video-on-demand systems and some of the first steps in solving some of these problems. In partic-
ular, we argue for several key points for resource allocation in buffered, interactive video-on-demand
systems. First, video-on-demand systems must provide levels of guaranteed service, allowing the user to
choose the amount of interactivity (and hence, the guarantees) that they require. Second, the use of buffer-
ing provides a powerful mechanism for the guaranteed delivery of stored video-on-demand services.
Finally, while the use of buffering may make providing interactive control such as fast-forward and rewind
operations harder, the benefits of buffering are too important to go unused.

In the following section, we discuss some of the work that has appeared in the literature and how it fits
in to the delivery mechanism for the delivery of stored video across networks. We will then take a look at
the problem of providing interactive control in these environments. To make the discussion a little more


