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ABSTRACT

Until there is greateconsensus on proposals for realizinetter-than-best-effort services dme Internet,developers of
multimediaanddistributedvirtual environment applications must rely test-effort media adaptations &ameliorate the

effects of network congestion. We present the results of a study on the use of adaptigiivadsy developedor audio and

video applications for the data-flows generated by the UNC nanoManipulator. The nanoManipulator is a virtual environment
interface to a scanned-prob@croscope that hdseenused byscientists as a todlor basicresearch inthe material and
biological sciences. We are building a distributed version of the system for operation over the antbareinvestigating

media adaptations for realizing application performance requirements. The results of early expeftmenidio and video-

centric media adaptations applied to the flows generated by a microscope and a haptic forcedeedbaatepromising. A

simple forward error correction scheme provides good recovamn packetloss and anelasticdisplay-queue management
scheme limits the impact of delay-jitter and results in more continuous playout of media samples. These preliminary results
provide evidencehat a sophisticated virtual environmémtierface can operate over modest distances twverinternet to

control a remote microscope in real-time.
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1 INTRODUCTION

The 1990s saw the advent of multimedia computindnetworkingandthe proliferation ofresearchinto the problems of
network and operating system support for digiadlio andvideo. Commodityprocessorandl/O subsystemsverefinally
powerful enough toacquire,store, and process digitizedstreams ofaudio and video in real-time. Moreover, as LAN
switching wasdeployed in campusand enterprisenetworks, and Internet backbones steadilyncreased incapacity,
communication of these streams across the Internet became feasible.

Throughout much of this time debatewaswaged as tdow the Internet should evolve to support applications that
required real-time transmission of continuougbnerated medistreams. At a high-level, theentral question wawshether
or not a network shouldrovide end-to-endserviceswith guarantees of quality-of-servic&iven thetremendous increases
and availability in networkbandwidth, it was arguedthat onecould exploit the flexibility inherent in the waynost
applicationsgenerated media tameliorate theeffectsnetwork congestiomncountered in aetwork withoutguarantees of
quality-of-service. Orthe onehand,the prevalence obtreamingmediaapplications on the Internébday is an existence
proof that techniques for best-efforlelivery of real-timemedia are capable afealizing the real-timetransmission
requirements for many applications. However, on the other hand, the correspondingly small number and limitetbngse of
interactive applications such asdioand video conferencingsuggests that the lack afternate service models on the
Internet may be impeding the realization of #iwvancedcommunication, collaboratiorand entertainment environments
envisioned for the Internet.

Our interest lies in exploring the use li#st-effort multimedia networkingechniques for realizinghe performance
requirements of a distributedrtual environment fomadvancednicroscopy. As was theasefor audioandvideo ten years
ago, we seek tonderstandhe extent to which onean design an interactiwértual environment application faeffective
operation over the commaodity Internet. In the abstract, our applicatisimikr to avideoconferencingystem: a set of
input devices is usethat generatdong-lived periodicand quasi-periodic datlows with low latencytolerancesand high
fidelity requirementsTherefore it isnatural to askwhether best-effort multimedia networkirgchniquesdeveloped for
managing audio and video streams “scale” to meet the requirements of our application. By studying this question we hope to
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shed additional light on the fundamental nature of the requirements (if argdiity-of-service orthe Internetandinform
the discussion of design principles for interactive, distributed virtual environments.

In this paper we present the results of some early experiments in adapting an existing virtual enviroroperstin
over the Internet. The system, the UNC nanoManipulator, is a virtual reality interface to a scanned probe microscope (SPM)
that allows chemists, biologists, and physicists to “see” the surface of a material sample such as a virus pactidberor a
nanotube at nanometer scale, and “feel” the properties of the surface through théousefeédbackThis is accomplished
by integrating an SPM withigh-performance 3D graphiesd a tracking/force-feedbadiaptic device. This system has
been in use atJINC by local scientists for a number géarsand has enablednew scientific investigations thatere
otherwise not possible to be conceived and performed. We are currently investigating the distribution of system components
(e.g, the microscopandthe hapticdisplay) acrosshe Internet. This distributioenables remote operation of thgstem
and the sharing of potentially expensive componebgtweenresearchgroups. Inaddition, distribution admits the
possibility of modifying the system to support collaborative experimentation between multiple non-co-located users.

As currently designedthe nanoManipulator assumes tpeesence ofreliable, dedicatedcommunicationchannels
betweensystem components. Toperate ovethe Internet thesystem must benodified to dealwith the common IP
network pathologies of high delay, delay-jitter, packet loss, out-of-order arrivals, and duplicate arrivals. All but tie first
problems can be solved by the use of a reliable, in-order transport protocol sL€P asowever,TCP doesnot allow an
application to control either transmission delay or transmission ratheae isless thandesirable. We havdeveloped an
application-level transport protocol for the nanoManipulator system to deal with the problems of losanddkelgy-jitter.
Our approach is to use well-understood media adaptations developed for audio and video fapdyaticeseadaptations to
the flowsgenerated byhe nanoManipulator. Thesecludethe datathat is streamedrom the microscope to thdisplay
processing engine and the tracking data of the user’s cinaedposition that istransmitted from the haptigevice to the
microscope. Specifically, we investigate the use of forward error correction for ameliorating the effects dbpaelet an
elastic display-queuemanagement algorithm famoothing delay-jitter. We haveperformed anumber of experiments
operating themodified nanoManipulator system in eontrolled network environmenwherethe contention fometwork
resources can be closely controlled. We find that when combined with delay-amelioration techniques developeddier other
operationanddistributedvirtual environment systems, wd that thesebest-effortdata managemenand transmission
techniques can be effective for realizing the real-time throughput and latency requirements of the nanoManipulator.

The remainder ofhis paper is organized dellows. Section 2describeshe nanoManipulator system ggeater detail and
presents its requirements for real-time media transmission. Section 3 reviews the multimedia networking prahidim for
andvideo applicationsandreviews therelevant literature in best-effort multimedmetworking. Section 4liscusses the
modifications to the nanoManipulator system mvade in order tenableits operation over the Interneind the specific
media adaptations we develop&ction 5describesour experimental setugndresults. Weconclude inSection 6 with a
discussion of the efficacy of existing best-effort techniques for distributed virtual environments.

2 ADISTRIBTED VIRTUAL ENVIRONMENT: THE UNC NANOMANIPULATOR

Scanned-probenicroscopes, such as tlomic-force microscopéAFM), allow the investigatiorand manipulation of
surfaces down to the atomic scale. An AFM is capable of positioning\getypprecisely X, y positions within afraction
of an atomicdiameter)over asurface in a widevariety of environments, including ambient, ultrahigh vacuandunder
water. It is capable ofresolvingindividual atoms on crystallinesurfaces,and molecules, proteinsand viruses under
physiological conditions. The AFM tigan provide quantitativelata on a widgange ofsamplefeaturesincluding the
surface topography, friction, adhesion, temperature, compliatceylost important, thesurface can be modifiettirough
the deposition of material or throughechanicatip/sample interaction by machining tlsarface omanipulatingsurface-
bound objects.

An SPM generates a three-dimensiotaiaseimeasuring the height of surface £) over a two-dimensional region (
andy). TraditionalSPM interfacesonly displaythis data intwo dimensions — aectangularmareawhose color at @oint
indicates the height of theurface athe correspondingoint. However, three-dimensional displaas longbeenused as a
post-process to help scientists understand ttaaafter they have completethe experiment. By displaying trdatafrom
the microscope three-dimensionally as the experiment is in progress, scleanista better grasp tiie experiment as it
happens and are able to change their plans to suit their observations.
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Figure 1: The nanoManiplatointerface (showing stereohead-
tracked shutter glasses, and a haptic, force-feedback pointing device).

The nanoManipulator integrates three-dimensional graphics and force feedback to give a virtual envinerfaeatto
SPMs. Force feedback is used to convey information about the swefgcéopography, compliancetc) to the user in a
tactile form. A force feedback device measures the position and orientation of a stylus held by the user atithessped
second Given a geometric model dfie surface,the system computes tHerce that should be felt by the user at the
measured position, and uses motors to display that force to the user by mechanically pushing on (moving) thercstylus.
feedbackdevices are used toontrol remote manipulators such as robot arms handlimgerousnaterials or working in
inaccessible locations. We use force feedback devices to control manipulators that are remote in scale instestaho#.in
In our case the probe tip of an SPM is only a few microns across and can be felt and neagentb as if it were pen in
the user’s hand.

The nanoManipulator gives the scientist virttelepresence othe surface,scaled by &afactor of amillion to one,
blowing a virus up to the size of an apple, asti@nd ofDNA up to the size of @iece ofspaghetti. A steredlisplay
(usually combined with head tracking) presents thes@iacefloating in spacewithin arm’s reachThe hand-tracking and
force-feedback device allows the scientist to actually feel surface coatmite manipulate objects on theurface,such as
the tobacco-mosaiwirus (TMV) particles in Figure 1This direct, naturainterface toSPMs hasenablednew forms of
experimentation that augmeand amplify human cognition, hasvealednew results from existinglata sets, and has
allowed new and fruitful experimentsat could not beperformedotherwise. The nanoManipulator is a productystem
that has been used by chemists, biochemists, physicists and gene therapists, who at times flew across the country to use the
system. They have investigated the mechanical properties of TMV and adenovirus (a vector for gene therapy), manipulated a
20nm colloidalgold particleinto a thin gapformed in awire, brokenand repairedtiny nano-wires,and studied the
mechanical and electrical properties of carbon nanotubes.

The nanoManipulator application has two basiedes ofoperation: scanningnd point mode. Scanning issed to
provide asingle, consistentepresentation of the topography of the engingfacethat is renderedwith three-dimensional
graphics and displayed to the user. In scanning mode, the microscope probe moves aswfsEehia a rastgrattern at a
constant speed, taking quick measurements of surface height and other datasets antergalar Scanning is th&tandard
mode inwhich SPMs operate whemmaging asurface.The nanoManipulator augments teandardSPM by allowing
manipulation of the surface. In point mode, the usleaisd is coupled tohe position of themicroscope’sip through the
haptic force feedbackdevice. The nanoManipulator tracks the usenand andtells the microscope to movéts tip to a
specific point corresponding tdhe user’'scurrentposition on the virtuasurface. Wherthe tip arrives, itrespondswith
measurements of the sample at that point. The nanoManipulator also has limited robotic capabilities. For example, the tip
can becommanded tanove along a path on tteirface.While this command is executethe control loopbetween the
application and the tip does not need to be closed across the network.

The current standard deployment of the nanoManipulator couples a Windows NT workstttionodern 3D graphics
card and a force-feedback controllerSansAble Devices, Inc. PHANTOM) viadedicatedswitched Ethernet AN. (More
advanced versions of the system use a graphics supercomputer such as tRex&JNGw machine or high-en&Gl.) The
dedicatednetwork is used bythe graphics computer teend andreceive SPM data andcommandsand position/force
descriptions. The nanoManipulator application is implemented as three proagsseg on two NT workstations as
illustrated in Figure 2. One machine is directly connected to the &flMses avendor-suppliedSP cardand software to
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Figure 2: NanoManipulator high-level system structure.

interface with the SPM. The other machine isva-processor machingith one CPUdevoted to éhard-real-time process
controlling the PHANTOMforce-feedbacldevice.The other CPU runs the main nanoManipulator applicatiociuding
graphics, useinterface,and network communicationdDepending onthe use of the system, othiterface devices and
scientific instruments may be attached, including the Magellan six degree of freedom input puck.

The real-time processingnd communicationsrequirements othe nanoManipulator systemtepend onthe mode of
operation of the systenWhenthe system is irscan mode, the microscope controkendsdataasynchronously to the
graphics display as the tip rasters across the sample surface. This data updates each part of the displayed surface image as tl
scan data arrives. Because the rastevlves a physical interactioexactsamplingrates vary widelywith the instrument,
the sampleandthe sampling conditionse(g, whetherthe microscope is operating in air onderwater), but typical
numbers are 300 sixteen byte measuremestssecond. Each measurementyisically sent in aseparataetwork packet
generating a stream requiring approximately 38 kbps of bandwidth.

When the user is in direct control of the tip (panbde), thereare no surfacgeometryupdatesthough imagestill
need to be displayed from the user’s current viewpoint). Instead, the microscope tip follows the trajectory of thandser’s
as tracked by the force-feedback device. The surfasmimed athese locationsind forcefeedbackiells the usewhere the
surface is and how it is changing. The nanoManipulator tracks the user’s hand and tells the microscopétsotimdoea
specific point corresponding tdhe user'scurrentposition on the virtuasurface. Wherthe tip arrives, itrespondswith
measurements of the sample at that point. If the application is running at a frame rate of 30 Hz, it sendsc2Brbyick
to the microscope every frame, requiring 16 kbpbasfdwidth.The microscope’s response is bgtes. If themicroscope
can keep up with commands, it will generate a stream of responses requiring approximately 24 kbps of bandwidth.

In point mode, system latency becomes critical. Virtual reality applicationsHistegically labored under amuch as
severalhundredmiliseconds of latency. Although thieducegheir effectiveness, they magjill be usable [9].However,
when the user is interacting withnd controlling physical objectg“teleoperating”) latency ismuch more critical.
Teleoperation control loops generally become unstable with less than 100 ms of lateauyejdn atsignificantly lower
levels of latency they magot be usefulBecause ofmicroscopeand application latencies, there is velijtle room for
network latency. A major focus of our work is reducing or ameliorating network latency so that the apptaatfanction
in point mode over wide-area networks.

Force feedback systems consist of computer-contreb@dorsand motors that sense thairrentposition of theuser,
compute theforce that should beexerted onthe user at thgposition, anduse the motors to display therce. Although
video systems can run at 30 Hz to present the illusion of continuous motion to the sense of sight, to present the illusion of
a continuous, stiff surface to the sense of towrjuires1,000 Hzupdaterates. With these highpdaterates, gpen-based
system like the PHANTOMan provide a goodimulation of a single point probing arbitrary computer-generated
environment.

To compute forces at these higphdateratesrequires avery simple world model. The common solution is tave a
complex world model in one process, which given the recent position dbrtesfeedback deviceomputes a simplécal
model and transmits that to a second real-time process that runs at the required high speed. For devices like the PHANTOM,
the plane-and-probe modf] works well. Thecoordinates of glane tangent to the geometrirodel of the surface is



transmitted to the haptics controller process at least 20 times per second. This is sufficient to present a convincing image of
the computer-generatedvorld. Overall, the graphics processust maintain an imagepdate rate ofetter than 20
frames/second to keep the illusion of immersion.

3 THE BEST-EFFORT MULTIMEDIA NETWORKING PROBLEM

Although the processingpeeds inCPUs and raw bandwidth onnetwork links is sufficientfor many multimedia
applications, thecoordinatednanagement of networknd end-system resources to realihe processingnd transmission
requirements ofpplications withreal-time constraints remains a significant challefByeadly speaking,research inthis
area has proceeded along two parallel fronts. Most visible is the work on new neémack models fothe Internet. The
existing best-effort packet forwarding modebs beerproposed to bextended toinclude guarantees of quality-of-service
including guarantees dghroughputanddelay. This so-called Integrate@ervices architecture fahe Internef*INTSERV”)
has proposed a “call-setupfocedurewherein resourceare reservedlong the path fromeceiver(s) to sendemdnetwork
switches maintairper-call (per-connectiondtate toensurethey allocatelink bandwidth inaccordancewith application
requirements. Because of concerns about the complexity of the INT&ERWecture, a secondndmore simplescheme,
the Differentiated Services architecture (“DIFFSERV"), has become the dominant architecture of studRIBS&RYV the
emphasis is less on end-to-end services and more dmopdorwarding behaviors such as priorifprwarding or low-delay
forwarding.

The secondmajor focus ofresearchactivity has been inthe development of media adaptationechanisms and
techniques for best-efforhultimedia networkingHere, the guiding principle is the observation that in #imsence of
“better-than-best-effort” delivery models ftre Internet, applicationsquiring real-timeransmission ofmediamust sense
the state of congestion in the network and adapt the media streams they inject into the network to maximize the probability
of in-time delivery. The fundamental assumptions guiding this research are that (1) riedwdwkidth, wheraveraged over
sufficiently long intervals, is sufficient for sonminimally acceptableperation of the applicatiorand (2) applications
have sufficienfflexibility inherent in themanner in which thegenerate mediatreams that thegan adapt tahe natural
changes in network bandwidth availability.

While much significantresearchhas beenperformed in both best-effort and quality-of-service networking, for
multimedia delivery on the Internet today, thest-effort model dominates. A complexmbination of technicandnon-
technicalissueshave conspired to impedee deployment of the results of tihesearchinto integrated ordifferentiated
services and despite the tremendous activity in this area, the status quo is not likely to improveanfaliere. Thus in
order to enablesubstantive distribution of the nanoManipulator system,areeforced toinvestigate media adaptation
schemes for nanoManipulator data flows.

In this study we are primarily concerned with ameliorating the problemsaaifetioss anddelay-jitter. Packeloss is
primarily caused by network congestion. When the offered load for a particular outbound link at a sgréciteithan the
capacity of the link, a queue forms. If the situation persists eventually the queue overflows andapatdsitsPacketloss
can be dealt with through a combination of techniques (usedither separately or inombination). First, to thextent
that a multimedia application is contributing to the state of congestion, the applicaticeduceits transmissiomrate in
an attempt to reduce the offered load at the bottleneck switch and thus eliminate the congestion. For example, the (strongly)
recommended rate adaptation is the multiplicative decrease scisethenTCP. If all connections transiting theongested
link perform rate adjustmerfin particular, the samemte adjustmentthe queuewill drain andpacketswill cease to be
dropped.Second, a multimedia applicatiaran amelioratdhe effects of packetoss by performing some form oérror
control. The two dominardpproaches here are to detest packets (typically by numbering packets at #emder and
observing a gap in theequencawumbers at theeceiver) andetransmit, orjntroducesufficient redundancyinto the data
stream to enable theceiver toreconstructiost packets on thdly. In the lattercase ther@are anumber oftechniques for
introducingredundancyinto a media stream. Simpleschemes includeeplicating media samplesand transmitting them
multiple times with each retransmission separated in time to maximize the probability that at least careivaspgt the
receiver. More complex schemes generate lower resolution versions refitimelant mediaamples taeducethe overhead
(bandwidth) of redundarttansmissions. Alternatively, oreantradeefficiency forerror coverage bygeneratingredundant
samples that represent tkavay exclusive-or of the laktsamples.

There is a cleatrade-off betweenthese approaches. The reactive, retransmission schieareasethe end-to-end
transmission delay of media samples as it takes time to sense a lost agkest, aetransmissionandthenreceive the



retransmitted packet. Igeneralthis increase in delay is othe order of 1.5-2 networkroundtrip times. Theproactive
redundancy-introductioschemes (commonlgalled forward error correction or FEC), only increase delay bythe time
required to reconstruct a lost sampledésign parameter), howevét=C schemesequire anapplication to consummore
bandwidththan it would otherwise. This isarguably a counterproductive measure times of high congestion and
contention for network resources. As described below, we adopt a FEC for the distributed version of the nanoManipulator.

The delay-jitter isalso caused bythe build-up ofqueues inthe network. Displayrocesses for periodicallgenerated
media such as audio and video require that samples arrive at the receiver at regular (precise) imtel®ate avoid “gaps”
in the playout. When queues grow and shrink in the network the queeliang experienced bgackets changes accordingly.
Thus, assuming no lossshen a network becomes congestédt averagearrival rate ofdata atthe receiver equals the
transmission rate, but the instantaneous arrival rate can vary dramaticallybvibes solution to ameliorating theffects
of jitter is to introduce a buffer at the receiver to smooth the arrival process. If the depttbofféhés equal tahe largest
end-to-end delay likely to be encountered divided by the sample periodhtherediaplayout will begap-free ifthe buffer
is filled prior to the initiation of the playout proceddowever, there again is @dear trade-off. Orthe onehand, adeep
buffer guarantees gap-free playout, however, on the other hand it will have the effect of delaying each sample asyif it actuall
encountered the worst case delay in the network. If the worst case dedagtieen the acquisition-to-display latency of the
media may be unnecessarily high. A shallow (or no) buffer may result in a few gaps in the playoutbptoeessres that
receiver-side latency is minimal.

Given that in general it is not possible to determine the worst case end-to-end delay a packet will encounter, multimedia
applications commonly uselaffer managemenalgorithm to dynamically set thedepth ofthe buffer. Theseso-called
“elastic” buffering schemes sense the level of congegtjoauing) inthe networkandset thedepth ofthe playoutbuffer
accordingly.For example, for the nanoManipulator, &eopt a receiveplayout buffer management schencalled queue
monitoring Queue monitoring is based on the observation that over a given intervalpddingancy of a receiverlsuffer
remains constant, then the instantanemisal rate isthe same as the playorgte (independent othe actual number of
media samples enqueued). This implies that with respect to the duration of a media sample, the level of delay-jitter is “0.” If
the occupancy of a receiver’s buffer changes by +1 elements over time, then the Eelelygitter isequal tothe duration
of 1 media sample. More generally, if the occupancy of a receiver’s buffer chandeslbyngnts over time, then ttevel
of delay-jitter is equal to the durationlofedia samples.

A second key observation is that if the occupancy of a receiver’s buffer changes bk @iynents ovetime, then a
buffer of depthk is sufficient to smooth thdelay-jitter currentlybeing experienced. Iparticular, in this situatiothere is
no utility in maintaining auffer of depth greatehank elements as doing sanly increaseshe ultimateacquisition-to-
display latency of samples. Combined, these two observations form the badisiffefrananagemerdlgorithm. One can
record the variation in buffer occupancy over time andthiseas ameasure othe currentlevel of delay-jitter. Inaddition,
one can use this measure to dynamically set the depth of the buffer.

In queue monitoring we manage theffer as asimple FIFOqueue. Acountand atime thresholdare associatedith
eachposition in thequeue.The count forposition k in the queuerepresentghe duration (measured inunits of packet
interarrival times) that the queue always contained at kezlstments. When a packet arrivegtst receiver andhe playout
queue currently contaimsitems, the counts for positions 1 througare incremented. If the count for any queue posikion
between 1 and exceeds its threshold, then the arriving packet is dropped. This indicates that the queue has contained at least
k elements for a sufficiently long time that we believe the current level of jitter is lesk shampleinter-arrivaltimes. By
dropping a packet we reduce the acquisition-to-display of media samples arriving in the future by reducing the tiitle they
spend in the receiver’'s queue. However, by dropping a packet wintatghuce agap into the playout of the stream. Thus
we are explicitly trading off gap-free playout for low latency playout. While this may seem like an unplesisaoff, for
continuouslygenerated media it is fndamental trade-offFor mediathat is continuouslygenerated andisplayed at a
constant rate, the only way latency can be reduced is to “skip” the display of a media sample.

Research into FEC and elastic buffering schemes for audio and ajigioations haveshown that theyan effectively
ameliorate the effects of network congestion for many applicationgh&veforeuse thesdechniques asur starting point
for managing nanoManipulator flows on the Internet.



4 BEYOND AUDIO AND VIDEO: SUPPORTING A DISTRIBUTED
NANOMANIPULATOR

The nanoManipulator is a powerful, useful microscope cosystem. Thecurrent challenge is to makbke systenmore

widely available. The system works weler adedicatedlOMbps switched Ethernet betweeghe two computers in the

system. This configuration is appropriate to the existeggbedenvironmentwherethe microscope, 3D graphicystem,

and force-feedback device are collocated within reach dédicated_ AN on the UNC campus. It isnreasonable texpect

that high-performance computer graphics equipment and advanced scanned-probe microscopy equipment will be so located at
other institutions. Therefore, to allow the wide availability of this interface, it will be necessary to tailor the applaration
operation over shared networks, including the Internet.

Haptic force feedback over a distance is difficult. The traditional approaftircd®feedback andeleoperation sends raw
force and position data betwedre controllerandthe force feedback device &00 to 1,000 Hz [3]. This is only possible
over atightly synchronousgdedicatedshort-haul network or #us. When run over ashared orlong-distance network,
transmittingraw data ishighly sensitive tadelay. Instead opresenting a solidsharp-edgedstable surface,delayed force
feedback results in soft, mushy surfaces, making the use of haptics ineffective or unstable [1].

The most common approach used by virtual reality applications to control force feedback vethuaing high update
rates is the plane approximation [6]. In the nanoManipulator's implementation of plane approxineatibnnew
measurement from the microscope is combined with the previous measurerdetarmoine glane that approximates the
shape of thesurface neathe two measurements. The ugsglsthis planeuntil the nextmeasurement arriveand a new
plane isdetermined (se€igure 3). If the two planeare farapart, or the user’sand is “inside’the new plane, théorce
feedback devicenterpolates from theld plane tothe new toavoid sharp discontinuities. Although therce feedback
system is reading the user’s position and changing the force it exerts at 1,000 Hz, the plane approximatg@uoidy be
updated at 20 to 30 Hz to simulate stiff, sharp-edged surfaces.

Because the plane approximation interpolates between adjacent samplasgditiiatelytolerant of sample lossaused
by packet loss. It is still, however, highly sensitive to delay. As illustrated in Figure 4, with moderately high gédag, a
approximation displaysncorrect and inconsistentsurface topography to the user. Since the plane idirgt-order
approximation to the shape of the surface near the location of a measurement, if the user moves far from thehpsint at
the measurement was taken, the approximation is invalid. Another problesinig the plane approximation with our
AFM is that the plane approximation can be highly sensitive to noise in the microscope. Since the plane approximation is
derived from thdast two measurementsported bythe microscope, if the user holds ftiiy still laterally but the height
measured by the microscope vanmssily, the orientation of thelane will vary andthe usemwill feel anunstable(“see-
saw”), inaccurate surface.
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Tip position at samplée Tip position at sampletl. Computed plane approximation
to the surface.

Figure 3: Local plane approximation example.

Topography displayed
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Figure 4: Local plane gproximation in the face of bh delay. (Motion of microscee tip is from left to rght.)



We haveperformedmultiple testdeployments of a distributedanoManipulator. For two of these viad dedicated
circuits over Internet 2: one from North Carolina to Washington, DC, the other from North Carolina to Ohio. ¢adesth
we had consistent one-way delays of 30-40 ms (as measured with ping) and no loss. Under these conditionsplameimple
approximation was adequate. However, both dedicated circuits had very high adminiatrdtionrdinationcosts to set up
for the short termandwould have beeprohibitively expensive to maintaiover along term. When we have run our
application cross-country over the commodity Internethaee seen &r more dismal picture of networgerformance,
including high latencyand high loss. Moreover, latencyand jitter are higher in the presence ofloss because of the
application’s use of TCP.

The nanoManipulator’s initial use afCP wasmotivated by adesire toreliably archive all data generated by the
microscope during an experiment so as to have a complete scientific “lab notebadk&xgeriments. The use of TCP
made the archival process trivial and on dedicatedand campus LANs theadditionaladdedatencydue to error-correction
and congestion control was tolerable. For operatimer the Internet wéiad to decouplelogging from basicsample
streaming and move the logging process to the microscope controller machineliffilmated therequirementor reliable
transmission of samples from the microscope to the display/haptics machine (sifioedfieedbacldisplay process is
moderately loss tolerant) and allowed us to use UDP.

However, in the event packet loss on the network is too high, we also experimented with a simple FEC scheme for the
dataflow from the microscope to the haptics/display. ¥éeight todeterminethe extent to which weould effectively
reduce application-level loss without significantly increasing stream latency. Since the microscope streamdfidsase
bandwidth, inthe absolute the cost of FEC is small. Our FEgeme is controlled biwo parameters: a number of
retransmissions1 and aminimum inter-transmission intervdal We send eactlmessage a total ofi+1 times. Each
retransmission iseparatedrom other packets carryintpje same message by at leastilliseconds. An application-level
header identifies the sample and hence the receivererdknow FEC parameters as it can detectdignore anyunneeded
retransmissions. Increasih@creases mean latency and jitter but reduces the chance of correlated losses affecting every copy
of a message. Some of the IP stacks we have used also seem to react poorly to our attempting to send too many packets to
quickly, requiring us to insert extra inter-transmission time for the FEC packets.

Even with the latency reduced by switching frai@P to UDP,moderatdevels ofdelay anddelay-jitter can make the
plane approximation useless. \&& investigatingalternate representationisat have betterdelay tolerance. The first of
these is thewarpedplane approximation, which usesuaer-interfacecompensation to compensate for ttelay. As
illustrated in Figure 5, although thearped plane approximation toleratedelay much better than the simplplane
approximation, it is sensitive to delay-jitter, whican distort the shape of thsurfacebeing felt. When operating the
nanoManipulator over a LANjelay-jitter issmall and doesiot significantly disturb our applicatio®ver longer Internet
paths with more routerslelay-jitter increasesignificantly. Toameliorate theeffects of delay-jitter, wedaptedhe Queue
Monitoring buffer management algorithm for use in the nanoManipulator haptic display queue.

Queue Monitoring assumes that a media stream has a source and a sink that conpmahwsyanadtonsumepackets
at equalrates. This allows it t@bstract away or quantizene, dealing only with buffer occupancies at regulaolling
intervals. In our application, the twprocesses doot have equalrates: the usesends requests tthe microscope at
anywherefrom 10 to 60 Hz, while the microscope’s resporse varies widely because dévice delays. We use an
updateable queugs] at the microscope to scale batle rate of requesteeceived to aatethat the microscopean process.
An updateable queue is a FIFO buffer that associates a key with evenamshthppsany entry in theébuffer with a keyk
before inserting a new entry with kiy

The user processeeds toattempt toreconstruct thediming at which themicroscopetook samples. Thigequires
extending Queue Monitoring to deal explicitly wishib-frametiming, making the implementatiomore complexandless

[

Actual surface Topography displayed by plane Topography displayed by plane
topography. approximation with zero delay. approximation with high delay.

Figure 5. Waped plane gproximation in the face of gh dela/-jitter. (Motion of microscpe tip is from left to rght.)



deterministic. Instead of playing out one sample from the queue every frame, the receivingmustessplicitly track the

mean interarrival time from the microscogeduse that as theffective interframdime for queueplayout. Trackingtime

like this, the efficacy of the queue monitor depends on the accuracy of our interarrival time computation, but so long as the
computation is reasonabfccurate weshould be able to compensate flavice jitter (variation in the time it takes the
microscope to process a request) in addition to network jitter.

“Feel patch” is another surface representation that is both tolerant of delay and jitter and one that we are investigating as
a delay-jitter adaptation. This higher-order approximation, related to the supervisory control approaches that dominate remote
teleoperation€.g, [2]), is also less susceptible tievicenoiseandcanrun adequately at dower controlrate (1-3Hz).
Instead of sampling the surface at the single point the user requested, the microscope takes smvglasraarbypoints
and transmits those back to the client, which attempts to reconstruct the shapsuwfattesbetweethem. Thisapproach
tradesverity (output that is true to thenderlying measurements) for verisimilitu@eutput thatfeels right), giving the
physicists a less direct view of the surface; a tradeoff our users are not always willing to accept.

5 EXPERIMENTAL RESULTS

We conducted amumber of experiments to evaluater loss, delay, and delay-jitter adaptationsOur experimentsvere
performed using the network infrastructure described in [4]. Brieflyusegl acontrolled laboratory networthat models an
enterprise or campus network having a singlde-arealink to an upstreaninternet service providgtSP). Weplaced one
endpoint of the nanoManipulator system on ‘ttempus” side ofthe networkandthe other endpoint on the “ISBide of

the network. The distributed nanoManipulator systrares théSP link with alarge collection(thousands) of simulated

Web browsersWeb browsers oithe campusgenerate requester Web serverout in the ISP’s network whicheturn
responses thaare sampledfrom an empirical model of¥Web pages. By appropriately configuring the number of Web
browsers and servers we carclosely control theload (.e., the level of congestion) on the campus-I8Rk.
NanoManipulator traffic competasith the webtraffic on this link andhence issubject to varying (bupredictable and
reproducible) levels of congestion. The experiments reported below are the results of operating the nanoManipulator in one
of two environments. In the first, the Web browsers and servers kept utilization of the campus-ISP link (a 10 Mbps link) at
90%. In the second environment the number of browsers and serveircigased to achieve an averdig& utilization of

98%.

In the first set of experiments, we measured the throughput of the nanoManipulator system in the face of congestion on
the experimental network. Table 1 presents these results. The first expexamgderedhe performance othe original,
unmodifiedsystem. This systerperformed noapplication-level adaptatiorend usedl CP for transmitting alldata-flows.

Including headers, the fordeedbackstream consumedpproximately 23 Kbps dbandwidth. Inthe secondexperiment we
modified the system to use UDP instead of TCP. UDP bandwidth was only 20 Kbps, due to savings on head#nsdIn the
and fourth experiments we augmented UDP to perform simple FEC. In these experiments warepitsgansmitted in 15
msintervals. All data reported in this section was obtained by placing a passive tap on the campusd&dPriorkitoring
flows with tcpdump

These results confirm theeade-off oflatency for reliable deliverywith UDP weexperienceapproximate 2% sample
loss but display the stream with a mean latency and an average level of delalygitisr significantly lower than what we

Table 1: NanoManipulator throughput on the campus-link (link utilization = 90%).

Mean Application-Level Mean Jitter
Protocol Bandwidth | Loss (per second] Latency (ms
(bps) (m9
TCP 23,474 0 145 124
UDP 20,229 0.34 (1.8%) 97 33
UDP + single FEC 39,509 0.04 (0.21%) 94 33
UDP + triple FEC 71,974 0.004 (0.02%) 95 33
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observed with TCP. In the FEC experiments, single Eledbledthe bandwidth requirementsut reducedthe lossrate by
an order of magnitude with no increase in latency and delay-jitter fmreFEC UDP). Triple FEGloubledthe bandwidth
requirements again but produced another order of magnitude decrease in loss.

Although the use of UDP reduces total system latency from 140a$5® 90-100ms, this is still significantlymore
delaythan the 40-60ms our scienceusersare used towvhen working over the UNC campus LAN. Thedeoperation
literature leads us to expect reduced effectiveness and possible instability in ther88ré@ion [1]. We are thus motivated
to shift to a more delay-tolerant surface representation, such as the warped plane approximation, however, to do this we now
need to address delay-jitter.

To study our ability to ameliorate delay-jitter we increased the load in our experimental network to 98%anfighs-
ISP link’s capacity. Thisproducedsignificant jitter but also significant sample lo@gpproximately 10%underUDP). In
this environment wevaluatedhe use ofqueuemonitoring to smoottdelay-jitter. Table 2 summarizes thessults. We
tested three queumonitoring settingsandfor eachsettingmeasuredhe lossrate (a measure of netwodongestionand a
value that should remain constant between experiments as we are not addressing lade)ativbich packetsare dropped
by the queue monitoring algorithm, the resulting gap-rate in the playout adatsisnthe applicationandthe end-to-end
latency.

With no delay-jitter adaptation we measurdrap-rate 0f12%, agap-rate 0f21.5%, and 90ms of latency. Even with
small parameter value settings for queue monitoringgtieeiehardly everempties. With ahreshold of 30 packet arrivals
for a queue of length 2 or greater (QM (30, 2)),se@e adecrease irthe drop-rate t00.6%, and agap rate just marginally
above the loss-rate. (Since without error control lost samples always result in a gap in the playout, the lcssvegte is
the lower bound for the gap-rate.) At QM (150,a2d QM (3600, 2), thedrop-ratecontinues todecrease, anthe gap-rate
falls to match the loss-rate. Although weasure &light increase inlatency withqueuemonitoring over thenon-queue
monitoring system, the increase quite tolerable and worth the decrease in the drop-rate (a subjective assessment).

Table 2: Impact of queue monitoring on delay-jitter smoothing (link utilization = 98%).

Application- Drop-Rate Gap-Rate | Latency
Protocol Level Loss (per second) | (persecond)] (m9
(per second)

UDP 2.8 (9.7%) 3.4 (11.7%) | 6.2 (21.5%) 89

UDP with QM (30, 2) 2.8 (10%) 0.18 (0.6%)| 3.0 (10.6%5) 94
UDP with QM (150, 2) 2.8 (9.7%)|  0.06 (0.02% 2.8 (9.7%) 96
UDP with QM (3600, 2) 2.8 (9.5%)| .003 (0.001%) 2.8 (9.5%0) 91

6 SUMMARY & CONCLUSIONS

The UNC nanoManipulator is state-of-the-arvirtual environmeninterfacefor scanned-probenicroscopes that is being
used byscientists as a todbr basicresearch inthe materialand biological sciences. The success of thierface has
motivated the construction of distributedversion of the systentlowever, operation of thmterface ovethe Internet to
control a remote microscope requires either modification to the system to accommodate the common IP network pathologies
of high-delay, delay-jitter, and packet loss, or the provisioning of better-than-best-effort servibesloternet. Untilthere

is greaterconsensus on proposals for realizopgality-of-service orthe Internetdevelopers omultimediaand distributed
virtual environment applications must rely on best-effort media adaptations to amelioraffedteeofnetwork congestion.

In this study we sought to investigate the useddptationsriginally developedor audioandvideo applications for the
data-flows generated iyre nanoManipulator. Weave constructed prototypedistributedversion of the systenand are
investigatingmedia adaptationfor realizing applicatiorperformance requirements. We haresentedhe results ofearly
experiments with audio and video-centric media adaptations applied to the flows generated by a microscope affioiee haptic
feedback device.
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The results are promising. Very simple FE€hemesand ashallow delay-jitter buffer can individually ameliorate the
effects of packet loss, high-delay, and high delay-jitter. Specificallygbserved good recovefyom packetloss and more
continuous playout ofnediasamples.When combinedvith applicationspecific adaptations such &se warpedplane
approximation we are optimistic that a distributed nanoManipulator system can be used for substantive scientific study. We
concludefrom these experiments that the use of existimgdia adaptationsriginally developedfor audio and video
transmission show promise for realizing therformance requirements of a distributsmhoManipulator systemThese
preliminary results provide evidence that a sophisticated virtual environment interface can operate ovetistaodesbver
the Internet to control a remote microscope in real-time.
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