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Abstract: Scheduling architectures that supportate abstrac- frameworks have been developed. These include
tion are becoming increasinglypopular for realizing real-time . L T
services in general-purpose operatirgystems. While many E;_%e rzelsogg]:%rr]zst?{gaggﬂ)ostéagtr'gt?n'n SRE,?;J'H?/]IaCh
rate-basedschemes have been proposed, there has h&ga e, P g sy ’
discussion of the relative merits of each approach. We studyetheThe vertically integrated nature of the Nemesis [12], and
performance of a set of multimedigoplications underthree dif- RED-Linux operating systems [29],

ferent rate-based scheduling schemes implemented in tbe The * tant-bandwidth"abstracti f |
FreeBSD operating system: a proportionstiare scheme(Earli- € constant-bandwidthabstraction for sserver aigo-

est Eligible Virtual Deadline First scheduling), apolling, rithm for executing aperiodic workloads [1, 22, 23],
server-based scheme (ti@onstant Bandwidth Servergnd a « The Lottery [27, 28], SMART [19], SFQ [7], and
rate-based extension to the originaiu and Layland taskmodel EEVDF [24] variants of proportionahare real-time re-
(Rate-Based Execution). Furthermore, we consider tepeific source allocation in UNIX, and

scheduling problems: scheduling application leveasks, | . .
scheduling system callsnd scheduling thekernel-level proc- The rate-based extension to the Liu and Layland theory of

essing ofdata input from devices such as netwoirkterfaces. real-time scheduling [8, 9].

Based onempirical evidence, we conclude thiaine size does A|l of these works have demonstrated the utility qfaaticu-

not fit all” — that no onerate-based resourcallocation scheme |5, paradigm of rate-based resource allocatiomfeeting the

ZUff!Ces for all theq”"”%prﬁb'ems aloqu‘g the ﬁat% path fr‘]{m tBGuirements ofoft and hardreal-time applicationsinder a
evice to arapplication. Rather, we achieve the best performs P : .

i . iven set of conditions. While these absolute demonstrations

ance forour multimedia workload when we apply differerate- ngf success have been compelling, ave interested imunder-

basedscheduling policies at differertayers of theoperating tanding th lai 'tpo‘B'g, te-based sch

systemsuch asproportional share scheduling of systencalls Standing the relative merits asing onerate-based scheme

and application tasks, and rate-based Liu and Laylaoteduling OvVer another for the variousesourceallocation problems

of device processing. that arise in a genergburpose operating system such as
) FreeBSD UNIX. That is, while rate-based resource allocation
1. Introduction schemes have beshown to be superior to traditional Liu

Rate-basednodels of real-time execution have recently wd Layland schemes, to the best of okmowledge,rate-

come popular for scheduling real-tim@rkloads ongeneral based schemes have never been compared to one another.
purpose operating systems. Thishbiecausethe processing
requirements of soft real-time applications such as multi
dia conferencing are typically better expresseteims of an
averageprocessing ratsuch as'display 30 frames pesec-
ond,” than as a set of event respotisee requirements suc
as “process every video frammgthin 33 ms of its arrival.”

Towardsthis end, we haveconducted anmplementation
'YRidy to comparehe relative merits ofxisting rate-based
resourceallocation schemes such as those listed above. We
havetwo goals in this effortFirst, we seek tounderstand
hthe implementation costand application/operating system

hat is. in th Id of real-ti ; K performance undeahe various scheduling schemé&econd,
That is, in the world of real-time computing on #&sktop, \ e pelieve that it isiot likely to be thecasethat one re-

real-time processing requiremerte frequently expressed ag,rce allocation scheme will suffice for all schedulimgb-
higher-level, more abstracénd softer application-level ré-jgng thatarise in a genergburpose operating system. We
quirements. Moreover, thesequirementsoften are not di- ereforealso seek tainderstandhe appropriateness of ap-
rectly supported bythe traditional Liuand Layland style ying various classes ofate-basedscheduling schemes
periodictask models [14] thattave beerthe comerstone of yiihin the variousayers of a traditionamonolithic UNIX
real-time systems research. operating system kernel.

To support thisnew class ofate-basedommunication and, this paper we preserihe results of an empirical investi-
computation services, numerous algorithemsl scheduling gation of these problems. Weovide acomparison of the
relative costsaand performancemprovementsunder various

rate-based scheduling schemes. There are tiimeensions to
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» The type of resource allocation probleWie consideboth basedallocation schemes alifferentlevels in theoperating
application-level and operating system-lexedource allo- system. Specifically, we find that for schedulideyice driv-
cation. Specifically, weonsiderthe performance oftate- rsandlow-level kernel processing such as netwpecket
based resourcallocation schemes for threesource allo- ong protocol processing, theate-basedextensions to the
cation problemsscheduling user programs (appl'cat'o'a'riginal Liu and Layland,model providdower latency and

level scheduling), scheduling the execution syfstem S :
calls made byapplications(“top-half’ operating System_fewer deadlinemisses than other schemes. Fmheduling

level scheduling),and scheduling asynchronous eveni$er applications as well as the system aalisle bythese
generated by devicegbottom-half” operating system-applications, the proportionahare schemegive the best
level scheduling). results.

* The type or class of rate-basessourceallocation method In total, our results show that whilate-basedscheduling
We consider three broad classesaié-based resour@dlo- schemes remain a gosolution for soft real-time comput-
cation paradigms: allocatiobased on dluid-flow para- ing, thestraightforward reduction to practice tfe theory
digm, allocationbased on gpolling or periodic server angthe universal application of a singgeheduling policy
paradigm.and allocation based on a generalizédu and y,esn0t providethe optimum results. In thisnannerthis

Layland paradigm. For each class we implementegpie- ; : ]
sentative instance from the literature. For an instancé'v81Ek contributes to ouunderstanding ofow rate-based

the fluid-flow paradigm we implementethe proportional Services can beealized in ageneralpurpose operating sys-

share schedulinglgorithm earliest eligible virtual dead- M-

line first (EEVDF) [24]. For an instance of thpolling The following sectiordescribeghe problem weare address-

server paradigm we implementedseheduler based on thg, and our approach in more detail. Section 2 estews

fr?g atear?;tr)gll?zoclavgoﬂn gﬁgig?/lg?d Spear;/aedrigcr?ln\?vipitrﬂblggzer@ r_ate-based r_esourcﬁlocatio_n literature in _more:]e';ail.

a rate-based extension to the original Bid Layland task ection 3 despnbes our experimental e_valuatlon environment

modelcalledrate-based executiofiRBE) [10]. andthe experiments we perform. Section 4 presents results
» The characteristics ofthe workload generated For each for thethree cIassgs aiite-based resouradiocation we ae

rate-basedhllocation scheme abovegvmemparethe real- considering. Section 5 proposemd evaluates ahybrid

! schemethat combinedlifferentforms of rate-based resource

time performance of a set dfstributedmultimedia appli- . S :
cationsunder aset of execution environmentghere the allocation within different levels of the operatingystem.

applicationsexecute atvarious rates. Specifically, wel he results are summarized in Section 6.
consider cases whereihe applicationsexecute at “well-
behaved,’constant rates, at bursty ratesd atuncon- 2. Background and Related Work

trolled “misbehaved” rates. Traditional models of real-time resouralocationare based

Our results show that fomell-behavedworkloads,eachrate- 0N theconcept of adiscretebut recurring event, such as a
basedallocation scheme weonsider executethe workload Periodic timer interrupt, thatauseshe release ofask. The
in real-time. There are differences in theerheads associateffSk must bescheduledsuch that it completegxecution
with each scheme, however, thesdifferences arelikely Pefore a well-defined deadlinBor example, mosteal-time
strongly influenced by our implementatiandmay or may Models of executioare based othe Liu andLayland peri-
not be fundamental. Theate-basedschemes perfornguite ©dic task model [14] or Mok's sporadic task model [18].

differently, however, when applicatiomged to be schedulegyith the advent ofmultimedia computingand other soft-
at bursty oruncontrolled rates. Theiu and Layland RBE real-time problems, it wasobservedthat while onecould
extensiondoesnot isolatewell-behavedtasks from the Ef-support the needs of these app”cations with traditioesd
fects of misbehaving tasks and leads to lower throughputifae scheduling models, these modetsre not the most
the mult|med|a_ applications. Moreover, applicatiomsss natural ones to apply [6, 7, 91, 27]. WhereasLiu and
numerousdeadiineswvhen scheduled by &BS server. The aylandmodels typicallydealt with responsetime guaran-
proportionalshare scheme perfornsightly better but re- tees for the processing geriodic/sporadievents, the re-
sults in significantlypoorer responseémes for those tasksquirements of multimedia applicatiomgere better modeled
that do miss a deadline. That iS, aIthOligWer deadlines alegs aggregate’ but bounded, processing rates.
missedunderthe proportionakhare scheméhan under the

CBSscheme, those tasks that misseadline inthe propor- FTOM our perspective three classes wite-based resource
tional share scheme complete latifran tasks missing llocation models have evolvethid-flow allocation server-

deadline unde€BS ased allocationandgeneralized_iu and Layland style allo-

] ) ~cation Fluid-flow allocationderiveslargely from thework
Our results also confirm our expectations that “one 8685 on fair-share bandwidtallocation in the networkingom-
not fit all.” One resourceallocation schemeloesnot suffice munity. Algorithms such ageneralized processor sharing
for all scheduling problems thatisewithin the layers of a (GPS) [20], packet-by-packegeneralized processor sharing
general purpose UNIX operatingsystem. While one canpGpPS) [20] (better known aseightedfair queuing(WFQ)
construct an execution environment wheraiinof the rate- [3]), were concerneavith allocating networkbandwidth to
basedschemes weonsider perfornwell, for morerealistic connections (“flows”) such that for marticular definition of
environments thaarelikely to be encountered in practicefair, all connections continuoustgceivetheir fair share of
the best resultare achieved byemploying different rate-



the bandwidth.Since connectiongiere assumed to beon- digm we implemented &cheduler based othe constant
tinually generating packets, fairness weagressed inerms bandwidth serve(CBS server conceptl]. For thegeneral-
of a guaranteed transmission rate.( some number dbits ized Liu and Layland paradigm wemplemented therate-
per second). Thesdlocation policieswere labeled as “fluid basedexecution(RBE) model[10]. The following describes
flow” allocation becausesince transmissiorcapacity was each algorithm in more detdil.

continuously available to ballocated, analogiesere drawn

between conceptuallyllowing multiple connections to2.1 Earliest Eligible Virtual Deadline First
transmit packets on a link and allowing multiple “streamsEEVDF is a proportionakhare resourcallocation policy
fluid” to flow through a “pipe.” that allocates the CPU in fixed size quanta. melamental

These algorithms  stimulatedremendousactivity in both CONCePt in proportionashareallocation is that at allimes,
real-time CPU and network link scheduling. In the cpueach taskeceives a precisshareof the CPU.The share of

scheduling realm numerowasgorithmswere developeddit- e CPU a task is teeceive is afunction of the task’s
fering largely in the definition and realization ‘i alloca- Weight a system defined parameterAlf) representshe set

tion” [19, 24, 27]. Althougffairffluid allocation is inprin- ©f tasks active in the system at timeandw is the weight
ciple a distinct concept from real-timallocation, it is a ©f t@ski, then theshare ofthe CPU that task should re-
powerful building block for realizing real-time services [25£€!V€ at ime Is "

Server-based allocation derives frohe problem ofschedul- fi(t)= Z—IW @y
ing aperiodic processes in raal-time system. The salient 10AM T

abstraction is that &erver process” is invoked periodically share represents a fraction of the resource’s capacity that is
to serviceany requestdor work thathavearrived since the “reserved”for a process. Thais, if the process’s share re-
previous invocation of the server. Thervertypically has a mains constantluring anytime interval f;, t,], then the
capacity” for servicingrequestgusually expressed irunits process is entitled to use thesourcefor (t, — t,)f(t) time

of CPU execution time) in any given invocatigdncethis ynits in the interval. Since the set aftive tasks,compet-
capacity is exhausted, any in-progress worksispendeding for the resource at given instant is a function of the
until at least the nexserverinvocation time. Numerous number of tasks in the system, thenominator in (1yvill
serveralgorithms have appeared inthe literature;differing change over time. Consequently, the acseaVicetime that

Iargel_y in the. mgnner in which theerver is invokgd aﬂCkaski can expect to receive in any intervquz'l is
how its capacity is allocatefil, 22, 23].Serveralgorithms

t
are considered to be rate-bagedns of allocation as the St t) :Iz fi(t) dt @)
execution of a server is not (in general) directypledwith 4
the arrival of atask. Moreover, server-basedllocation has Equations (1) and (2) correspond toideal “fluid-flow” sys-
the effect of ensuringaperiodicprocessing progresses attem in which theresource can be allocated in arbitrarily
well defined, uniform rate. small units of time. Impracticeone can implement only a

Finally, rate-basedyeneralizations of the origindliu and discreteapproximation to the fluidystem.However, when

Layland periodidask model have beedeveloped toallow the resource is allocated in discrete time quanta it ipost
more flexibility in how ascheduler responds tvents that SiPI€ for a process to always receive exactlysiawicetime

arrive at auniform averagerate but unconstrained instantalt i entitied to in all time intervals. Theifference between

neous rate. Representative exampless includethe (n, k) (he Service time that a process should receive at a firael
allocation models that requires omyout of everyk events € time it actually receives is called tservicetime lag (or
be processed imeal-time [5], thewindow-based allocationSIMPIy 1ag). Let t, be the time at whiclprocess becomes
(DWYQ) method that ensuresnainimum number ofvents 2¢tive, and les(t,, t) be theservicetime process receives
are processed in real-time within sliding time windows, [3t5g,the interval [,, t]. Then if process is active in the in-
and therate-based executioiRBE) algorithmthat “reshapes” €1Val [to. 1], its lag at timet is defined asag(t) = S(t,, 1
the deadlines okvents thatrrive at ahigher thanexpected =5(t, 1)

rate to be those that the evemtsuld havehad hadhey ar- It has been shown that if one can schedule a sptooksses
rived at a uniform rate [10]. in a proportionakharesystem such that the lag li®unded
For our study we willchose one algorithm from tHigera- PY @ constant over all time intervals, then proporticaaie
ture fromeachclass ofrate-basedallocation methods. ThefXecution '”ﬁp"e.s real-.tlme execution [25]. Proportlonal
choice is motivated byhe prior work of the authorsspe- shareallocation is realized through a form ofweighted
cifically our ability to gain access to high-quality implemef2uUnd-robin scheduling. In [24] as beershown that the
tations of each algorithm. As we comment in Section 6, weYDF algorithm, a proportionashare variant otleadiine
do not believe the results we ultimately shaxe afunction Scheduling, providesptimal (.e, minimum possible) lag
of our choice of individualalgorithms butare afunction of Poundsand can hence be ugedreal-timecomputing. The
the class of algorithms we use. For an instance ofluite
flow paradigm we implementedhe proportional share 1 gecause of space considerations, these descriptiorsinaply meant to
schedulingalgorithm earliest eligible virtual deadline first give the basic flavor of each algorithm. We assumer¢feeler has some
(EEVDB [24]. For an instance of the pollingerverpara- familiarity with these algorithms.




key result is that the lag boundee afunction of thequan- 3.1 Real-Time Workload

tum of allocationused, hence real-time guarantees in B9 comparethe rate-basedschedulers, weise three simple
EEVDF (and all proportionashare)systems willhave a i multimedia applications that we belieaeeindicative of the
error term, where is the quantum size. types of real-time and non-real-time processing that is likely
to be performed on generalpurpose workstation. The ap-
plications are:

< An Internet telephone applicatidhat handlesincoming
100 byteaudiomessages at a rate of 50/secand com-
putes for 1 millisecond orachmessage (requiring 5% of
the CPU on average),

A motion-JPEG video player that handles incoming70
byte messages atrate of 90/secondndcomputes for 5
milliseconds on each messagequiring45% of the CPU
on average), and

A file transfer progranthat handlesincoming 1,470byte
messages at a rate of 200/secandcomputes for Imil-
lisecond on eacimessage (requiring0% of the CPU on
average).

2.2 Constant Bandwidth Server ( CBS)

The CBS serveralgorithm is also anethod of achieving
rate-basedhllocation by a form ofdeadline scheduling. In
CBS and its related cousin thetal bandwidth serve(TBS
[22, 23], a portion of the processor’s capacity, denbltgds
reserved for processing aperiodic requestsaisk. When an
aperiodic request arrives it is assignedeadline andsched- ¢
uled according tdhe earliestdeadlinefirst algorithm. How-
ever, while theserver executedis capacity linearly de-
creases. If the server’s capacity for executirgingle request
is exhausted beforine requesffinishes, therequest issus-
pended until the next time the server is invoked.

L]

A server is parameterized kwo additional parameter€g
andTg, whereCg is the execution time available fprocess-
ing requests inany singleserverinvocationand Tg is the
inter-invocationperiod of the server Us = C4Ty). Effec-
tively, if the k™ aperiodic request arrives tine t,, it will

execute as gask with adeadlined, = max¢,, d._,) + c/Ug
wherec, is the worst case execution time of #i& aperiodic
requestd, , is the deadline of the previousquestfrom this
task, andJg is theprocessor capacity allocated ttoe server
for this task.

Each of these programs consists of a simple main ¢oop
sisting of aread() operation on a UDP sockébund to a
specific port followed by a computation phase with a known
execution time. In addition to these three receipnaresses
we alsoran another procesthat executedthe Dhrystone
benchmark program teimulate a(background)compute
intensive programEach ofthese programs was run as a

o _ separate process dhe modified FreeBSDsystem described
CBS resourceallocation is considered a rate-based scherpglow.

because deadlines are assigned to aperiodic redpasstd on

the rate at which theerver can servihem andnot (for ex-
ample) on the rate at which they are expected to arrive.

2.3 Rate-Based Execution ( RBE)

The RBE paradigm isconceptually similar to theserver-
basedalgorithms and also uses aleadline-drivenpolicy in

the underlyingscheduler. INRBE, eachtask is associated
with three parameters,(y, D) which define arate specifica-

tion. In anRBE system,eachtask isguaranteed to proces

at leastx eventseveryy time units,and eacheventj will

complete executiobefore arelative deadlineD. The actual
deadline for processing tifie j'" event of task is given by
the recurrence:

(i) = 0
i(J)—EmaX(tij

Underthis deadlineassignment functiontequestsfor tasks
that arrive at daster ratehanx arrivals everyy time units
have theirdeadlinespostponeduntil the time theywould
have been assignddd they actuallyarrived atthe rate of
exactlyx arrivals every time units [10].

tj +d;
+d,D(j—%)*+VYi)

ifl<j<x
it >x

©)

3. Experimental Method and Design
We comparethe performance of a distributethultimedia

workload on FreeBSD UNIXindervarious combinations of

rate-based resouredlocation policiesdescribedabove. Here

we describe the experimental setup andpmrformance met-

rics. We begin with a description of our workload.

In addition, we configured three separatachines to act as
message generataand sendnessages with thdesiredsize
andrate to the corresponding receiving process tre ex-
perimental machine. Each machine was responsiblgefor
erating a stream of messages of one tyg,(audio mes-
sages)destinedfor a singleprocess €.g, the audio phone
process) onthe machine running the rate-extensions to
FreeBSD. The four machines (one fmchmultimediadata
type plus thereceiving machinejvere all connected to an
Unloaded 10Mbps Ethernet. The experimental setijus

trated in Figure 1.
ftp
Receiver,
| Modified FreeBSD Kernel |

300 Mhz Pentium Pro, 128 MB RAM

}

10 Mbps Ethernet

| FreeBS[l | FreeBSEi | FreeBSEI

Audio M-JPEG ftp
Sender Sender, Sender,

Figure 1: Experimental setup.
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With this experimental setup wenducted anumber of ex- protocollayer to beexecutedvhen no higher priorityhard-
periments where we investigated fherformance oflifferent ware or software activities are pending.

rate-based resouredlocation schemesnder different work-
loads. The goal was tevaluatehow each rate-based alloc
tion scheme performs when the rates ppbcesses to b

Processing by the protocol layer occurs asynchronously with
;respect tothe device driverprocessing. Whetthe software
) . N . Hnterrupt posted by the device driver is serviced, a processing
scheduled varies from constant (uniform), to “burggrtatic loop commences wherein on each iterationmhefchain at

E;;ZC;%nggg?é?mblge ;gtri]g;ar;rtg\r\:g\r/aegrjg grgtee)ip écc)tedmplfoct'he hea_d of thg inpuwueue is removed and processed by the
essing rate) appropriateroutines for the_ transport protocoda.g_, UDP).

: This results in thenbufchain enqueued on thieceivequeue
For each experiment, three variations of tradfic generated for the destination socket. If any processliscked in aker-
by the sending processeasere used: (1)all three senders’ nel system call awaiting input on the socket, iumblocked
message transmissigateswere constantand uniform, (2) and rescheduledNormally, software interrupt processing
all threesendersmessage ratesere madebursty byselect- returns when no momnbufsremain on the protocahput
ing a random inter-messagdelayfrom a Pareto distributionqueue.
with a mean equal to the previous uniform constant rate,
(3) theaudioandvideo sendersnessage ratesere constant
as in (1), but the file sender “misbehaved” and seessages
at a rate of 1,000/second instead of 200/second.

ﬁ?& kernel socket layerode executes when a process in-
vokes some form of receive system call on a sodkstrip-
tor. Whendataexists on theappropriate sockequeue, the
data is copied into the receiving process’s |dn#fers from
thembufchain(s) at thénead ofthat socket'seceive queue.
When there is sufficierdlata onthe socketeceive queue to

System Lgyers . satisfy thecurrent requesthe kernel completes thgystem
Our experiments focus on the problem of processing 48y and returns to the user process.

bound network packetsnd scheduling user applications to o
consume these packets. Figure 2 illustrates the high-l¥V@|chose the problem of processing inbound netyaadk-
architecture ofthe FreeBSD kernel. Briefly, in FreeBSDets because iinvolves arange of resourcallocation prob-
packet processing occurs fadlows. (For a morecomplete lems at different layers in the operating system. Specifically,
description of these functions see [31].) When packeige We identify three schedulingroblems:scheduling ofdevice

from the network, interrupts from the netwadriterfacecard drivers and network protocol processing within tpeerating
are serviced by a device-specific interrupt handlae device System kernel, scheduling system calls made by applications
driver copiesdatafrom buffers onthe adaptercard into a to readandwrite data to androm the network,and finally
chain of fixed-size kernel memorybuffers (called mbuf§ the scheduling of user applicatiorheseare distinct prob-
sufficient to hold the entire packékhis chain ofmbufsis lems becausethe schedulablevork is invoked indifferent
passed on a procedure call to a general inteifgnet routine Ways indifferentlayers. Asynchronous eventsusedevice

for a class ofnput devices €.g, Ethernet). Thisprocedure drivers and user applications to bscheduledout synchro-
determines which network protoca.(, IP) shouldreceive Nous eventsausesystem calls to bescheduled.Systems

the packetand enqueuethe packet onthat protocol'sinput Calls are, in essence, extensions of the applic#ti@ads of

queue. Itthen posts @oftwareinterrupt that willcause the control into the operating system. Moreover, these problems
are of interest because of the varying amount of information

that is available to make real-time scheduling decisions at

3.2 Rate-Based Scheduling of Operating

Application-Level
Process Scheduling

ser Proces User Proces

System Calls

Socket Layer
Socket

receive
queues T/

|Protoco| Layer (UDP/IPI)

Top-Half Kernel
(System call) Scheduling

Protocol A

input %

queue

| Interface/Device Driver Laye[

A

Figure 2: Architectural diagram of UDP protocol
processig in FreeBSD.

Bottom-Half Kernel
(Device driver) Scheduling

eachlevel of the operating system. At the application and
system call-level it is known exactly which real-tirmetity
should be “charged” for use sf/stemresourcesvhile at the
device driver-levebne cannot know which entity tcharge.
For example, in thease ofinbound packeprocessing, one
cannotdeterminewhich application tochargefor the proc-
essing of gpacketuntil the packet is actuallyrocessed and
the destination application idiscovered. Orthe otherhand,
one can know the cost of device processing exactljedise
drivers typically perform constant functions (such as placing
a string of buffers representing a packet oquaue)while at

the application-level oneanonly at best estimate the time
required for an application to complete.

The challenge is to allocatesourceghroughout theoperat-
ing system so thaénd-to-end performancaeasuresi.,
network interface to application performance) carehsured,
and that the performancemetrics describednext are opti-
mized.



3.3 Performance Metrics the scheduling oéll other layers of the operatirgystem).
Following the experimental designsed in[8], we compare Some of these issues were discussed in [8]; in this work, we
the EEVDF, CBS and RBE resourceallocation schemes bydefer a broader discussion of these issues to a future paper.
examining theperformance ofnetwork protocol processing .
underthe network conditionslescribed inSection 3.1. In4-1 Performance Under Proportional Share
eachexperiment we repogerformance measures tite de- Allocation
vice-driverlevel (“bottom-half’ kernelperformance), at theOur first implementation useEEVDF proportional share
system-call/socket interface levgtop-half’ kernel perform- scheduling at thelevice, protocol processingandthe appli-
ance), and athe application levelPerformance measures dfation layersEach real-timeiask isassigned a share of the
interest are: the number of packets droppeéaahlevel, the CPU equal toits expectedutilization of the processor. For
number ofdeadlinesmissed for the processing mfdividual example, the Internet phone applicati@quires 5% of the
packets, and the range on actual resptinses observed for CPU (see Section 3.1)and hence is assigned \aeight of
packetprocessing. We colleaiataover oneminute inter- 0.05. Non-real-timetasks (the Dhrystonejre assigned a
vals. Ideally we would like to observe that: Wei(_l:](ht equal }othe unreserved:apgcity ofthle CP(LIJ(. Netl-
. L work protocol processing ifreated as aeal-time (kernel-

' \é\ﬁhae;pﬂ?iiggévgfo?ersigpﬂIr(e:zgl-ct)irr]ngt (ae connjtgxgei,s !evel) task that proces§esfixeed numbe;r of packets When_ it
lost andall applicationdeadlines are res.pe“cted'he n S scheduledor execution.Eachincoming packet stream is
ternet phone wouldeceive 3,000 packets (5@605 in a serwced according tats expectedrate of a.rrlval,. using a
measurement interval theideo player wouldreceive WFQ-like scr_]eme [3, 8]. T_he network dev[ce dr reapueues
5,400 packets, and thé fiteansfer would receivé2,000 packets for different flows in differerueue {e., it includes

ackets. The deadlines ftite processing of packetsll & packet class]flerfrhls is done toenable us to bound the
b P gorp ill-effects of “misbehaved” arrivalprocesses. In our imple-

b% 20 msl_fort_the phgr; fpptlric?;tiorﬂ,l.l_l n:_s for the mentation ofEEVDF, based orthe resultsreported in[8],
video application, and sfor theftp application. we use a scheduling quantum ais

* When data arrivefor an application at &aster rate thanTable 1 gives the packet processing performance for the uni-
the application can process it, ttata isdiscarded at the 9 P p gp

lowest level of the operating system (tieeeivelivelock Versal application ofEEVDF scheduling. In  thewell-
effect doesot occur[4, 17]) andthe processing oflata Pehaved senders case all packets are mivoed the network

for other applications that is arriving at a uniforate is interface to the socket layer the applicatiorand processed
minimally effected. in real-time. Wherthe file transfer sendermisbehaves and

To assess theverhead othe various implementations, Wéendsmore packc_ats than tmj‘g receiver carg))ro;:gssl given
measurehe number of Dhrystone iterationsmpleted in a'tS CPU reservationEEVDF does a googob of isolating

measurement interval. This is at bestiratirect measure ofthe othenwell-behavecprocesses frorthe ill-effects offtp.
overhead, however we feel it isonetheless an insightfullhis can be seen byoting that theexcessftp packets are
measure. dropped athe lowest level of the kernel (at the I&er)
before any significant processing iperformed on these
4. PerformanceResults |: Universal applica- packets. In this manner theceivelivelock problem is also
tion of each rate-based schemes avoided. The overhead of packet processinthis case goes
We modified the FreeBSD system (2.2.2-RELEASE) taup (e.g, the time spent demultiplexing packets at degice
support theEEVDF, CBS and RBE schedulingalgorithms, |ayer to determine if they should bleopped) andhis can be
andran asuite of experiments to assess the impadate: seen in thedecrease irDhrystone iterationsPerformance is
based scheduling on packet and network protocol procesgifgrer \whendataarrives for all applications in a bursty
Our experiments wereonducted on 800Mhz Pentium Promanner. This is aartifact ofthe quantum-basedllocation

with 128 MB of memory. The networknterface was a . .
3Com 3C595 \x0) 10/100 Ethernetadapterrunning at nature of EEVDF. Over short intervals,data arrives faster
than it can be serviced dhe IP layer and the IP interface

10Mbps. To begin, weomparethe performance obur ap- ) o )
plication workload when all resource allocation in #eenel dueueoverflows. With a Ims quantum, it is possible that
and at the application level is performed using the satee IP processing can be delayed for upwards of &3andthis
based allocation scheme. In the next sectioriogk at the is sufficient time for the queue to overflow in a burstywi-
performance when different rate-basdlibcation schemes ar@onment. This problem could mneliorated tasomeextent

employed at different levels in the kernel. by increasing the length of the I§ueue, howeverthis

As an aside, waote that from an engineerir@rspective, would also havethe effect of increasing the respons'ene
thereare numerous interesting issuesncerningthe evolu- for packet processing.

tion of an operating system with a monolitlsizucture that
uses static priority scheduling, to one tiparforms inte-
grated rate-based resoumt#ocation (where integration here
refers to integration between application layer scheduling

Table 2 gives theorresponding responsiene and deadline
miss statistics. Real-timgerformance is achievgdo dead-
lines are missed) when traffic generated at aonstantrate.

nthe file transfersendermisbehaves theoverhead of



processing  these Table 1: EEVDF performance — throughput and loss rates. parametersthat are
_packets r_esiﬁlts In-ar Constant Rate Sendefs Misbehaftpd Bursty (Pareto) Sendefs dlrEfﬂyt. related . to
Increase 1n e aver- Drops dtDrops at Packets |Drops dtDrops dt Packets Drops dtDrops dt Packets appiication_ require-
age reS_FJOf]S'Bme of IP | socket|/Processefl IP | socket|Processdd IP | socket|Processefl mel’_]tS- For the
all applications and Phone B 0| 2903 5 0| 299f 1585 O 134 choices wemade for
modest number of guantum size for
Performance is poof M-JPEG 0 0 | 5346 56 0| 5390 2705 0o 2498 periodfor CBS we
under the bursty | pprystone| nA| N/A| 51E+6 NA| NA| 37E+¢ NA| NA| 142e46 98 good perform-
sender case because - - - : ance undelCBS and
of the number of Table 2: Response time resultm§ and deadline miss ratios. poor  performance
dropped packets and Constant Rate Sender Misbehaftpd Bursty Senders undgr EEVDF. \N.e
the longer queue conjecture that is
Iengths at the IP an Min | Avg.| Max | %Miss| Min| Avg.| Max | %Miss| Min| Avg.| Max | %Miss Iikely the case that
socket layers. Phone| 1.9 76 121 09 19 98 314 2% 26 173 56.2 4].8%these parameters

fip |19 24| 42| o0%| 1.9 734 1723 99 1.9 17.9 100.8 adewcould be tuned to
4.2 Perform- M-JPEG| 5.2 6.1 9.9 0% 52 95 210 10 58 141 411 of2% C eTo€ this result.
ance Under - i e B oL ' po_p8 141 411 99.2%

Server Based Allocation . Although CBS out

s . performs EEVDF in terms of throughput, the results are
The second implementation use€BSserver task foproc- mixed for responséimes. Table 4 shows thatonsiderably
essing at the device, protocol processing, and the applicaigfe deadlines are missed unG&S Even when senders are
layers. Each task has a capa@ual toits CPU utilization e|| pehaved, significant number of packetwe processed
and period equal tthe expectednterarrivaltime of packets. |ate. This is problematic since in thimsethe theorypre-
The Dhrystone task is again assigned seaerwith capac- gjcts that nodeadlinesshould be missed. Theause of the
ity equal tothe unreservedcapacity ofthe CPU. This im- soplemhere relates tdhe problem of accounting for the
plementation also uses a packet classifier indthace driver cpy time consumed whenGBS task executes. In our im-
for early demultiplexing of packets into separate IP queuesiementation thecapacity of aCBS task is updatedonly

Table 3 gives the packet processing performance for the \WAEN the task sleeps or is awaken by the kernel, hence many
versal application o€BS schedulingPerformance is agairPther kernelrelated functions that interrupservers ¢.g.,
excellent in the well-behaved senders case. Ircdise of the Ethernetdriver execution) are inappropriately charged to
misbehaved file transfegBSalso does a good job of isolatasksandhencebias scheduling decisionsThis accounting
ing the other well-behaved processes. The extpssackets problem is fundamental tothe server-basedapproach and
are dropped at the IP layer and theseivelivelock does not cannot be completely solvedithout significantadditional
occur. In thecase ofbursty sender<CBS scheduling outper-mechanism (and overhead).

forms proportionakhare schedulingJnder CBS through- , ,

put results for the bursty case are nearly identical tccone 4-3 ~ Performance Under Generalized Liu and
stant rate senders cadéis is becauseCBS tasksare event Layland Allocation

driven andhence can respond quicker ttee arrival ofpack- The third implementation usd3BE scheduling foprocess-
ets. That is,underEEVDF therate atwhich the IPqueue ing at the device, protocol, and application lay&ach task

can be serviced is a has a simple rate

function of thequan- Table 3: CBS performance — throughput and loss rates. specification of (1,

tum size and the P, p) (i.e., oneevent

number ofprocesses Constant Rate Senderls Misbehaftpd Bursty (Pareto) Sendefs Will be . processed

currently active Drops dtDrops at Packets |Drops dtDrops dt Packets|Drops atDrops at Packets every p time units
P

socket|Processefl IP socket| Processdd IP socket| Processefd with a deadline ofp)

wherep is the period
of the corresponding

(which  determines
the length of a| Phone 0 0| 2977 0 0| 297 0 0 2,93
scheduling *round” ftp 2 | o 11,914/ 17880 0 12120 5 o0 107 1€ C .
[3]). In general these MAIPEG 0 o | 5388 o P —— o ol 310b application. This has
parameters are no d ' =F  the effect of ensuring
directly related to the| Dhrystone| N/A| NI/A| 3.4E+§ N/A| N/A| 24E+§ N/A| N/A| 4.12E+46 that the RBE tasks
real-time  require- will have the same

[e¢]

o

Table 4: Response time resultm§ and deadline miss ratios.

ments of applica- main scheduling
tions. Under CBS Constant Rate Sender Misbehattpd Bursty Senders parameters (period
the service rate is 4 Min | Avg.| Max | %Miss| Min| Avg.| Max | %Miss| Min| Avg.| Max | %Miss and relative deadliine

function  of - the =20 11 31 od oW 12 3b sdmow|iod 423 1705 eaaf Loameters) as they
server's period which| %"} 22 24 O f : OL9% : 3 684%  did in the CBS ex-

is a function of the| fio [1.1] 41| 1858 34.3% 142 242.0 391.500%|1.07 21.3 95.8 82.54 periments.
expectedarrival rate; (M-JPEG| 5.8 10.0 17.8 35.8p)6 59 21.4 197.1 26[3% |5.8 10.9 B6.1 F2.2%




Table 5 gives the Table 5: RBE performance — throughput and loss rates. achieve real-time
packet processin performance. When
performancefor the work arrives for an

Constant Rate Senders Misbehaftpd Bursty (Pareto) Sendels

universal application O 1 rscseslr B TSR rocee e B el scsesy  application that ex-
of RBE scheduling. ceeds the applica-
Performance igxcel- | ~Mone 0 0 | 30000 © 0] 299 0 0L 304 tion's rate specifica-
lent in the well- ftp 0 0 |11944] 0 | 9,052 20,79% O 0/ 10,718 tion or resourceres-
behaved andbursty | m-JPEG 0 0 5,443 0 0 5,444 0 0 528 ervation, then only
senders case bufppcione|l wa| na| 12e+d NA| NA| 04E+d A Na| 147ede  the CBSserver-based

poorer inthe case of scheme and the
the misbehaved file Table 6: Response time results§ and deadline miss ratios. EEVDF proportional
transfer application. share schemprovide
On the one hand, good isolation be-
RBE appears to pro- Min | Avg.| Max | %Miss| Min| Avg.| Max | %Miss| Min| Avg.| Max | %Miss tween well-behaved
vide good isolation | phone| 2.1 24 178 o094 1p4 13 14 o% 1.0 86 630 1¢.7%and misbehaved ap-
between the file | 111/ 13 17 ow| 737 780 sakioow| 1.0 11 83 o010 Plications. —When
transferandthe other work arrives in a
real-time applica-[M-JPEG| 65 83 105 0% 575 59 229 00p% 57 B9 104 P% pyrsty manner, the
tions, however, this guantum-based na-
isolation comes at thexpense ofthe non-real-timeDhry- ture of EEVDF leads toless responsive protocptocessing
stone application. All of thexcesdtp packetsare dropped and hencemore (unnecessary) packévss. CBS performs
higher-up in the kernel at the socket lagadthe extratime better butsuffers fromthe complexity of the CPU-time ac-
required to process these packets up through the dagket counting problem that must be solveRIBE provides the
means there is less time available for the Dhrystmmdica- best response times but only at theense ofunnecessary)
tion. In fact, unlikeCBS or EEVDF, RBE as an algorithmdecreasethroughput for the non-real-timactivities. In to-
has no mechanism fatirectly ensuring isolationbetween tal, we concludethat there is utility in applying different
tasks aghere is no mechanism ftimiting the amount of rate-based resouredlocation schemes idlifferent layers of
CPU time amRBE task consumes. All events in &BE the kernel. Weconjecturethat the best performing system
system (packet arrivals in our case) are assigleedlines for will result from mixing rate-based schemes.

processing. Whethe work arrives at a faster rathan is
expectedthe deadlinesfor the workare simply pushedfur-
ther andfurther out in time. In ourcase,this means that
packetsare enqueued athe socketlayer but with deadlines
that are so large that processing isds@ayedprocessedhat
the socket queue quickly fills and overflows. Becatirse is
spent processing packets up to the socket layer thatues
consumed by the applicatioreceivelivelock could be pos-
sible under RBE scheduling. Worseet, had the real-time
workload consumed a largeamulative fraction of the CP
we wouldnot have seerisolation betweenthe well-behaved
and misbehaved real-time applications. (That is,félcethat

Constant Rate Sender Misbehaftpd Bursty Senders

To test thisconjecture we constructedio hybrid rate-based
FreeBSDsystems. For applicatioand system calllevel
processing we udeEVDF scheduling. We mak#his choice
because the quantum natureE#VDF, while badfor intra-
kernel resourcallocation, is agood fit given the existing
round-robin scheduling architecture in FreeBSD. It is easy to
implement and to control preciseindgives good real-time
response wheschedulableentities execute folong periods
Urelative to the size of a quanturRor device andprotocol
processing inside the kernel we consideth CBS andRBE
scheduling. Since the lower kernel layeperatemore as an
we observe isolation in thisxperiment is an artifact of Oueventdr]ven system, aparadl_gmwhlch t_akes Intoaccount
specific real-ime workload.) Ehe_ notion of evenarrl\(als is appropriate. Bqth othe§e
' policies are also well-suited forresourceallocation within
Becausdhe RBE schedulemssignsdeadline toall packets, the kernel because, in the cas€aiS it is easier to control
andbecauseour system is nobverloaded, weobserve thethe levelsand degrees gireemption within thekernel and
smallest responsémes under RBE However, given thehence it is easier to account for CPU usage withirkémael
number of packets that are dropped at the socket klngse (and hence easier to realitee resultspredicted bythe CBS
responseime figuresare less meaningful. Dhrystonger- theory). In the case d®®BE, processing within th&ernel is
formance is the worainderRBE as this task pays thgen- more deterministiand henceRBEs inherent inability to
alty for all of the unnecessary packet processing. provideisolation betweentasks thatequire more computa-
) tion than they reserved is less of a factor.
5. PerformanceResults II: Hybrid rate-based Tables 7-10 give the throughpugss, and deadlinemiss

schedullng ] ] statistics for theseCBStEEVDF and RBEFEEVDF sys-
The results of applying a singlate-based resource allocgams In the case of constant rate senders, both pefttomm
tion policy to the problems dadevice,protocol, andapplica- |essly. Theoverhead ofthe schemes, asieasured by the
tion processingare mixed. When processing occursrates phrystone performance, is comparaband only slightly
that match theinderlying scheduling modek (g, the con- \yorse than the best performicgnstant-ratsendersystem
stantrate sendersase),all the policies wehave considered j, section 4 (theEEVDF system). In themisbehavedtp



application  case, Table 7CBS-EEVDF performance — throughput and loss rates. tions. We tested
both  implementa- each implementa-
tions provipde good Constant Rate Sendefs Misbehaftpd Bursty (Pareto) Sendefs tion und%r three
. : Drops d’rDrops dt Packets Drops ahDrops dt Packets Drops aﬁDrops dt Packets . :
|solat|on, compara- P socket| Processefl IP socket| Processdd IP socket| Processef workloads: a uni-
ble to the best sys; o 5 o | 2869 5 o 279t o o 208k form rate packet
tems in Section 4. one ' ’ ' arrival  process, a
However, in both ftp 0 0 | 11,722]1 17898 0] 1154 O 0] 10,340 bursty arrival proc-
the hybrid  ap- | m-JPEG 0 0| 5343 o0 0| 539 0 0, 495 ess, and a misbe-
proaches, —responsg . v ione| na| Na| 316+ NA NA| 29E+6 NA| NiA| aee+p  h@ved amival process
times and deadline : . : : that generates work
miss ratiosare now Table 8: Response time results (ms) and deadline miss ratios. faster than theorre-
much improved. In sponding applica-
P Constant Rate Sender Misbehattpd Bursty Senders b 9 PP

the case of bursty tion process can
senders,all packets Min | Avg.| Max | %Miss| Min| Avg.| Max | %Miss| Min| Avg.| Max | %Miss consume it.

are eventually proc- | phone| 1.2 7.6 147 0% 2|5 98 242 008% (1.2 14.2 1844 19.8%The results were

;S;r?d daer;%"?iw;‘;“%?e fip | 12| 1.3| 2.8| 0%| 239 2496 258.800%| 1.2 5.4| 89.1| 30.49 mixed. When work
miss}(/ad bothhybrid [M-JPEG| 57 7.9 237 02%| 65 85 123 03%) 57 89 433 14.69 arrives at rates that

schemesniss fewer match the underly-
deadlinesthan the systems in Section verall the ing scheduling model (the constant ragmderscase),all the

-~ policies weconsideredachieve real-time performancé/hen
RBE+EEVDF sy_stemproducesthe IOW.ESt ov_eralb!ea(_dllne work arrives that exceeds the applicatiorsite specification,
miss ratios. While we do natecessarily believéhis is a only the CBS server-basedchemeandthe EEVDF propor-
fundamental resulti €., therearenumerous implementatiory o spare scheme providsolation betweenwell-behaved
details to consider), it ithe casethat the pollingnature of . 4" chehaved applications. When work arrives in a bursty
the CBSserver tasks increases response times ovedirtet manner thequantum-baseméture of EEVDF gives less
event scheduling method BBE responsive protocol processiagdmore packefoss. CBS
. performs better but suffers from CPU-time accounpingp-

6. Summary, Conclu.S|ons, and Future Work lems that result in numerous misseeladlines.RBE pro-
Rate-based resouraglocation schemesare agood fit for \jgesthe best responsémes but only at thexpense of

providing real-time services in a geneplrpose operatinggecreased throughput for the non-real-time activities.
system. Allocation schemes exist tlaa¢ agoodfit for the

scheduling architectures used in the various layerstaida W€ next investigated the application different rate-based
tional monolithicUNIX kernel such as FreeBSD. Waave fesourceallocation schemes idifferentlayers of thekernel
considered three such rate-based schemesattiesteligible and considere&EVDF proportionalshare scheduling of ap-
virtual deadlinéfirst (EEVDP) fluid-flow paradigm,the con- Plications and system caléombinedwith eitherCBS serv-
stantbandwidth serve(CBS polling server paradigm, and'S orRBEtasks in the bottom half of the kernel. Ténean-
the generalization ofiu andLayland schedulinknown as tum nature oEEVDF scheduling proves to be well suited to
rate-basedexecution(RBE). We comparedheir performance the FreeBSD application schedulingrchitectureand the
for three schedulingroblemsfound in FreeBSD:applica- coarser-grainechature of resourcqllocatlon in thehigher-
tion-level scheduling of user programs, scheduling eke- layers of the kernel. The event driven natur&BE schedul-

cution of system ing gives. the best
calls made byappli- Table 9: RBE+EEVDF performance — throughput and loss rates. response times for
cations in the“top- - packet and protocol
half’ of the operat- Constant Rate Sendefs Misbehattpd Bursty (Pareto) Sendefs processing. Moreo-

Drops dtDrops dt Packets Drops aﬁDrops dt Packets Drops eﬁDrops dt Packets ver. thedeterministic
1P !

ing system, and socket|Processefl IP | socket/Processqd IP | socket| Processefd

scheduling asyn- nature of lower-level
chronous eventg_Phone 0 0| 2873 0 o 2789 0 0 29% kernel processing
generated by device$ 0 0 |11,802| 17872 0| 11647 O 0| 10437 avoidsthe shortcom-
in the “bottom-half” | M-JPEG | o 0| 5324| o0 0| 5393 0 0| 495 IIQ%?E Obsﬁr‘ée‘lj_ when
i scheduling is
?f theFoperatrllnghsgs- Dhrystone| N/A| N/A| 3.1E+§ NIA| NA| 2.0B+p NIA NA| 45E4%  onioved  ar g the
em. Foreachsched-
uling problem we Table 10: Response time (ms) and deadline miss ratios. user-level.
consideredthe prob- Constant Rate Sender Misbehaftpd Bursty Senders In summary, we
lem of network T A Mool vaviissl vl A Meu | semtissl v A Ve | 9o conclude that more
packet and prOtOCOI In Vvg. ax | YoMISS| In| Avg. ax | YoMiss In| Avg. ax | YoMiss researCh imEEded on

processing for al Phone| 1.2 73 158 0% 22 101 26.D.1%| 1.2 136 78.3] 123% the design of rate-

SU'II?_ 0(;. canor|]|cal fip | 1.2| 1.3| 29| 0%| 189 237.6 289.300%| 1.2 5.3 59.1| 24.194 based resourcaillo-
multimedia applica- i
P M-0PEG| 57 7.8 257 03246 63 82 12.83%| 57 96| 43.4] 1319 Cation schemes that




10

are tailored tathe requirementsand constraints ofndividual [14] C. L. Liu and J. W.Layland Scheduling Algorithmsor Multipro-
gramming in a Hard-Real-Time Environmedournal of the ACM

layers of an operating system kernel. All of g@hemes we Vol. 20, No. 1, January 1973, pp. 46-61.

tested worked well for application-level scheduling (the proks; . k. mckusick, K. Bostic, M.JKarels J. S. Quartermarthe De-

lem primarily considered bythe developers of each algo- ~ sign andImplementation of the 4.4BSD UNIX OperatiBgstem

rithm). However, for intra-kernetesourceallocation, these Addison-Wesley, 1996.

schemes give significantldifferent results. By combining[16] C.W. Mercer, S. Savage, H. Tokud@rocessor CapacitReserves:
resource allocation schemes weable to alleviatespecific ~ oheiind hﬂ;ﬁgﬁg@gg{,ﬂﬁr?g“;ﬂ@?y'g‘teﬁﬁ’g"gagg‘;gﬁ'ﬁ% N'Qg',

shortcomings, howevethis is likely moreaccidentalthan 1994, pp. 90-99.

fundamental asione of these policiesere specifically de- [17] J. Mogul, K. RamakrishnanEliminating Receive Livelock in an
signed for scheduling activitiesithin the kernel. Bystudy- Interrupt-Driven Kernel ACM Transactions on ComputeSystems,

ing these problems in their own right, significamprove- Vol. 15, No. 3, August 1997, pp. 217-252. o
[18] A.K.-L., Mok, Fundamental Design Problems of Distribut8gistems

ments should be possible.
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