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m Internet Traffic Characterization
” Previous Work

Traffic modeling before the WWW.: explosion
— Danzig et a. (91, 92)
— Paxson (94)
Browsing-based web traffic models
— Mah (95)
— Crovellaet al. (95, 98)
Models of TCP connections in the web
— Cleveland et al. (00)

Other large-scale trace analyses related to the web

— Gribble & Brewer (97), Balakrishnan et a. (98), Wolman
et a. (99), and Feldmann (00)

Motivation
” ¥ Traffic Modeling and Characterization

« Can we continuously acquire network traffic data
using off-the-shelf hardware and software?

« Can we use this information to construct up-to-date,
application-level traffic models?

— Populate traffic generator with analytic distributions for
simulations and |ab experiments

» Can we study the traffic generated by alarge
population of users while protecting ther privacy?

o Case study: Web Traffic

Methodolo

Trace Acquisition

o Study Internet traffic generated by a large and
diverse population
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Methodology Tirace Collection
“ ? Benefits of TCP/IP Header Tracing “ }  Summary

Light-weight » Three sets of traces from UNC

— Off-the-shelf hardware — October 99, October 00, April 01

— Freely available software — 1 hour-long tracing periods (1-6 GB per trace)
Privacy — 42 traces in each set

— Easy to address by anonymizing | P address offline » Two sets of traces from NLANR (for comparison)
Efficient — October 99, October 00

— Reduces storage requirements —2sies _ :
» E.g. 161 GB for headers instead of 803 GB for entire packets ZralRl Ea0t ey compRt g et e

— Reduces processing requirements during tracing 2AUYEORMIEN PRI
ezl i e & 18 (e iy — 90 second tracing periods (3-67 MB per trace)

— 58 traces in each set
Large-scale

— E.g. 7 daysx 12 hr, 1 Gbps link (20% avg. util.), 35K users
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Trace Collection ]m Case Study: Web Traffic

“ }  Summary Packet Capturing

99 00 01 » We study alarge collection of users as web content
Packets Total 525 M 1873 M 2419 M CoNSumMers

TCP 85% 91% 91% » We only capture TCP/IP headers

HTTP  38%  29%  28% —NoHITTP heaoers

Total 212GB 721GB 905 GB \ A4 ’

HTTP Request
TCP 86% 90% 91% University of
HTTP  56%  35%  36% Horth Caroling : >
_ zit Spjzloe) =l :

Total Traces Size 36 GB 127/ GB 164 GB Web Clients \ Web Servers

HTTP Response
Avg. % of Packets
Lost by Monitor

J
0% 0.02% 0.003% 0 4




Methodology lm Web Traffic Analysis

” ¥ Do We Really Need HTTP Headers? Processing Seguence Overview

« \We can infer plenty of HI'TP information from
TCP/IP headers
—IRGguea! siz_e Raw ICP/IP TCP:
— Response size hiEaders ConnEctions
— Embedded objects per web page fiace (Port 50)
— Servers per page

— Use of persistent connections Con ion

A is

» TCP/IP headers are sufficient for e

— Constructing application-level traffic models Dbrﬂglﬁ i
— Studying the impact of new HT TP dynamics

[REQJIRSP)

[EXCHaN0ES]

lm Methodolegy. TCP/IP Headers and HT TP

Reguest/Response Traces ” i Request/response Exchange

: Web Client (UNC Web Server (Internet
Web Client Web Server ( %YN ( )

SYN-ACK
HTTP ACK

Request N
X bytes IR DATA seqno 305 ackno 1

- . Request ﬁ\
ackno 305
304 bytes ACK segno 1

DATA seqno 1461 ackno 305 HTTP
<pon DATA seqno 2876 ackno 305 ReSponse
Response D

bytes
S FIN
FIN-ACK

FIN
FIN-ACK

Seégno 305 ackno 2876 _ 2875 bytes
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m Packet Capturing
4 Inbound TCP/IP Headers Only
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Packet Capturing
4 Inbound TCP/IP Headers Only

» Only inbound TCP/IP headers are captured
— Eliminate synchronization and buffering issues on the NIC
— Reduce trace size

Universiny o
Neagishezife)liplel
zit Cpleig el F1 ]

\Web Clients
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(tcpdump)

m Packet Capturing
4 Inbound TCP/IP Headers Only

o Two fiber links

Uniersinyg o
Noria Seirelinel
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Web Clients

Initerriet
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Outbound Fiber

Web Servers

TCP/IP Headers and HTTP.

1 4% Request/response Exchange

Web Client (UNC)
SYN

SYN-ACK

HTTP ACK N
Request DATA segno 305 ackno 1

304 bytes ACK ackno 305

Web Server (Internet)

segno 1

HTTP

Response
2875 bytes

seqno 1461 ackno 305
seqno 2876 ackno 305

DATA

DATA
ACK Seégno 305 ackno 2876
FIN :

FIN-ACK
FIN

FIN-ACK




TCP/IP Headers and HIT TP }m Methodology

H y  Server-to-client Segments Only Request/Response Traces

Web Client (UNC) Web Server (Internet) « Unidirectional TCP/IP header traces are sufficient for

SYN-ACK capturing application-level behavior

HTTP Web Client Web Server

Regquest
ACK _ segnol acknoB305 50400 HTTP Request
304 bytes

-3

DATA __segno 2876 ackno 305 Response |
2875 bytes

HTTP Response
FIN 2875 bytes

e OTEE

HTTP Characterization HTTP Characterization
” ¥ Response Data Sizes — Body CDE ” ¥ Response Data Volumes — Body CDE

MHLANR 98 ——

Cumulative Probability (% Bytes)

NLANR 99 ——

Cumulative Probability (% Responses)
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Complementary Cumulative Probability

!

Complementary Cumulative Probability:

HTTP Characterization
Response Data Sizes — Tail CCDFE
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HTTP Characterization
Reguest Data Size — Tail CCDF
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HTTP Characterization
” ¥ Request Data Size — Body CDE

1
0.9 | .
e 2001
0.8 -
0.5
0.4
0.3 |

Cumulative Probability

0.2 |

0.1 | MLANR 89 ——
gl ST NES AT N

1o 1m0oo 10000

Request Size (in bytes)

Persistent Connections in HTTP.
” 4 Effective Persistence

o An HTTP persistent connection can use asingle TCP.
connection to carry one or more request/response
exchanges

» Thisfeature is upported in newer versions of the
protocol
— HTTP/1.0 (limited support)
—HTTP/1.1

» We study how perdstent connections are used

— We define effective persistence as two or more
reguest/response exchanges in the same TCP connection




Persistent Connections in HTTP. Persistent Connections in HTTP.
“ } Example — TCP/IP Headers “ ' Example — Reguest/Response Exchanges

Web Client (UNC) Web Server (Internet) Web Client (UNC) Web Server (Internet)

SYN-ACK segno 1 ackno 1
Request 1 ACK segno 1 ackno 305 HTTP Request 1 304 bytes

- BN Ackno Computed ’
304 bytes DATA  segno 1461 ackno 305 |increased ’
Response 1

DATA  seqno 2876 ackno 305 HTTP Response 1 2875 bytes

2875 bytes B \
Request 24 ACK segno 2876 ackno 567, “B~ Seqno

increased
262 bytes DATA  segno 4336 ackno 567

~ |\
Response 2 ATA  seqno 5796 ackno 567 HTTP Request 2 262 b,ytes
< Computed

3465 bytes DATA  segno 6341 ackno 567 Y ’

FIN increased HTTP Response 2 3465 bytes

—
FIN-ACK W
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HTTP Characterization
Objects in Persistent Connections

Effective Persistent Connections
“ Y  Summary Statistics

=

1

UNC 00 NLANR 00

0.9

Non-Persistent 78.1% 63.4%
Connections Persistent 15.1% 13.8%
Unclassified 6.8% 22.8%

0.8

0.7

0.6

Non-Persistent 50.3% SYVA
Persistent 49.7% 42.8%

0.5

Objects

Cumulative Probability

0.4

Non-Persistent 49.6% 54.3%

Bytes ) 0.3
YIS bersistent 40.4% 35.7%

No. of Request/Response Exchanges




HTTP. Characterization
” Y Other Statistics

» Page-based statistics (based on Mah and Crovella et al.)
— Think times
— Top-level vs. embedded objects
» Reguests and Responses
— Unigue TCP connections per page
— Unique server | P addresses per page
— Consecutive pages per server
— Number of pages per client

— Primary vs. secondary servers
» Reguests and Responses

» Other non-page-based statigics
— Number of exchanges per client

m Summary and Conclusions
” Y Methodology

« Unidirectional TCP/IP header tracing is a powerful
and light-weight traffic measurement methodol ogy

o Limitations have a minor impact in application-leve
results

» We aso applied this methodology to
— SMTP
—FTP
— Other application-level protocol

Limitations
” 4 TCP/IP Header Tracing

« Uncertainties arise when application-level
information is inferred from transport-level headers

» We discuss several issuesin our paper
— Pipelining
— User/browser interactions
» Sop and reload
— Caches
» Local cache and proxies
— TCP segment processing
» Segment reordering

 In summary, limited or no impact in our results

m Summary and Conclusions
” ' Web Traffic Characterization

» New datato populate traffic generators
— Request sizes
— Response sizes
— Use of persistent connections

 1-hour long traces are sufficient to capture
application-level behavior

— Short traces cut off large objects, which skews the tails of
the distributions

» Persistent Connections:
—~15% of al the HT TP connections
— 40-50% of all the transferred HTTP bytes




