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Abstract

We propose an efficient algorithm to jointly estimate ge-
ometry and semantics for a given geographical region ob-
served by multiple satellite images. Our joint estimation
leverages an efficient PatchMatch inference framework de-
fined over lattice discretization of the environment. Our cost
function relies on the local planarity assumption to model
scene geometry and neural network classification to deter-
mine semantic (e.g. land use) labels for geometric struc-
tures. By utilizing the commonly available direct (i.e. space
to image) rational polynomial coefficients (RPC) satellite
camera models, our approach effectively circumvents the
need for estimating or refining inverse RPC models. Exper-
iments illustrate both the computational efficiency and high
quality scene geometry estimates attained by our approach
for satellite imagery. To further illustrate the generality of
our representation and inference framework, experiments
on standard benchmarks for ground-level imagery are also
included.

1. Introduction

Recent advances in remote sensing techniques have pow-
ered multiple commercial vendors to provide global cov-
erage of satellite images. Captured at multiple spectral
bands and different resolutions, satellite images enable var-
ious applications, including navigation in online maps, geo-
localization of photos [20], changes detection and plan-
ning in urban environment [19], ocean fluid motion estima-
tion [16], and land usage analysis [23].

Establishing accurate relationships between the underly-
ing 3D geometry and the 2D image observation is critical
for extracting valuable information from such geo-spatial
datasets. Since satellite images from different commercial
vendors are usually captured by very different sensor plat-
forms, formulating precise physical camera models to de-
scribe such geometric relationship is complex. Thus, the

Figure 1. Schematic description of our pipeline. Pixel values of
the given set of satellite images are first converted from native ra-
diance to top-of-atmosphere reflectance. Land usage labels and
converted images are used together in the MRF inference process
to get refined geometric and semantic estimates.

study of efficient and accurate methods to establish such
correspondences, has drawn attention from both the com-
puter vision community and the remote sensing community.

The rational polynomial coefficients (RPC) camera
model, first proposed by Hartley and Saxena [12], is capa-
ble of maintaining accuracy and sensor independence, and
has become the standard abstraction for geometric model-
ing of satellite images. However, in practice, satellite im-
age vendors may only provide a one-way space-to-image
RPC mapping. Estimating the missing image-to-space map-
ping, is either inaccurate [27] or time-consuming [31]. The
absence of accurate bidirectional mappings severely under-
mines the feasibility of many satellite images applications.
Moreover, modern satellite platforms are usually capable of
imaging at extremely high resolutions, while capturing mul-
tiple bands of the light spectrum. Panchromatic imagery can
have ground sampling distances down to 0.2 meters, which
depending on the sampled area can readily achieve pixel
resolutions an order of magnitude greater than current con-
sumer cameras.

In this paper, we propose an efficient dense multiple view
stereo algorithm for satellite images, which solves the ge-
ometry and semantic estimation problem directly in the 3D
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space (see Figure 1 for an overview). Utilizing only the
provided space-to-image mapping, our method effectively
bypasses the limitation of a missing or inaccurate image-to-
space mapping. By using an efficient inference framework,
our proposed method can achieve state-of-the-art results in
significantly less time. To summarize, our contributions are:

1. We propose to solve the dense stereo problem directly
in a 2.5D volumetric representation of the 3D space,
effectively by-passing the limitation of missing/inac-
curate image-to-space model.

2. We propose an efficient PatchMatch based inference
framework to address the high-resolution dense satel-
lite stereo problem.

3. We demonstrate that utilizing semantic land usage in-
formation can help to improve the accuracy of dense
stereo in satellite problems.

2. Related Work
Accurate and fast dense stereo algorithms have long

been a focus in computer vision community. While much
progress has been made to improve the accuracy [29], var-
ious efforts are also made to boost the efficiency of dense
stereo methods. For example, Wang et al. [26] uses sequen-
tial sampling to reduce the disparity search space, thus sav-
ing computation overhead for high resolution satellite im-
ages. Barron et al. [4] solves stereo correspondence prob-
lems in the “bilateral space” to produce “defocus” images.

PatchMatch, initially proposed [2, 3] to solve for nearest
neighbor field (NNF) in photo edit operations, shows great
capabilities in minimizing complex unary energy formula-
tions. Thus PatchMatch has been introduced to solve over-
parameterized dense stereo correspondence [22] and opti-
cal flow problems [21]. Zheng et al. [30] extended Patch-
Match to solve depth estimation problems in multiple view
settings. Besse et al. [5] combined PatchMatch with Belief
Propagation to explicitly control the smoothness in the out-
put correspondence field. Unlike the Markov Chain model
adopted in Zheng et al. [30], we follow Besse et al. [5] to
formulate the multiple view stereo problem as a Markov
Random Field (MRF) inference process.

A camera model must be known beforehand in order to
solve dense stereo correspondence problems on satellite im-
ages. RPC camera models, calibrated either from physical
sensor models, or using ground control points [15], provides
a well-accepted form of approximation for satellite imaging
process. Numeric instability and inaccuracy of RPC fitting
process can severely undermine the latter stereo matching
accuracy, requiring the use of bundle adjustment [8] or ad-
ditional sensor characteristics information to be applied to
further improve accuracy. With known camera models, dif-
ferent vision methods can be applied to satellite images.
For example, Tao et al. [24] reconstruct the approximate
3D points iteratively given matched image features. Semi-

global matching [13] is adopted by [7, 9] to extract height
map or digital surface model.

Higher order information, such as image semantic labels,
can also help solving low level vision problems. For exam-
ple, by representing a 3D scene as a collections of objects,
Bleyer et al. [6] solves stereo matching together with object
segmentation. Wang et al. [25] refines coarse single im-
age depth estimation within same semantic regions. Hane
et al. [11] and Lubor et al. [17] both argue that augmenting
stereo matching with semantic labeling can boost perfor-
mance for both problems.

3. Methodology
Given no less than two satellite image observations for

the region of interest, our goal is to establish dense corre-
spondences across the reference view image and all the rest
matching images, so that geometry and semantic informa-
tion can be extracted on top of such correspondences.

3.1. Data Pre­processing

Solar illuminance geometry can greatly impact satellite
return photon values at different wavelengths, allowing for
satellite images captured at different times and illuminance
conditions to have very different native radiance values.
Thus, converting multiple-spectral images from native ra-
diance values to top-of-atmosphere reflectance values can
help increase stereo matching and land use classification ac-
curacy [1]. Such conversion is described by Equation 1:

ρPixel,Band =
LPixel,Band · d2ES · π
EBand · cos(θs)

(1)

where ρPixel,Band is the top-of-atmosphere reflectance per
pixel per band, LPixel,Band is the top-of-atmosphere band-
averaged radiance, dES is the earth-sun distance, EBand is
the band-averaged solar spectral irradiance, and θs is the
solar zenith angle.

3.2. Multiple View Stereo Formulation

We propose to jointly estimate the geometry structure
and land usage information for a geographical region ob-
served by multiple satellite images. Such a geographical
region of interest is represented by a uniform vector grid
{u}ns=1. Each node corresponds to a geographical point in
3D space, with known latitude lat and longitude lon, but
unknown altitude alt. Following the slanted surface for-
mulation proposed in [22], we associate an unknown lo-
cal 3D plane f = (af , bf , cf ) to each geographical point
(lat, lon, alt). The altitude of the 3D point satisfies:

alt = af ∗ lat+ bf ∗ lon+ cf (2)

Once the 3D planes are estimated, 3D points lying on the
plane can be projected onto a specific satellite image I by



Figure 2. Visualization of the grid representation of our proposed
method. Each grid point is parameterized by a local 3D plane
and land usage information. Photo consistencies are accumulated
across multiple images.

using the image specific RPC camera models (see Figure 2
for example). In addition to the geometry 3D plane, each
node us also encodes land usage information for the given
geographical 3D point.

Under our formulation, our goal of extracting geometry
structure can be achieved by finding the optimal parame-
terization for each of the vector grid points that minimizes
photometric and semantic observation conflicts between the
designated reference view r and matching views, while
maintaining local smoothness in the underlying geometry
structures and semantic representations. Pixel-level view
selection has been proved successful in increasing stereo
accuracy and robustness in [30]. In order to account for
the drastic view and capture condition changes across mul-
tiple satellite images, we include a similar pixel-level view
selection scheme in our formulation.

The state of each grid point us = (fs, vs, ls) encodes
information for an unknown local 3D plane fs ∈ R3, a un-
known matching view index vs, and an unknown land usage
categories label ls. Thus our goal is to optimize the follow-
ing energy function:

E(u1, . . . ,un) =

n∑
s=1

ψs(us)+β1

n∑
s=1

 ∑
t∈N(s)

ψst(us,ut)


(3)

where N(s) being the pairwise neighborhood of node s.
The unary energy ψs(us) measures consistency of image
appearance and semantic labeling of the associated 3D
plane between different image views. To compute the unary
energy for a node us, we first collect a set of nearby 3D
points Ps lying on its local 3D plane. Each 3D point
ps ∈ Ps, is projected onto the reference view r and the
selected match view vs. The obtained image pixel color/in-
tensity (Ir, Ivs

) and image pixel labeling (Lr, Lvs) is com-
pared to build the following cost:

C(ps) = min(τc, ∥Ir − Ivs∥) + β2δ(Lr, Lvs) (4)

where τc is truncation threshold for stereo cost, ∥Ir−Ivs
∥ is

the L1 color difference, and δ is a Kronecker delta function

defined as:

δ(Lr, Lvs) =

{
0 if Lr = Lvs

1 if Lr ̸= Lvs

(5)

The unary data term is then defined over the 3D point set
Ps:

ψs(us) =
∑

ps∈Ps

ω(p, ps) [C(ps) + γL(ls)] (6)

where ω(p, ps) is the adaptive weight between center point
p and neighboring 3D point ps [28], and L(ls) is the cost
of classifying node us as label ls, which can be obtained
through classifier output (see Section 3.3).

On the other hand, the pairwise term ψst(us,ut) ex-
plicitly considers smoothness between adjacent 3D planes,
matching view selections, and semantic label assignment:

ψst(us,ut) =(|ns · (xs − xt)|+ |nt · (xt − xs)|)
+ ω1δ(vs, vt) + ω2δ(ls, lt)

(7)

where ns represents the unit normal vector of plane fs,
and xs is a point on the plane fs. The smoothness term
ψst(us,ut) will have a zero cost value if and only if two
nodes lie on the same plane, have the same semantic label
and match view selection. In our experiments, only select-
ing best view can better handle occlusion. In case multiple
equally good views exists for a given MRF node, the match-
ing view that’s more consistent with adjacent nodes would
be selected via MRF inference.

3.3. Land Use Classification

Captured at multiple spectral bands, pixel values from
satellite images naturally carry physical response informa-
tion from different land types, thus providing strong clues
on land usage information. Thus, we propose to use a sim-
ple three-layer fully connected neural network to perform
pixel-wise land usage classification based on pixel charac-
teristics.

The land usage classification neural network consists of
an input layer with 8 neurons to take input from the 8 chan-
nel pixel values, 40 neurons for the hidden layer, and 13
output neurons in the output layer. The neural network out-
put is inverted and serves as the labeling cost term L(ls) in
the unary energy function (see Equation 6).

3.4. Inference

Our proposed MRF formulation in Equation 3 can be ef-
ficiently solved using the PatchMatch Belief Propagation
method (PBMP) [5]. We initialize each node us with a
random plane fs, a random semantic label ls and a random
match view choice vs. MRF is then inferred through spatial-
propagation and local resampling. We empirically set the
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Figure 3. Qualitative illustration of convergence. We show the height map obtained at different stages of the optimization process. The first
iteration already extracted coarse geometrical structures from the random initializations. Results obtained after 3 iterations are visually
very close to the final results with 10 iterations.

number of particles at each node us to 3, which achieved
good balance between computation overhead and converg-
ing speed.

We show a quantitatively illustration of inference pro-
cess in Figure 4, and a qualitative visualization in Figure 3.

Figure 4. An example of PMBP inference on the Xiapu dataset
(See Table 5 for dataset details). PMBP solver shows fast conver-
gence speed in practice.

4. Experiments
4.1. Implementation

We evaluate our proposed method in a parallel C++ im-
plementation. All the benchmark numbers are collected on
a 32 core Intel Xeon CPU running at 2GHz. We use 5 × 5
patches for stereo matching. PMBP solver is run for 3 iter-
ations with 3 particles at each node. Parameters are set as
β1 = 0.4, β2 = 15.0, τc = 30.0, ω1 = 0.2, ω2 = 0.2, λ =
20.0.

4.2. Ground Level Stereo Experiments

To justify the incorporation of semantic information in
dense stereo problems, we quantitatively evaluate our pro-
posed formulation of joint dense stereo and semantic ob-
ject classification on the Leuven dataset [17] and the Kitti
dataset [10]. Both datasets provide rectified stereo image
pairs, simplifying the correspondence search space to hor-

Table 1. Stereo accuracy on Leuven dataset. Out-All: percentage
of erroneous pixels in total; Avg-All: average disparity in total.

ALE [17] PMBP Stereo Joint PMBP

Out-All 0.3766% 0.2930% 0.2714%
Avg-All 5.1849px 3.8885px 3.5608px

Table 2. Stereo experimentation results computed at 3 pixel er-
ror threshold. Outperforming comparison baselines, our proposed
joint estimation method shows close stereo accuracy to the state-
of-art results on Kitti benchmark list. (As of August 2015). Out-
Noc: percentage of erroneous pixels in non-occluded areas; Out-
All: percentage of erroneous pixels in total; Avg-Noc: average
disparity in non-occluded areas; Avg-All: average disparity in to-
tal.

Method Out-Noc Out-All Avg-Noc Avg-All

ALE [17] 5.27% 8.48% 1.4607px 1.9871px
PMBP Stereo 4.64% 5.96% 1.1820px 1.6693px
Joint PMBP 3.82% 5.69% 0.9932px 1.2650px

izontal lines. Accordingly, we define a corresponding grid
node over each pixel in the reference image.

On both datasets, we compare our method against one of
the state-of-art joint estimation framework, Automatic La-
belling Environment (ALE) [17]. Specially, we used the
ground-truth semantic labels from [18] to train the ALE
classifier on the Kitti dataset.1 We directly use the semantic
classification output as the semantic label initialization of
our MRF formulation. Quantitative evaluations on seman-
tic classification accuracy on two datasets can be found in
Table 3 and Table 4 respectively.

Though quantitative improvements upon semantic clas-
sifications being modest, Table 1 and Table 2 show that
stereo matching can benefit from semantic regularization,
as our proposed method outperforms ALE and pure Patch-
Match stereo method. We attribute the insignificant seman-
tic improvements to the highly accurate initialization with
over 99% accuracy.

1Notice we perform quantitatively evaluation on this subset of labeled
stereo image pairs provided in [18], instead of the original Kitti stereo
dataset.
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Figure 5. Visualization of semantic and stereo results of our proposed method on the Kitti dataset [10]. Through joint-optimization, clear
boundaries are preserved in semantic segmentations, while stereo ambiguity can be resolved through high-order semantic information.

Table 3. Semantic classification accuracy on the Leuven test dataset. Seven semantic categories are defined for typical outdoor scenes.
Despite being simple, our method can slightly improve upon state-of-the-art by simply smoothing the classification results together with
stereo disparity maps.

Method All Pavement Person Bike Car Building Road Sky

ALE[17] 0.9948 0.6118 0 0.6765 0.9042 0.9729 0.9885 0.9967
Joint PMBP 0.9949 0.6110 0 0.6767 0.9046 0.9733 0.9887 0.9968

4.3. Satellite Images Experiments

4.3.1 Datasets

The possible drastic change in solar illuminance, weather,
and atmosphere conditions for a designated region, poses
great challenges for the dense stereo problem on satellite
images. To counter such difficulties, commercial satellite
image vendors provide multiple image captures within the
same orbit pass over a given region of interest. Taken within
very short time-intervals, such one-pass captures simplify
stereo matching by providing similar illuminance condi-
tions and image appearances.

In order to show the robustness and effectiveness of
our proposed satellite stereo method, we collect multi-pass
satellite image datasets, with images taken at different time
and on different orbits (see Table 5 for details). Compared
to one-pass captures, such datasets have higher availability,
but contain greater variety in viewing angles, solar illumi-
nance, and scene contents, thus posing greater challenges

for the stereo matching solver. For example in Figure 6, the
Zarqa dataset is captured within a time span of 3 years.

Without loss of generality, we used multi-spectral im-
ages from WorldView-2 satellite sensors. Such images have
ground sampling distance as low as 0.2 meters. Eight spec-
tral bands provide spectrum coverage from optical wave-
length to infrared wavelength. The 11 bits dynamic range
also enriches the discrimination between different image
pixels, which can potentially improve stereo results. Exam-
ple results of our joint estimation can be found in Figure 6.

4.3.2 Land Usage Classification

In order to train the land usage classification neural net-
work, 12,000 samples are manually collected for each of
the 13 semantic classes. A random split of 70% is used
for training, 15% for cross-validation, and 15% for testing.
The three layer neural network is trained by scaled gradient
back-propagation algorithm.

A simple per-pixel classification can be obtained by se-



Table 4. Kitti semantic classification accuracy evaluation.

Class Overall Sidewalk Grass Bike Car Pedestrian Fence Building Road Tree Sky Sign Column

ALE [17] 0.9370 0.9683 0.9520 0.9645 0.9081 0.9364 0.9427 0.9569 0.9280 0.9709 0.9036 0.4770 0.0630
Joint PMBP 0.9378 0.9694 0.9520 0.9653 0.9132 0.9377 0.9433 0.9576 0.9289 0.9721 0.9050 0.4649 0.0622

Table 5. Quantitative evaluation on multiple satellite datasets. Empirically, our proposed method expands linearly in terms of memory and
computation time.

Dataset Resolution Height range Pass View SGM BidPMBP GridPMBP

Time Xiapu 26.2 Mpx 500 m 1 2 0.48 Hours 0.57 Hours 0.18 Hours
Bengaluru 66.1 Mpx 1000 m 5 5 9.73 Hours 5.75 Hours 1.78 Hours
Zarqa 58.7 Mpx 1000 m 7 7 12.96 Hours 7.66 Hours 2.37 Hours

Memory Xiapu 26.2 Mpx 500 m 1 2 1.8 GB 1.4 GB 1.4 GB
Bengaluru 66.1 Mpx 1000 m 5 5 11.3 GB 8.8 GB 8.8 GB
Zarqa 58.7 Mpx 1000 m 7 7 12.0 GB 9.4 GB 9.4 GB

lecting the most likely semantic label for each pixel. Such
maximum likelihood classification can lead to noisy seman-
tic maps, as shown in Figure 7. By combining seman-
tic classification with stereo correspondence estimation, we
can effectively smooth the semantic map, leading to less
noisy predictions.

4.3.3 Dense Stereo Benchmark

To evaluate our performance on dense stereo estima-
tion tasks, we apply traditional image-space multiple-view
stereo methods on our testing satellite image dataset as
baselines.

As discussed in Section 2, commercial satellite images
usually either lack image-to-3D RPC camera model, or suf-
fer from inaccuracies issues. We incorporated the minimal
solver from [31] to establish accurate bi-directional cor-
respondences between 3D points and pixels. We embed-
ded this minimal solver into traditional image space dense
stereo solvers to ensure their functionality on satellite im-
ages.

Semi-Global matching (SGM) approximates a globally
optimal solution for dense stereo problems by aggregating
pixel-wise matching cost from multiple directions. SGM
has been proved robust and successful for reconstructions
in both standard pin-hole camera images, as well as aeri-
al/satellite images [7, 9].

The original SGM method proposed in [13] needs to
store the entire matching cost volume for multi-direction
cost aggregation. For a reference image with width D,
height H , and disparity range D, such O(WHD) memory
requirement can hardly be fulfilled for high-resolution satel-
lite images. So we adopted an memory efficient variant of
the original SGM [14], which decreases the memory com-
plexity to O(kWH) where k is the number of aggregation
directions.

We also compare our proposed method to standard
image-space multiple view PatchMatch stereo method. In
this case, we define each node us over each pixel instead of
a 3D space grid point. The unary and pairwise energy nat-
urally follows the formulation in Section 3.2. We run bidi-
rectional PatchMatch (BidPMBP) stereo on satellite image
datasets with same patch radius and optimization iterations.

A detailed comparison on memory usage and run time
can be found in Table 5. Our proposed method (GridPMBP)
achieved on average 3.2X speedup against bidirectional
PatchMatch, and at least 5 times faster than SGM. Since
the PatchMatch based method smartly traverse the dispari-
ty/altitude search space without iterating through the entire
cost volume, our proposed method inherits the lower mem-
ory requirement. Both BidPMBP and GridPMBP shows
less memory usage than SGM. Qualitative zoom-in com-
parisons for three methods can be found in Figure 8.

As Figure 8 shows, our datasets covers different terrain
types, including mountainous and urban areas. Compared
with SGM, GridPMBP accurately captured finer details of
the terrain shape on different terrain types, demonstrating
great robustness and application ability. GridPMBP also
achieved good stereo results on both one-pass stereo cap-
tures, and multi-pass captures. Thus our proposed method
enables the use of satellite images captured from multiple-
passes for accurate dense stereo problem.

4.4. Discussion

Overall, our proposed method achieved good results on
satellite image datasets, as well as on standard stereo bench-
mark datasets. Especially, our proposed method has lower
memory footprint and higher computation efficiency, which
is more suitable for multi-view high resolution satellite im-
age applications.

In our MRF formulation, the unary term ψs(us) is only
evaluated between the reference view r and the per-node
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Figure 6. Example results obtained via GridPMBP solver on selected datasets. (Best view in color.)
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Figure 7. Comparison of semantic labels. Per-pixel based classification can lead to noisy semantic labels, see column 2. By joining dense
stereo estimation together with per-pixel classifications, noisy semantic maps can be smoothed, see column 3. (Best view in color.)
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Figure 8. Zoom in comparisons of satellite height map estimation results. GridPMBP provides cleaner results with much smaller compu-
tation and memory overhead. (Best view in color.)

selected match view vs, thus our proposed method has a
low complexity with matching view numbers. Increasing
dataset cardinality won’t lead to catastrophic runtime in-
crease. Also, the piecewise smoothness in a typical im-
age domain, and spatial propagation scheme employed by
PatchMatch based methods, greatly amortizes the optimiza-
tion burden amongst neighboring pixels. This also make the
optimization of a complex state space and unary cost func-
tion feasible. Last but not least, by using a grid space rep-
resentation, we effectively by-pass the limitation of missing
image-to-space RPC models, and thus save the overhead of
computing such inverse mapping on-the-fly.

As can be seen in Figure 7, pixel-based local classifi-
cation can be error-prone. However, our PMBP solver is
independent from the methods used to attain these labels
(though we do require a confidence value for each label).
Hence, improved classification results can be easily inte-
grated for better results. We consider this as part of the
future work.

By adopting the space grid representation, our method
has advantages that are not seen in the baseline methods:

1. Compared with traditional multiple-view-stereo
pipeline, which first establishes dense correspon-
dences to extract depth/height maps, then does fusion
to extract dense geometry, our space grid represen-
tation directly optimizes for 3D geometry structure.
Huge computation overhead can be thus saved in later
fusion stage.

2. Depth maps can be obtained by projecting the esti-

mated geometry structure to the desired view. Our
space-based representation also create possibilities for
virtual view synthesis.

3. The spatial resolution of the MRF grids can be changed
to achieve a good balance between geometry fine-
details and computation resource budget.

5. Conclusion
To summarize, we propose an efficient method to esti-

mate geometric and semantic information for a given geo-
graphical region. By directly using a grid representation in
3D space, we by-pass the limitation of missing RPC camera
models, and entirely avoid the inaccuracy and computation
overhead caused by fitting the camera model.

To further speed up the estimation, we plan to port the
implementation onto GPUs. Also, in order to increase the
semantic parsing accuracy, we can try to use convolutional
neural network (CNN) features for land usage classification
[23].
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