
Review of Probability (Chapter 6)
COMP122: Algorithm and Analysis

Lecture for Thursday, September 2, 1999

� Assume that all students know materials in Chapter 6.1 well.

� Sample Space: a set whose elements are elementary events.

For example: 
ipping 2 coins, S = fHH;HT; TH; TTg.

� Events: a subset A of the sample space S, i.e. A � S.

� Certain event: S, null event: ;.

� Two events A and B are mutually exclusive, if A \B = ;.

� Axioms of Probability: A probability distribution Prfg on a sample

space S is a mapping from events of S to real numbers such that the

following are satis�ed:

1. PrfAg � 0 for any event A.

2. PrfSg = 1.

3. PrfA[Bg = PrfAg+PrfBg for any two mutually exclusive events

A and B.

PrfAg is the probability of event A. Axiom 2 is a normalization require-

ment. Axiom 3 can be generalized to the following:

�

Prf
[

i

Aig =
X

i

PrfAig

� Prf;g = 0

� If A � B, then PrfAg � PrfBg.

� Prf �Ag = PrfS � Ag = 1� PrfAg.

� For any two events A and B,

PrfA [Bg = PrfAg+ PrfBg � PrfA\ Bg � PrfAg+ PrfBg
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� Conditional Probability of an event A given another event B is:

PrfAjBg =
PrfA \Bg

PrfBg
; provided PrfBg 6= 0 (1)

For example, A = fTTg andB = fHT; TH; TTg. PrfAjBg = 1=4

3=4
= 1=3

� Independent Events: Events A and B are independent if

PrfA \Bg = PrfAg � PrfBg, provided PrfBg 6= 0

Equivalently, PrfAjBg = PrfAg

� Bayes's Theorem:

PrfA \Bg = PrfBg � PrfAjBg = PrfAg � PrfBjAg

Therefore,

PrfAjBg =
PrfAg � PrfBjAg

PrfBg
(2)

PrfBg = PrfB \Ag+ PrfB \ �Ag

= PrfAg � PrfBjAg+ Prf �Ag � PrfBj �Ag

Therefore,

PrfAjBg =
PrfAg � PrfBjAg

PrfAg � PrfBjAg+ Prf �Ag � PrfBj �Ag
(3)

For example, given a fair coin and a biased coin that always come up

heads. We choose one of the two and 
ip the coin twice. The chosen

coin comes up with heads both times. What is the probability that it is

biased?

Let A be the event that the biased coin is chosen and B be the event

that the coins comes up heads both times. PrfAg = 1=2, Prf �Ag = 1=2,

PrfBjAg = 1, PrfBj �Ag = (1=2) � (1=2) = 1=4

PrfAjBg =
(1=2) � 1

(1=2) � 1 + (1=2) � (1=4)
= 4=5
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� A discrete random variable X is a function from a �nite or countable

in�nite sample space S to R.

We de�ne the event X = x to be fs 2 S : X(s) = xg.

f(x) = PrfX = xg =
X

s2S:X(s)=x

Prfsg

is the probability density function of the random variable X .

� Expected Value (or expectation or mean) of a discrete random vari-

able is

E[X ] =
X
x

xPrfX = xg = �x

1. E[aX + Y ] = aE[X ] + E[Y ]

2. When events X1; X2; :::Xn are mutually independent, then

E[X1X2:::Xn] = E[X1]E[X2]:::E[Xn].

� Variance of a random variable X with mean E[X ] is

V ar[X ] = E[(X � E[X ])2]

= E[X2 � 2XE[X ] +E2[X ]]

= E[X2] � 2E[XE[X ]] + E2[X ]

= E[X2] � 2E2[X ] + E2[X ]

= E[X2] � E2[X ].

� Standard deviation of random variableX is SD(X) =
q
V ar(X) = �x

� Chebychev's inequality:

PrfjX � �xj � �g �
V ar(X)

�2
=

�2

x

�2
; 8� > 0

For example, let � = c�x, then PrfjX � �xj � c � �xg �
1

c2

The probability that a random variable di�ers from its expected value

by more than c times standard deviation is at most 1=c2.
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An Example: Given an array A[1:::n] of n distinct numbers randomly or-

dered with each random permutation equally likely. Where can you expect

to �nd the maximum element in the array?

Let Im be the index of the maximum element.

E[Im] =
nX

i=1

iPrfIm = ig

=
nX

i=1

i �
1

n

=
1

n
�
n(n+ 1)

2

=
n+ 1

2

E[I2
m
] =

nX

i=1

i2PrfIm = ig

=
nX

i=1

i2 �
1

n

=
1

n
�
n(n+ 1)(2n+ 1)

6

=
(n+ 1)(2n + 1)

6

V ar[Im] = E[I2
m
]� E2[Im]

=
(n+ 1)(2n+ 1)

6
� (

n+ 1

2
)2

=
n2 � 1

12

Therefore,

SD(Im) =

vuut(n2 � 1)

12
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