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Auxiliary Knowledge via Multi-Task Learning [l

« MTL: Paradigm to improve generalization performance of a task using related tasks.

» The multiple tasks are learned in parallel (alternating optimization mini-batches) while
using shared model representations/parameters.

» Each task benefits from extra information in the training signals of related tasks.

» Useful survey+blog by Sebastian Ruder for details of diverse MTL papers!

[Caruana, 1998; Argyriou et al., 2007; Kumar and Daume, 2012; Luong et al., 2016; Ruder, 2017]
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Auxiliary Knowledge in Language Generation [l
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« Multi-Task & Reinforcement Learning for Entailment+Saliency Knowledge/Control in NLG (Video
Captioning, Document Summarization, and Sentence Simplification)

Document: rop activists arrested after last month 's anti-
government rioting are in good condition , a red cross

official said saturday .

Ground-truth: arrested activists in good condition says red
Ground truth: A woman is slicing a red pepper. Cross
SotA Baseline: A woman is slicing a carrot. SotA Baseline: red cross says it is good condition after riots
Our model: A woman is slicing a pepper. Our model: red cross says detained activists in good

condition

Document: canada 's prime minister has dined on seal meat
in a gesture of support for the sealing industry .
Ground-truth: canadian pm has seal meat

SotA Baseline: canadian pm says seal meat is a matter of
support

Our model: canada 's prime minister dines with seal meat
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SotA Baseline: A group of men are dancing.

round truth: A group of boys are fighting.

Our model: Two men are fighting.
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Auxiliary Knowledge in Language Generation [l
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* Many-to-Many Multi-Task Learning for Video Captioning (with Video and Entailment Generation)

Video Encoder Language Encoder

---------------------------------------------------------------------------------------------------------------------------

UNSUPERVISED ENTAILMENT
VIDEO PREDICTION GENERATION

v SO 2 | | vy sy
= . LSTM - LSTM -> LSTM -> LSTM
\ S v v v

A man-- is---" exercising |

Video Decoder | Language Decoder

[Pasunuru and Bansal, ACL 2017 (Outstanding Paper Award)]



Results (YouTube2Text)
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Models METEOR | CIDEr-D | ROUGE-L | BLEU-4
PREVIOUS WORK
LSTM-YT (Venugopalan et al., 2015b) 26.9 - - 31.2
S2VT (Venugopalan et al., 2015a) 29.8 - - -
Temporal Attention (Yao et al., 2015) 29.6 51.7 - 41.9
LSTM-E (Pan et al., 2016b) 31.0 - - 45.3
Glove + DeepFusion (Venugopalan et al., 2016) 31.4 - - 42.1
p-RNN (Yu et al., 2016) 32.6 65.8 - 49.9
HNRE + Attention (Pan et al., 2016a) 33.9 - - 46.7
OUR BASELINES
Baseline (V) 31.4 63.9 68.0 136
Baseline (G) 31.7 64.8 68.6 44.1
Baseline (I) 33.3 75.6 69.7 46.3
Baseline + Attention (V) 32.6 72.2 69.0 47.5
Baseline + Attention (G) 33.0 69.4 68.3 44.9
Baseline + Attention (I) 33.8 77.2 70.3 49.9
Baseline + Attention (I) (E) ® 35.0 84.4 71.5 52.6
OUR MULTI-TASK LEARNING MODELS

® + Video Prediction (1-to-M) 35.6 88.1 72.9 54.1
® + Entailment Generation (M-to-1) 35.9 88.0 72.7 54.4
® + Video Prediction + Entailment Gener (M-to-M) 36.0 92.4 72.8 54.5

* All models (1-to-M, M-to-1 and M-to-M) stat. signif. better than strong SotA baseline.



Results (MSR-VTT)

* Diverse video clips from a commercial video search engine

=)

Models METEOR | CIDEr-D | ROUGE-L | BLEU-4
Venugopalan et al., 2015 23.4 - - 32.3
Yao et al., 2015 25.2 - - 35.2
Xu et al., 2016 25.9 - - 36.6
Rank1: v2t_navigator 28.2 44.8 60.9 40.8
Rank2: Aalto 26.9 45.7 59.8 39.8
Rank3: VideoLAB 27.7 44.1 60.6 39.1
Our Model (New Rank1) 28.8 47.1 60.2 40.8
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Results (Entailment Generation) I

* Video captioning mutually also helps improve the entailment-generation task
in turn (w/ statistical significance)

Video Encoder

Vb : ENTAILMENT
EO CAPTIONING GENERATION

Models M C R B S R
Entailment Generation 29.6 117.8 62.4 | 40.6 S iags Becoder T -
+Video Caption (M-to-1) | 30.0 | 121.6 | 63.9 | 41.6 |

* New multi-reference split setup of SNLI to allow automatic metric evaluation
and a zero train-test premise overlap



Human Evaluation
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* Multi-task model > strong non-multitask baseline on relevance and

coherence/fluency (for both video captioning and entailment generation)

YouTube2Text
Relev. Coher.

Entailment

Relev. Coher.

Not Distinguish.

70.7%  92.6%

84.6%  98.3%

SotA Baseline Wins
Multi-Task Wins

12.3% 1.7%
17.0% 5.7%

6.7% 0.7%
8.7% 1.0%
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Analysis Examples
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Ground truth: Two women are shopping in a store. Ground truth: Two men are fighting.

Two girls are shopping. A group of boys are fighting.
Baseline model: A man is doing a monkey in a store. =~ Baseline model: A group of men are dancing.
Multi-task model: A woman is shopping in a store. Multi-task model: Two men are fighting.

(a) complex examples where the multi-task model performs better than baseline

11



Analysis Examples @

)
Ground truth: A woman slices a shrimp tail. Ground truth: Two men are talking aggressively.
A girl is cutting a fish tale. The boy is talking.
Baseline model: A person is cutting the something. Baseline model: A man is crying.

Multi-task model: A woman is cutting a piece of meat. = Multi-task model: A man is talking.

(b) ambiguous examples (i.e., ground truth itself confusing) where multi-task
model still correctly predicts one of the possible categories

12



Analysis Examples

Ground truth: A monkey and a deer are fighting. Ground truth: A dog climbs into a dryer.

A gazelle is fighting with a baboon. A dog is in a washing machine.
Baseline model: A man is walking on the ground. Baseline model: A man is playing.
Multi-task model: A monkey is walking. Multi-task model: A man is playing with a toy.

(c) complex examples where both models perform poorly

(d) baseline > MTL: both correct but low specificity

» Overall, multi-task model’s captions are better at both temporal action prediction and logical
entailment w.r.t. ground truth captions (ablated examples in paper).

13



Auxiliary Knowledge in Language Generation
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« Reverse Multi-Task Benefits: Improved Entailment Generation

Given Premise

Generated
Entailment

a man on stilts is playing a tuba for
money on the boardwalk

a man is playing
an instrument

a child that is dressed as spiderman
1s ringing the doorbell

a child is dressed
as a superhero

several young people sit at a table

people are play-

playing poker Ing a game
a woman 1in a dress with two chil- | a woman 1s wear-
dren ing a dress

a blue and silver monster truck mak-
ing a huge jump over crushed cars

a truck 1s being
driven
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Auxiliary Knowledge in Language Generation [l

RL Reward = Entailment-corrected phrase-matching metrics such as CIDEr - CIDEnNt

Ground-truth caption Generated (sampled) caption CIDEr | Ent
a man is spreading some butter in a pan puppies is melting butter on the pan 140.5 | 0.07
a panda is eating some bamboo a panda is eating some fried 256.8 | 0.14
a monkey pulls a dogs tail a monkey pulls a woman 116.4 | 0.04
a man is cutting the meat a man is cutting meat into potato 114.3 | 0.08
the dog is jumping in the snow a dog is jumping in cucumbers 126.2 | 0.03
a man and a woman is swimming in the pool | a man and a whale are swimming in a pool | 192.5 | 0.02

CIDEr — )\, if Ent< f3

W CIDEnt = .
+ CIDEr, otherwise

w®—»  Ent
SO r(w)

p0° | CIDEr ™ "CIDEnt

LSTM
LSTM
LSTM
LSTM
LSTM

Reward j

[Pasunuru and Bansal, EMNLP 2017]



Auxiliary Knowledge in Language Generation
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Models BLEU-4 | METEOR | ROUGE-L | CIDEr-D | CIDEnt || Human*
PREVIOUS WORK
Venugopalan (2015b)* 32.3 234 - - - -
Yao et al. (2015)* 35.2 25.2 - - - -
Xu et al. (2016) 36.6 25.9 - - - -
Pasunuru and Bansal (2017) 40.8 28.8 60.2 47.1 - -
Rankl1: v2t_navigator 40.8 28.2 60.9 44.8 - -
Rank2: Aalto 39.8 26.9 59.8 45.7 - -
Rank3: VideoLAB 39.1 27.7 60.6 441 - -
OUR MODELS

Cross-Entropy (Baseline-XE) 38.6 27.7 59.5 44.6 34.4 -
CIDEr-RL 39.1 28.2 60.9 51.0 37.4 11.6
CIDEnt-RL (New Rank1) 40.5 28.4 61.4 51.7 44.0 18.4

Table 2: Our primary video captioning results on MSR-VTT (CIDEnNt-RL is stat. significantly better
than CIDEr-RL in all metrics, and CIDEr-RL is better than Baseline-XE).

Relevance  Coherence Relevance @ Coherence
Not Distinguishable 64.8% 92.8% Not Distinguishable 70.0% 94.6%
Baseline-XE Wins 13.6% 4.0% CIDEr-RL Wins 11.6% 2.8%
CIDEr-RL Wins 21.6% 3.2% CIDEnt-RL Wins 18.4% 2.8%

Table 3: Human evaluation results on MSR-VTT (CIDEnt-RL is stat. significantly better than
CIDEr-RL, and CIDEr-RL is better than Baseline-XE).

[Pasunuru and Bansal, EMNLP 2017]
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Auxiliary Knowledge in Language Generation [l
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Multi-Task & Reinforcement Learning with Entailment+Saliency Knowledge for Summarization

B QG ENCODER ) SG ENCODER . EG ENCODER |:| R @____ SAVPLER o ARGAIAX
{ } { J _ >_ )_ :
- ] @D @D | -

R (GG

UNSHARED

SHARED

SHARED

UNSHARED SHARED
DECODER LAYER 2 DECODER LAYER 1 ATTENTION ENCODER LAYER 2 ENCODER LAYER 1

QG DECODER SG DECODER EG DECODER

[Guo, Pasunuru, and Bansal, ACL 2018; Pasunuru and Bansal, NAACL 2018]
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Auxiliary Knowledge in Language Generation [l
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Input Document: celtic have written to the scottish football association in order to gain an ‘understanding’ of the refereeing decisions
during their scottish cup semi-final defeat by inverness on sunday . the hoops were left outraged by referee steven mclean ’s failure to
award a penalty or red card for a clear handball in the box by josh meekings to deny leigh griffith ’s goal-bound shot during the first-half .
caley thistle went on to win the game 3-2 after extra-time and denied rory delia ’s men the chance to secure a domestic treble this season .
celtic striker leigh griffiths has a goal-bound shot blocked by the outstretched arm of josh meekings . ...... after the restart for scything
down marley watkins in the area . greg tansey duly converted the resulting penalty . edward ofere then put caley thistle ahead , only for
john guidetti to draw level for the bhoys . with the game seemingly heading for penalties , david raven scored the winner on 117 minutes ,
breaking thousands of celtic hearts . celtic captain scott brown -Irb- left -rrb- protests to referee steven mclean but the handball goes
unpunished . griffiths shows off his acrobatic skills during celtic ’s eventual surprise defeat by inverness . celtic pair aleksandar tonev -Irb-
left -rrb- and john guidetti look dejected as their hopes of a domestic treble end .

Ground-truth Summary: celtic were defeated 3-2 after extra-time in the scottish cup semi-final . leigh griffiths had a goal-bound shot
blocked by a clear handball. however, no action was taken against offender josh meekings. the hoops have written the sfa for an
‘understanding’ of the decision .

See et al. (2017): john hartson was once on the end of a major hampden injustice while playing for celtic . but he can not see any point in
his old club writing to the scottish football association over the latest controversy at the national stadium . hartson had a goal wrongly
disallowed for offside while celtic were leading 1-0 at the time but went on to lose 3-2 .

Our Baseline: john hartson scored the late winner in 3-2 win against celtic . celtic were leading 1-0 at the time but went on to lose 3-2 .
some fans have questioned how referee steven mclean and additional assistant alan muir could have missed the infringement .

Our Multi-task Summary: celtic have written to the scottish football association in order to gain an ¢ understanding ’ of the refereeing
decisions . the hoops were left outraged by referee steven mclean ’s failure to award a penalty or red card for a clear handball in the box by
josh meekings . celtic striker leigh griffiths has a goal-bound shot blocked by the outstretched arm of josh meekings .

[Guo, Pasunuru, and Bansal, ACL 2018; Pasunuru and Bansal, NAACL 2018]



Auxiliary Knowledge in Language Generation [l
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¢ Dynamic-Curriculum MTL with Entailment+Paraphrase Knowledge for Sentence Simplification

I ENCODER L2 | ENCODER L1 l

ATTENTION

I DECODER L2 |DECODER L1 I

LOWER LEVEL

LOWER LEVEL

HIGHER LEVEL

PARAPHRASE GENERATION

h -

17

SENTENCE SIMPLIFICATION ENTAILMENT GENERATION

> - -

¥

1

(PG) (SS) (EG)
Paraphrase Sentence Entailment Q
Generation Simplification Generation

Q-val Q-val
J J = J distribution >

Arm 2

Multi-Task
Model
Training

Code: https://github.com/HanGuo97/MultitaskSimplification

[Guo, Pasunuru, and Bansal, COLING 2018 (Area Chair Favorites)]
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AutoSeM: Automatic Auxiliary Task Selection+Mixing [l

MR-3

Task | ‘ ‘ ' MR- 2 ' Mixing Ratios |
Utility /‘\ /\ /\ MR1 """""""""""""
Pri A . . . . I .ll I I
rimary ® :
Task [ ]:l I | ﬁ Next ot

A

Sample ! Sample/l\ lFeedback
/

Task ,

DZI]EIII EEI]ED] T

Arm3

. Arm4 |

\ \ II\/Iultl—Armed
\ \ Bqndlt Controljer

Gaussian Process

Left: the multi-armed bandit controller used for task selection, where each arm represents a candidate auxiliary task. The agent
iteratively pulls an arm, observes a reward, updates its estimates of the arm parameters, and samples the next arm. Right: the
Gaussian Process controller used for automatic mixing ratio (MR) learning. The GP controller sequentially makes a choice of mixing
ratio, observes a reward, updates its estimates, and selects the next mixing ratio to try, based on the full history of past observations.

Code: https://github.com/HanGuo97/AutoSeM

[Guo, Pasunuru, and Bansal, NAACL 2019]
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Interpretability: Visualization of Stage-1 Task Selection LEH_

20.0 - n —— S55T-2
—— ColLA
17.5 A \gg:;l Visualization of task utility
ONLI estimates from the multi-
> 15.0 1 — MRrpc | armed bandit controller on
g —— RTE SST-2 (primary task). The x-
@ 12.57 —— MNLI | axis represents the task utility,
a and the y- axis represents the
= 10.0 1 corresponding probability
. density. Each curve
-8 737 corresponds to a task and the
L .
o bar corresponds to their
5.0 A . .
confidence interval.
2.5 A
0.0 T T T
0.0 0.2 0.4 - _0.6 0.8 1.0
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[Guo, Pasunuru, and Bansal, NAACL 2019]



Adversarially-Robust Dialogue Generation ITII;

Robustness to real-world noise (e.g., user errors) and subtle but important markers!

“Should-Not-Change” Over-Sensitivity Strategies:
« Random Swap
StO pWO rd D ro pOUt | think I'm having a heart attack. . Sor.neone. having a heqrt attack may feel:‘ cfzest
. pain, which may also include feelings of: tightness.
Data-level Paraphrasing
Generative-level Paraphrasing

Perturbation

Grammar Erro s (Paraphrase, Grammar Errors ...) ¢dyersaria|ly-
rained Agent

“Should-Change” Over-Stability Strategies:
« Add Negation S
. Antonym I’'m afraid I'm having a heart attack. > - > My aplogies... I don’t understand.
 Random Inputs
* Random Inputs with Preserved Entities

* Confusing Entity
Tasks/Datasets: Ubuntu (Activity/Entity F1, Human Eval), CoCoA (Completion Rate)
Models: VHRED, Reranking-RL, DynoNet

[Niu and Bansal, CoNLL 2018]



Adversarially-Robust Dialogue Generation ﬁ
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Strategy Name N-train + A-test ~ A-train + A-test  A-train + N-test ~ N-train + N-test
Normal Input - - - 5.94,3.52
Random Swap 6.10, 3.42 6.47, 3.64 6.42,3.74 -
Stopword Dropout 5.49, 3.44 6.23, 3.82 6.29,3.71 -
Data-Level Para. 5.38, 3.18 6.39, 3.83 6.32, 3.87 -
Generative-Level Para. 4.25,2.48 5.89, 3.60 6.11, 3.66 -
Grammar Errors 5.60, 3.09 5.93, 3.67 6.05, 3.69 -

All Should-Not-Change - - 6.74,3.97 -

Add Negation 6.06, 3.42 5.01, 3.12 6.07, 3.46 -
Antonym 5.85, 3.56 5.43,3.43 5.98, 3.56 -

Table 2: Activity and Entity F1 results of adversarial strategies on the VHRED model.

VHRED Tie Combined-VHRED
Winning % 28 22 49

Table 5: Human evaluation results on comparison be-
tween VHRED and VHRED train on all Should-Not-
Change strategies combined.

[Niu and Bansal, CoNLL 2018]



Adversarially-Robust Dialogue Generation
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Context

Response

N: ... you could save your ubuntu files and reinstall Windows
, then install ubuntu as a dual boot option __eou__ __eot__ aight
buddy , so how do 1 get that **unknown™** space back__eou__
Random Swap: ... you could your save ubuntu and files
Windows reinstall , then install ubuntu as dual a option boot
__eou__ __eot__ aight buddy , so do how 1 that get space **un-
known** back __eou__

NN: you can use the Live CD , you
can install Ubuntu on the same parti-
tion as the Windows partition __eou__
NA: I am using ubuntu . __eou__
AA: you can use Windows XP on the
Windows partition , and then install
Ubuntu on the same drive __eou__

N: ... ok then the problem is you don’t have the nvidia driver
__eou__dpkg -1 — grep nvidia __eou__ __eot__1 can see some
nvidia thing :P __eou__

Stopword Dropout: ... ok then problem is you don’t have
nvidia driver __eou__ dpkg -1 — grep nvidia __eou__ __eot__1

NN: sudo apt-get install nvidia-glx
__eou__

NA: ok __eou__

AA: you can use the nvidia driver
__eou__

see nvidia thing :P

Code: https://github.com/WolfNiu/AdversarialDialogue

[Niu and Bansal, CoNLL 2018]



Auto-Augment Adversary Generation ITII;

Ribeiro et al., 2018; Zhao et al., 2018

How do we automatically generate the best adversaries without manual design? Our AutoAugment model consists
of a controller and a target model. The controller first samples a policy that transforms the original data to augmented
data, on which the target model trains. After training, the target model is evaluated to obtain the performance on the
validation set. This performance is then fed back to the controller as the reward signal.

Controller

sample

A

perturb

Data Aug-
O transform )

training
performance reward (R)

Model

Figure 1: The controller samples a policy to perturb the
training data. After training on the augmented inputs, the
model feeds the performance back as reward.

Encoder

—————————————————————————

3 2 1
< Source >
< Operation >
Op. Type Num. of . Probability

Changes
A

A

<Start>

Decoder

Figure 3: AutoAugment controller. An input-agnostic controller
corresponds to the lower part of the figure. It samples a list of
operations in sequence. An input-aware controller additionally has
an encoder (upper part) that takes in the source inputs of the data.

[Cubuk et al., 2018] [Niu and Bansal, EMNLP 2019]



Auto-Augment Adversary Generation

Policy Hierarchy and Search Space:
» A policy consists of 4 sub-policies;

» Each sub-policy consists of 2 operations applied in sequence;

» Each operation is defined by 3 parameters: Operation Type,
Number of Changes (the maximum number of times allowed
to perform the operation, and the Probability of applying that
operation.

» Our pool of operations contains Random Swap, Stopword
Dropout, Paraphrase, Grammar Errors, and Stammer.

Subdivision of Operations:

o Stopword Dropout: To allow the controller to learn more
nuanced combinations of operations, divide Stopword Dropout
into 7 categories: Noun, Adposition, Pronoun, Adverb, Verb,
Determiner, and Other.

e  Grammar Errors: Noun (plural/singular confusion) and Verb
(verb inflected/base form confusion).

I have three

beautiful kids.

Opl: (P,2,0.7)

I have three
beautiful kids.

o

I have three
lovely children.

4 0.6 0.4
Op2: (G, 1,0.4)

I have three

beautiful kids.

I have three

beautiful kid.

I have three
lovely children.

I have three
lovely child.

Figure 2: Example of a sub-policy applied to a source
input. E.g., the first operation (Paraphrase, 2,0.7)
paraphrases the input twice with probability 0.7.

[Niu and Bansal, EMNLP 2019]



Auto-Augment Adversary Generation ﬁ
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« Setup: Variational Hierarchical Encoder-Decoder (VHRED) (Serban et al., 2017b) on troubleshooting Ubuntu Dialogue
task (Lowe et al., 2015); REINFORCE (Williams, 1992; Sutton et al., 2000) to train the controller.

« Evaluation: Serban et al. (2017a), evaluate on F1s for both activities (technical verbs) and entities (technical nouns).
We also conducted human studies on Mturk, comparing each of the input-agnostic/aware models with the VHRED
baseline and All-operations from Niu and Bansal (2018).

W T L W-L
Input-agnostic vs. baseline 48 23 29 19

Activity F1  Entity F1

Iﬁigg 411 ;i gg; Input-aware vs. baseline 45 27 28 17
VHRED 463 553 Input-agnostic vs. All-ops 43 27 30 13
 VHRED (w/attn.) 594 352 Input-aware vs. All-ops 50 13 37 13
All-operations 6.53 3.79 Table 4: Top 3 policies on the validation set and their test performances. Operations:
Input-aware 7.04 3.90 R=Random Swap, D=Stopword Dropout, P=Paraphrase, G=Grammar Errors,
Input-agnostic 7.02 4.00 S=Stammer. Universal tags: n=noun, v=verb, p=pronoun, adv=adverb, adp=adposition.
Table 1: Activity, Entity F1 results reported by previous — " — —
work, the All-operations and AutoAugment models. Sul';) {) 0(1)105y1 SIl;b p:;) 16052,2 Slﬁ) gogcgny SIl;b p20 IBC§4
s 1y V. vy Jy Ve 9 ~Jy Ve D> <5 Ve
Dadv, 4, 0.4 R,1,0.5 Dadp, 1,0.5  Daap, 2,0.1

D,, 1,0.8 D,, 3, 1.0 P, 4,04 Gr,3,0.3
Gy, 1,09 Do, 3, 0.1 S, 3,04 R, 1,0.2
D, 2,0.5 D, 2,0.7 S, 3,05 P, 1,1.0

R,2,0.2 Gy, 1,0.9 Do, 1,0.5 Gn,2,0.6

Table 2: Human evaluation results on comparisons among the baseline, All-
operations, and the two AutoAugment models. W: Win, T: Tie, L: Loss.

[Niu and Bansal, EMNLP 2019]



Auto-Augment Adversary Generation @

« Setup: Variational Hierarchical Encoder-Decoder (VHRED) (Serban et al., 2017b) on troubleshooting Ubuntu Dialogue
task (Lowe et al., 2015); REINFORCE (Williams, 1992; Sutton et al., 2000) to train the controller.

« Evaluation: Serban et al. (2017a), evaluate on F1s for both activities (technical verbs) and entities (technical nouns).
We also conducted human studies on Mturk, comparing each of the input-agnostic/aware models with the VHRED
baseline and All-operations from Niu and Bansal (2018).

W T L W-L
Input-agnostic vs. baseline 48 23 29 19

Activity F1  Entity F1

Iﬁig\é 411;2 gg; Input-aware vs. baseline 45 27 28 17
VHRED 4: 63 2:,:,, Input—agnostic vs. All-ops 43 27 fi(7) g
(YARED(Watn) _ 5a% > Still several challenges: better AutoAugm | .
-operations 6.53 3. . - rmances. Operations:
Input-aware 7.04 34 algorithms for RL speed, reward sparsity, [pmmarErors.
Input-agnostic 7.02 4. =adverb, adp=adposition.

v B other NLU/NLG tasks? Visit Tong’'s poster
able 1: Activity, En.tlty F1 results reported by pr ]
work, the All-operations and AutoAugment mode N OV5 330pm for more d etall S'

o oo Tadp IO T Taap s 2, U1
D,, 1,0.8 D,, 3, 1.0 P 4,04 Gn,3,0.3
G, 1,09 D,, 3, 0.1 S, 3,04 R, 1,0.2
D,,2,0.5 D,, 2,0.7 S, 3,0.5 P 1,10

R,2,0.2 Gy, 1,0.9 Do, 1,0.5 Gn,2,0.6

Table 2: Human evaluation results on comparisons among the baseline, All-
operations, and the two AutoAugment models. W: Win, T: Tie, L: Loss.

[Niu and Bansal, EMNLP 2019]
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Question Generation with Semantic Validity Knowledge @

« “Semantic drift” problem Context: ...during the age of enlightenment, philoso-
e ted i ticallv drift phers such as john locke advocated the principle in
enerated questions semantically ari their writings, whereas others, such as thomas hobbes,

away from the given context and answer . strongly opposed it. montesquieu was one of the fore-
most supporters of separating the legislature, the exec-
utive, and the judiciary...

Agent )
g Gt: who was an advocate of separation of powers?

QG Base] who opposed the principle of enlightenment?
Ours: who advocated the principle in the age of en-
lightenment?

» Two “semantics-enhanced” rewards
* QPP: Question Paraphrasing Probability
* QAP: Question Answering Probability

Y

* Reinforcement learning:
* Policy gradient (Williams, 1992)
* Mixed loss (Paulus et al., 2017)
* Multi-reward optimization (Pasunuru & Bansal, 2018)

uonsanb
pajdwes

reward
(QPP & QAP)

Environment

o) o

A

[Zhang and Bansal, EMNLP 2019]
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Question Generation with Semantic Validity Knowledge @

« QPP (Question Paraphrasing Probability) reward:
* From QPC (Question Paraphrasing Classification) model

« Represents “the probability of the generated question and the ground-truth
question being paraphrases”

pqpc(is—para — true‘Qgta Qgen)

Groundtruth (gt): in what year
was a master of arts course first
offered ?

0.46

Context: ...the university first offered

: Generated (gen): when did the
graduate degrees , in the form of a : . . .
. university begin offering a master
master of arts ( ma ) , in the the 1854 of arts ?

— 1855 academic year ...

[Zhang and Bansal, EMNLP 2019]



P N
Question Generation with Semantic Validity Knowledge @

* QAP (Question Answering Probability) reward:
* From QA (Question Answering) model

* Represents “the probability that the generated question can be correctly
answered by the given answer”

pqa(af’%]ena COTLtGCBt); Qgen ™ pqg(Q|CL, COTLt@CEt)

Context: ...1n 1987 , when some

students believed that the observer : :

: : Generated (gen): in what year did
began to show a conservative bias , . .

. common sense begin publication ?
a liberal newspaper , common

sense was published...

0.94, 1987

Context: ...in 1987 , when some
students believed that the observer
began to show a conservative bias ,
a liberal newspaper , common
sense was published...

[Zhang and Bansal, EMNLP 2019]



Evaluation for QG

il

* QA-based QG evaluation: Measure the QG model’s ability to mimic human
annotators in generating QA training data.

A better training set mear)s’/
a better annotator '

as evaluation Human-labelled

generate

QA dev set

A \

\
\

ob

Context: ...in 1987 , when some students believed that the
server heoan to show a conservative hiag  a liheral

ne!
Ge

Context: ...new york city consists of five boroughs, each of

A higher (“:Iiev performance
means a stronger QA

test

w
Ge

Context: ...to limit protests, officials pushed parents to sign a
document, which forbade them from holding protests, in
exchange of money, but some who refused to sign were
threatened...

Generated: what did the officials refused to sign ?

train

Synthetic QA dataset

A stronger QA means a,b,ett"e/r training set,

given the same QA-model

[Zhang and Bansal, EMNLP 2019]



Semi-supervised QA

Ll

4

Augment QA dataset with QG-generated examples (Generate from Existing Articles, and

Generate from New Articles)

(1) QAP filter: To filter out poorly-generated examples; Filter synthetic examples with QAP < «.

(2) Mixing mini-batch training: To make sure that the gradients from ground-truth data are not
overwhelmed by synthetic data, for each mini-batch, we combine half mini-batch ground-truth

data with half mini-batch synthetic data.

Question answering probabi

lity

Model-generated questions

show a conservative bias?

when did the observer begin to ]]

.

8}
eleq

QG New or existing paragraphs —>»

.. in 1987, when some students
believed that the observer began to
show a conservative bias, a liberal

newspaper, Ccommon sense was
was published ...

e

Human-labeled questions

in what year did the student paper
common sense begin publication?

\\

]]

Existing paragraphs

.. in 1987, when some students

—>» QA

believed that the observer began to
show a conservative bias, a liberal
newspaper, common sense was
was published ...

[Zhang and Bansal, EMNLP 2019]



Semi-supervised QA ITII;

Augment QA dataset with QG-generated examples (Generate from Existing Articles, and
Generate from New Articles)

(1) QAP filter: To filter out poorly-generated examples; Filter synthetic examples with QAP < «.

(2) Mixing mini-batch training: To make sure that the gradients from ground-truth data are not
overwhelmed by synthetic data, for each mini-batch, we combine half mini-batch ground-truth
data with half mini-batch-svnthatic data

Still several challenges: need higher
diversity in generated questions, better/
automatic filters for semi-supervised QA,
etc. Visit Shiyue’s poster Nov6 10.30am!

Model-ge

when did t
show a co

je.
QG New or existing paragraphs - > E g-— + Existing paragraphs > QA
.. in 1987, when some students ..in 1987, when some students
believed that the observer began to believed that the observer began to
show a conservative bias, a liberal show a conservative bias, a liberal
newspaper, common sense was newspaper, common sense was
was published ... was published ...
1 1

[Zhang and Bansal, EMNLP 2019]



Commonsense in Generative Q&A Reasoning @

* We use ‘bypass-attention’ mechanism to reason jointly on both internal context and external
commonsense, and essentially learn when to fill ‘gaps’ of reasoning and with what information

ConceptNet

B

Ci>FK>C>F>Ci»>FE>C>F1>Cs

church |>| house |—>| child I-)l their I

PETRE T
o

’mother ‘—»’daughter‘-)’ child ‘

person || lover

A

Y

"Sir Leicester Dedlock and his
wife Lady Honoria live on his
estate at Chesney Wold.."

"..Unknown to Sir Leicester,
Lady Dedlock had a lover ..
before she married and had a
daughter with him.."

"..Lady Dedlock believes her
daughter is dead. The
daughter, Esther, is in fact
alive.."

"..Esther sees Lady Dedlock at
church and talks with her later
at Chesney Wod though neither
‘woman recognizes their
connection.."

Context

"What is the connection "Mother and daughter."
between Esther and Lady "Mother and illegitimate
Dedlock?" child."

Question Answers

Query

ST T T T L ~ \

Bi-iTM Bypass \l

@ |
- g —~| BIiDAF ~ Attention ~ (o)1~

[

bbw |

: [

G1 [ [ |

Wi WS W T |

[

I

/

N e e e e e e e e e e e e e e e e E— — — —

NOIC Reasoning Cell

9ssuasuowwo)

Reasoning Layer

______

[Bauer, Wang, and Bansal, EMNLP 2018]
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Part2: Spatial, Video-Grounded NLG/Dialogue Models @

« NLG/dialogue model should “see” daily activities around it and condition on that
context for generation; and execute+generate instructions for navigation and
assembling/arrangement tasks, for joint human-robot collaboration/task-solving.




" . . " =
Navigational Instruction Generation I

Input: map and path

Floor patterns: Objects:
[ Blue Barstool
B Brick Chair
I Concrete [E ] Easel
Il Flower Hatrack
B Grass Lamp
I Black Sofa
[ Wood

Yellow
Wall paintings:
= Tower
== Butterfly
=== Fish

Fig. 4. Participants’ field of view in the virtual world used for the human
navigation experiments.

Output: route instruction

“turn to face the grass hallway. walk forward twice. face
the easel. move until you see black floor to your right. face
the stool. move to the stool”

Fig. 1. An example route instruction that our framework generates for the
shown map and path.

[Daniele et al., HRI 2017]
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Navigational Instruction Generation

{ Content Selection } { Surface Realization \
Sentence C Seq2Seq Language
p, m l MDP Planning J l RNN Model J A

Fig. 2.  Our method generates natural language instructions for a given map

and path.
1 (| STM-RNN -2 | |
L1:N ’ | | | N
( \ I ¢ Tdt I
Travel | : n
distance : ! | Aligner %t p|LSTM-RNN At go forward 3
3 . ! segments passing
{ o ' l 4 4 | the bench"
past [ di_1 !
type.Object | TN hn | |
\ value.Sofa LSTM-RNN | |
CAS Command Encoder Aligner Decoder Instruction

Fig. 3. Our encoder-aligner-decoder model for surface realization.

[Daniele et al., HRI 2017]
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Navigation Instruction Generation I

Map and Paths

Instructions

Legend: N N “with your back to the wall turn left. walk
H - Hatrack ®© - Initial position along the flowers to the hatrack. turn left.
B - Barstool ©- Goal position Human Walk along the brick two alleys past the lamp.
C - Chair @ - Final position turn left. move along the wooden floor to the
S - Sofa chair. in the next block is a hatrack™
L - Lamp (a)
- Fl.Sh “you should have the olive hallway on your
~= Eiffel © . )

right now. walk forward twice. turn left. move
Butterfly Ours

until you see wooden floor to your left. face
the bench. move to the bench”

“head toward the blue floored hallway. make
a right on it. go down till you see the fish
walled areas. make a left in the fish walled
hallway and go to the very end”

Human

(b)

“turn to face the white hallway. walk forward
Ours once. turn right. walk forward twice. turn left.
move to the wall”

Fig. 8. Examples of paths from the SAIL corpus that ten participants (five
for each map) followed according to instructions generated by humans and
by our method. Paths in red are those traversed according to human-generated
instructions, while paths in green were executed according to our instructions.
Circles with an “S” and “G” denote the start and goal locations, respectively.

[Daniele et al., HRI 2017]



P N
Room-to-Room Navigation with Instruction Generation Ilﬂ

* Learning to Navigate Unseen Environments: Back Translation with Environmental
Dropout (to create new rooms with view and viewpoint consistency; generate instructions
for new rooms; use generated room-instruction data in semi-supervised setup)

(a) Turn right and (b) go up
the steps. (c) Walk to the right
behind the 2 desks. (d) Stop
when reach the long wooden
table beside the ping pong
table. (e)

[ ‘—: 4

[Tan, Yu, Bansal. NAACL 2019]



P N
Room-to-Room Navigation with Instruction Generation Ilﬂ

* Learning to Navigate Unseen Environments: Back Translation with Environmental
Dropout (to create new rooms with view and viewpoint consistency; generate instructions
for new rooms; use generated room-instruction data in semi-supervised setup)

t t *2
RS}
=9
z
w0 ©n 2 g
= k= > i
g. g. &
3 3 Views
2 2 (a) Feature dropout
> >
t+1 t+1
: 3)
) ) 3
0 . 0 0 . 0
t+1,1 Views t+1,2 t+1,1 Views t+1,2 E Vo
(a) Feature dropout (b) Environmental dropout >

X
D
<

Views
(b) Environmental dropout

[Tan, Yu, Bansal. NAACL 2019]
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Room-to-Room Navigation with Instruction Generation @

* Learning to Navigate Unseen Environments: Back Translation with Environmental
Dropout (to create new rooms with view and viewpoint consistency; generate instructions
for new rooms; use generated room-instruction data in semi-supervised setup)

5 T T T T T T T T
| . : : | . . |
. Mixture of Sampling Sampling Rewards | ' Environmental [ Train Env_| i
SN | ewards | |
i IL + RL Lo — i ' Dropout Env Drop i
\ ‘ |
| / RL: | Agent — Agent —> —e» Agent | | STTmm—m——————————— oo
| : ' I y I
| S N4 I “ o L. '
: Walk past T N N : : Back . [ New” Env } i :
| the shelves <BOS> | | Translation , : |
I | and out of Lo '
: the garage. : : v Speaker Path i
. — > . > I ... — I
: Stopin ... IL: | Agent Sl Figet | : Walk past the bedroom, :
| T 1 i ' | | go down the stairs and T |
i 0% [ N i i go through the door ... i
| Teacher Actions | 1 Trained with | > Agent |
: L J :* A-=-= s :

[Tan, Yu, Bansal. NAACL 2019]
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Room-to-Room Navigation with Instruction Generation  [kl}

EvalAl AllChallenges  Forum SignUp -

Rank 2 Participantteam = length = error = oracle success = success = spl = Last submission at =«

1 human 11.85 1.61 0.90 0.86 076 1 year ago

10 months ago

3 vBot (Greedy) 10.24 376 071 065 0.62 3 months ago
4 Back Translation with Environmental Dropout (exploring unseen envirenments before testing) 979 397 070 064 0.61 10 months ago
5 Reinforced Cross-Modal Matching (optimized for SR; with beam search) 357.62 4.03 0.96 063 0.02 10 months ago
6 sjtu_test (null) 122845 398 0497 062 0.01 10 months ago
7 Self-Monitering Navigation Agent (with beam search) (Self-Aware Ce-Grounded Model) 373.09 448 0497 061 0.02 1 year ago

8 Tactical Rewind - long 196.53 4.29 0.90 0.61 0.03 9 months ago
9 Reinforced Cross-Modal Matching + SIL (exploring unseen environments before testing) (SIL-R2) 9.48 421 067 0.60 0.59 10 months ago
10 AAEI-Agent 13.16 4.61 0.65 0.57 0.50 2 months ago
11 test-sf 1099 4.57 0.65 0.57 0.50 5 months ago
12 PreSS (Greedy) 10.52 4.53 0.63 0.57 0.53 4 months ago
13 tourist (null) 121494 4.57 0.96 0.56 0.01 11 months ago
14 ictical Rewind - short 22.08 514 0.64 0.54 0.41 10 months ago
15 Speaker-Follower (optimized for success rate) (Speaker-Follower) 1,257.38 4.87 0.96 0.53 0.01 1 year ago

16 Kjtest-sp 948.16 491 0.95 0.53 0.01 7 months ago
17 licr19 13.05 514 0.60 0.51 0.45 4 months ago

[In-Progress]
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Room-to-Room Navigation with Instruction Generation  [kl}

EvalAl

All Challenges

Rank 2

Forum

Participant team 2

human

length = error = oracle success = success = spl = Last submission at =

11.85 1.61 0.90 0.86 076 1 year ago

10 months ago

vBot (Greedy) 10.24 376 071 0.65 0.62 3 months ago
Back Translation with Environmental Dropout (exploring unseen environments before testing) 979 397 0.70 064 0.61 10 months ago
Reinforced Cross-Modal Matching (optimized for SR; with beam search) 357.62 4.03 0.96 063 0.02 10 months ago
sjtu_test (null) 122845 398 0497 062 0.01 10 months ago
Self-Monitering Navigation Agent (with beam search) (Self-Aware Ce-Grounded Model) 373.09 448 0497 061 0.02 1 year ago
196.53 429 0.90 061 0.03 9 months ago
Reinforced Cross-Modal Matching + SIL (exploring unseen environments before testing) (SIL-R2) 9.48 421 0.67 0.60 0.59 10 months ago
AAEI-Agent 13.16 4.61 0.65 0.57 0.50 2 months ago
test-sf 1099 4.57 0.65 0.57 0.50 5 months ago
PreSS (Greedy) 10.52 4.53 0.63 0.57 0.53 4 months ago
tourist (null) 121494 4.57 0.96 0.56 0.01 11 months ago
EEYYS o o oy o sk

Speaker-Follower (optimized for success rate) (Speaker-Follower)

Kjtest-sp

Still several challenges/ long way to go, e.g.,

licr19

better object detectors, diverse language, etc.!

[In-Progress]
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Commonsense via Robotic Instruction Completion

Pour me some water

ﬂ 1. Understanding language

2. Observing environment

“From bottlc

@ To cup

From where? 4. Conducting the action

To where?

3. Inferencing with common sense

A\ 4

[In-Submission (https://arxiv.org/abs/1904.12907)]




Inputs
T T T T I !
1 1 :
1 1 .

i i Predicate- I
| ))) : . Speech NL instruction . !
! e » Argument |
I I Recognition .

I I Parsing :
I Audio ! Predicate: pour I
1 | Pour me some water ,
I 1
1 1 Theme: some water 1
| 1 Initial_Location :
! : Destination |
I
1 1

: | Incomplete verb framel :
1 I

1
: : Environment Robot broerar I
- - , object list Common Sense PRSI Motion !
I Detection - . ' Planni I
- Reasoning anning :
I

I
: Predicate: pour *  Dbell pepper (red) I
: Roles: e bell pepper (yellow) :
: *  Theme: some water * lamp I
I « Initial Location I = water bottle :
! *  Destination = bowl !
I L]
I ' :
I 1
: 1
: I
1

[In-Submission (https://arxiv.org/abs/1904.12907)]
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Commonsense via Robotic Instruction Completion

Test

Frame LM v.s. sentence LM {
Incomplete }[ Environment J

frames list

Test

~
Complete
Incomplete Environment frames
frames list

v
Complete
frames

Surface realization

N
[ Sentences }

Train Predicate- Train g :
argument Frame input A entence input 1l
; (" ) 4 )
parsing . ..
Unstructured Frames LM training Learned Unstructured w LM training L 4 LM
Instructions frame LM Instructions J 7| eearne
\_ i J \§ l
Predicted Predicted
Result Result
\§ J \§ J
Frame LM Sentence LM

[In-Submission (https://arxiv.org/abs/1904.12907)]




on the cookies.
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https://drive.google.com/file/d/1C9xsuyW 1bVBzLimvVEbBfOcKCzVSueHs/view




New Spatio-Temporal Video+Dialogue Task

=N
i
S

 Video + Chat: conversations grounded in concrete video events!

’ NALCS1 Videos © Clips Collections Events

Followers 4 el

&3

OLESPORTS

NA LCS Playoffs: Phoenix1 vs. Team Dignitas * 5 days ago

©21634 | Share
League of Legends

(a) Twitch
EXQ:M s

-
ANY WAY FOR A LIFE TO GET A?

NASA TV Public-Education
NASA

=

43,063 watching now
&2 B

(b) Youtube

A snare

Cursecutdr : RYU STAT G
Shijiazhuang : haHAA
Ich860504 : Where is Mmocs@
TSM_Kibitz : Cass o boots haHAA
ceofetas . -__
: RHEOSTAT??7?
colossuschest : WHO'S BETTER INORI OR METEOS
Geramic_Liama : <message deleted>
WHIPsering : NACS
bikio : Ryu e
anonuuu : @momoms, @
[ memeoii : ONLY METEQS CAN FIX THIS Q

completely_serious : <message deleted>

351 : <message deleted>

n Colluder : @G2_S7_World_Champs, NICE MEME
M8 xD LUL 9
&

mikishark242 : DAISY ME ROLLING a"

: CSLUL

DonutEatingBear : HADOOKEN!

Live chat

CyberTigers10058 Coral Academy of Science Las
Vegas. Question from students. From Arion: How long
will it take us to get o the planet or be able to properly
observe it and how sure are we that it s earth like?
MrRight INVASION IS NOW.

30000verdrive Colo3 HepywWMbIf pecy6iuk
cBoGomHsIX

Dennis van Hooren hoi again

Stas Stasenko BCEX KAUATIOB 3A MTPEA/I!
CONTHEMHOV CUCTEMBI 1t HABCTPEHY UHbIM 1t

orcss @@

® 0200 B>

SP00FDS @

HIDE CHAT

The Curious Life of a Mars
Rover | Nat Geo Live
National

Tory Hargo
Look at all of them. Amazing.

Sam Evans
These penguins are so cute! | just
want to cuddle one.

Shirly Ip
You must be so cold!

(c) Facebook

[Fu, Lee, Bansal, Berg, EMNLP 2017]



New Spatio-Temporal Video+Dialogue Task @

+ Very interesting chat language! e
- Time-constrained, not just space S | —
 Lots of special vocab, symbols, emoticons
« Multi-user with several interleaving turns
* Multi-lingual

4 NA LCS Playoffs: Phoenix1 vs. Team Dignitas + 5 days ago
Bl League of Legends

Code/Data: https://github.com/chengyangfu/Pytorch-Twitch-LOL

[Fu, Lee, Bansal, Berg, EMNLP 2017]



New Spatio-Temporal Video+Dialogue Task @

« Very interesting chat language!
« Time-constrained, not just space

 Lots of special vocab, symbols, emoticons
« Multi-user with several interleaving turns
* Multi-lingual

» First, we predicted the summary/highlight frames
of the full video using joint features from video and
user reactions from chat dialogue in English
+Chinese (via character-level model to capture the
new language style/formats)

Method Data NALCS | LMS
L-Char-LSTM chat 43.2 39.7
V-CNN-LSTM video 72.2 69.2
[v-LSTM chat+video 74.7 70.0

Table 3: Test Results on the NALCS (English) and
LMS (Traditional Chinese) datasets.

$ NA LCS Playoffs: Phoenix1 vs. Team Dignitas + 5 days ago

o League of Legends

‘ NALCS1 Videos Clips Collections Events Followers. e m

| LSTM |—'| LST™M |"-'| LSTM I
[ ] I

| ResNet-34

| ResNet-34 M | ResNet-34

ccccccccc

-) =

. ~ . . . | Video

: P >
| — i IIE >

] i
| (L i i i
Concatenated Chat String Chat
- [ellefle]l]L:

LSTM

} H» Prediction

MLP

[Fu, Lee, Bansal, Berg, EMNLP 2017]
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Dialogue Generation on Video Context I

« Next: Generating chat responses given the video and previous dialogue history!

Chat History

Chat/Frame

Alignment

/’,’,
M8 xD LUL @
[ mikisharka42 : DAISY ME ROLLING #2
EEEE
DonutEatingBear : HADOOKEN!

Code/Data: https://github.com/ramakanth-pasunuru/video-dialogue

[Pasunuru and Bansal EMNLP 2018]



Dialogue on Video Context

S1: what an offside trap Y v v
OMEGALUL

S2: Lol that finish bro

S3: suprised you didn't

do the extra pass response-to-video ~ chat-to-video

video-to-chat

response-to-chat

video-to-response chat-to-response

S4: @S10 a drunk bet? g attention attention attention attention attention attention
S5: @S11 thanks mate ﬁ ﬁ ﬁ ﬁ ﬁ ﬂ ﬂ ﬁ ﬁ
S6: could have passed l \
one more
S7: Pass that é’U éu éT
S1: record now!
88: Irecord ?f = O'([év; éu]Wér + b)
S9: done a nother pass there p()
v U
Models | r@] | r@2 | r@5 i {
BASELINES — — — —> —> —>
Most-Frequent-Response 10.0 | 16.0 | 20.9 % N % N -, % % -, % -, % N %
Naive Bayes 9.6 | 209 | 515
Logistic Regression 10.8 | 21.8 | 52.5
Nearest Neighbor ' 114 | 226 | 53.2 ehatioNides [ —
Chat-Response-Cosine 114 | 22.0 | 532 attention attention
DISCRIMINATIVE MODEL 1 )
Dual Encoder (C) 17.1 | 30.3 | 61.9 i\‘ ) i\‘ )
Dual Encoder (V) 16.3 | 30.5 | 61.1
Triple Encoder (C+V) 18.1 | 33.6 | 68.5
TriDAF+Self Attn (C+V) 20.7 | 353 | 694
GENERATIVE MODEL — — —
Seq2seq +Attn (C) 148 [ 273 | 566 Loy maiay malay o
Seq2seq +Attn (V) 14.8 | 27.2 | 56.7 T
Seq2seq + Attn (C+V) 15.7 | 28.0 | 57.0 r
Seq2seq + Attn + BiDAF (C+V) | 16.5 | 28.5 | 57.7

[Pasunuru and Bansal EMNLP 2018]



Thoughts/Challenges/Future Work ﬁ

g

Other axes of NLG:

» Personality (we have done some work on politeness/rudeness- and humor-based language
generation)

« Speed and scalability (hybrid extractive+abstractive summarization with RL connector; SotA
+20x speedup)

Extending the video-dialogue and video-QA models to multiple other languages

AutoAugment design for other NLG tasks
More structured commonsense for other NLG tasks

Better AutoAugment algorithms for speed, input-awareness, RL instability and reward
sparsity

Richer spatial world benchmarks with instruction generation/dialogue



Welcome to the UNC-NLP Research Group

Qur lab has research interests in statistical natural language processing and machine |learning, with a focus on multimodal, grounded, and embodied semantics (i.e., language with vision and
speech, for robotics), human-like language generation and Q&A/dialogue, and interpretable and structured deep learning. We are a group of PhD, MS, BS, and visiting students who work with
Prof. Mohit Bansal and collaborators in the Computer Science department (lab located in Brooks Building FB-241C) at the University of North Carolina (UNC) Chapel Hill.

News

Aug 2019 Congrats to Peter Hase for the Royster Society PhD
Fellowship!

July 2019 Congrats to Hyounghun for ACL 2019 Best Short Paper

Nom n!

July 2019 We have a Postdoc of
July 2019 Thanks for the NSF-CAREER Award (details).

July 2019 Thanks for the Google Focused Research Award (details).

Vision-Language-Navigation Leaderboard!
Feb 2019 5 new papers: 3 in NAACL 2015, 1 in CVPR 2019, 1in ICRA

vear Microsoft Research PhD Fellowship!

7 and 2 papers at the

Summarization-Frontiers and RepEval workshops.

June 2017. Top single model results on the RepEval
EMNLP 2017 (congrats Yixin!).

June 2017. Qutstanding Paper Aw

Shared Task at

rd at ACL 2017 (congrats Ram!).
Feb 2017. Thanks to Google for a Google Faculty Research Award

Nov 2016. 3 papers on navigational instruction generation, coherent
dialogue w/ attn-LMs, and on context-RNN-GAN models to appear at
AAAI 2017 and HRI 2017.

July 2016. 5 pap
visual question relevance, neural network interpretation (for

TweetS by @uncnip : ]

&) UNC NLP Retweeted

G emnlp2019

@emnlp2019
Registration for EMNLP 2019 will open in a few
days. In the meantime, you can have a look at the

registration fees for the conference.emnip-
ijcnip2019.org/registration/

EMNLP-IJCNLP 2019 Registration Fees

o o T 8
Regular  Early $995 $685 326 $220 8330
Late sN20 $800 W75 $275 8415
Onsite $1315 $905 $1235 $330 8495




PhD Students

Lisa Bauer Darryl Hannan
PhD at UNC

Peter Hase

PhD at UNC

Hyounghun Kim
PhD at UNC

{co-advised w/ H. Fuchs)

Advasha Maharana

PhD at UNC

PhD at UNC

( vicad w/ T Bera)
{co-advised w/ T. Berg)

Ramakanth

Hao Tan

PhD at UNC

Swarnadeep Saha

PhD at UNC

Shiyue Zhang

PhD at UNC

PhD at UNC

{co-advised w/ A Tropshal

PhD at UNC

Sweta Karlekar
UG at UNC

Antonic Mendoza
UG at UNC

Yicheng Wang

UG at UNC

Sconghe Wang

UG at UNC




=\ THE UNIVERSITY
" I of NORTH CAROLINA
§‘, at CHAPEL HILL

Thank you!

Webpage: http://www.cs.unc.edu/~mbansal/

Email: mbansal@cs.unc.edu

UNC-NLP Lab: http://nlp.cs.unc.edu/

Postdoc Openings!!: ~mbansal/postdoc-advt-unc-nilp.pdf




