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Major Language+Vision Tasks 

!   Image Captioning 

!   Referring Expressions 

!   Image/Visual Question Answering 

!   Visual Dialog 

!   Video Captioning 
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Show, Attend, and Tell 

Neural Image Caption Generation with Visual Attention

3. Image Caption Generation with Attention
Mechanism

3.1. Model Details

In this section, we describe the two variants of our
attention-based model by first describing their common
framework. The key difference is the definition of the �
function which we describe in detail in Sec. 4. See Fig. 1
for the graphical illustration of the proposed model.

We denote vectors with bolded font and matrices with capi-
tal letters. In our description below, we suppress bias terms
for readability.

3.1.1. ENCODER: CONVOLUTIONAL FEATURES

Our model takes a single raw image and generates a caption
y encoded as a sequence of 1-of-K encoded words.

y = {y1, . . . ,yC

} , y
i

2 RK

where K is the size of the vocabulary and C is the length
of the caption.

We use a convolutional neural network in order to extract a
set of feature vectors which we refer to as annotation vec-
tors. The extractor produces L vectors, each of which is
a D-dimensional representation corresponding to a part of
the image.

a = {a1, . . . ,aL} , ai 2 RD

In order to obtain a correspondence between the feature
vectors and portions of the 2-D image, we extract features
from a lower convolutional layer unlike previous work
which instead used a fully connected layer. This allows the
decoder to selectively focus on certain parts of an image by
weighting a subset of all the feature vectors.

3.1.2. DECODER: LONG SHORT-TERM MEMORY
NETWORK

We use a long short-term memory (LSTM) net-
work (Hochreiter & Schmidhuber, 1997) that produces a
caption by generating one word at every time step condi-
tioned on a context vector, the previous hidden state and
the previously generated words. Our implementation of
LSTMs, shown in Fig. 2, closely follows the one used in
Zaremba et al. (2014):
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are the input, forget, memory, output
and hidden state of the LSTM respectively. W•, U•, Z• and

Figure 2. A LSTM cell, lines with bolded squares imply projec-
tions with a learnt weight vector. Each cell learns how to weigh
its input components (input gate), while learning how to modulate
that contribution to the memory (input modulator). It also learns
weights which erase the memory cell (forget gate), and weights
which control how this memory should be emitted (output gate).

b• are learned weight matricies and biases. E 2 Rm⇥K is
an embedding matrix. Let m and n denote the embedding
and LSTM dimensionality respectively and � be the logis-
tic sigmoid activation.

In simple terms, the context vector ˆ

z

t

is a dynamic rep-
resentation of the relevant part of the image input at time
t. We define a mechanism � that computes ˆ

z

t

from the
annotation vectors a

i

, i = 1, . . . , L corresponding to the
features extracted at different image locations. For each
location i, the mechanism generates a positive weight ↵

i

which can be interpreted either as the probability that loca-
tion i is the right place to focus for producing the next word
(stochastic attention mechanism), or as the relative impor-
tance to give to location i in blending the a

i

’s together (de-
terministic attention mechanism). The weight ↵

i

of each
annotation vector a

i

is computed by an attention model fatt
for which we use a multilayer perceptron conditioned on
the previous hidden state h

t�1. To emphasize, we note that
the hidden state varies as the output RNN advances in its
output sequence: “where” the network looks next depends
on the sequence of words that has already been generated.
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Once the weights (which sum to one) are computed, the
context vector ẑ

t

is computed by
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where � is a function that returns a single vector given the
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Show, Attend, and Tell Neural Image Caption Generation with Visual Attention

Figure 4. Examples of attending to the correct object (white indicates the attended regions, underlines indicated the corresponding word)

research. We report BLEU4 from 1 to 4 without a brevity
penalty. There has been, however, criticism of BLEU, so
we report another common metric METEOR (Denkowski
& Lavie, 2014) and compare whenever possible.

5.2. Evaluation Procedures

A few challenges exist for comparison, which we ex-
plain here. The first challenge is a difference in choice
of convolutional feature extractor. For identical decoder
architectures, using a more recent architectures such as
GoogLeNet (Szegedy et al., 2014) or Oxford VGG (Si-
monyan & Zisserman, 2014) can give a boost in perfor-
mance over using the AlexNet (Krizhevsky et al., 2012).
In our evaluation, we compare directly only with results
which use the comparable GoogLeNet/Oxford VGG fea-
tures, but for METEOR comparison we include some re-
sults that use AlexNet.

The second challenge is a single model versus ensemble
comparison. While other methods have reported perfor-
mance boosts by using ensembling, in our results we report
a single model performance.

Finally, there is a challenge due to differences between
dataset splits. In our reported results, we use the pre-
defined splits of Flickr8k. However, for the Flickr30k
and COCO datasets is the lack of standardized splits for
which results are reported. As a result, we report the re-
sults with the publicly available splits5 used in previous

thors of Vinyals et al. (2014), Karpathy & Li (2014) and Kiros
et al. (2014b). For fairness, we only compare against results for
which we have verified that our BLEU evaluation code is the
same.

4 BLEU-n is the geometric average of the n-gram precision.
For instance, BLEU-1 is the unigram precision, and BLEU-2 is
the geometric average of the unigram and bigram precision.

5
http://cs.stanford.edu/people/karpathy/

work (Karpathy & Li, 2014). We note, however, that the
differences in splits do not make a substantial difference in
overall performance.

5.3. Quantitative Analysis

In Table 1, we provide a summary of the experiment vali-
dating the quantitative effectiveness of attention. We obtain
state of the art performance on the Flickr8k, Flickr30k and
MS COCO. In addition, we note that in our experiments we
are able to significantly improve the state-of-the-art perfor-
mance METEOR on MS COCO. We speculate that this is
connected to some of the regularization techniques we used
(see Sec. 4.2.1) and our lower-level representation.

5.4. Qualitative Analysis: Learning to attend

By visualizing the attention learned by the model, we are
able to add an extra layer of interpretability to the output
of the model (see Fig. 1). Other systems that have done
this rely on object detection systems to produce candidate
alignment targets (Karpathy & Li, 2014). Our approach is
much more flexible, since the model can attend to “non-
object” salient regions.

The 19-layer OxfordNet uses stacks of 3x3 filters mean-
ing the only time the feature maps decrease in size are due
to the max pooling layers. The input image is resized so
that the shortest side is 256-dimensional with preserved as-
pect ratio. The input to the convolutional network is the
center-cropped 224x224 image. Consequently, with four
max pooling layers, we get an output dimension of the top
convolutional layer of 14x14. Thus in order to visualize
the attention weights for the soft model, we upsample the
weights by a factor of 24 = 16 and apply a Gaussian filter

deepimagesent/

[Xu et al., 2015] 



Visual Referring Expressions 

Figure 1: Joint generation examples using our full model with “+rerank” on three datasets. Each sentence shows the generated
expression for one of the depicted objects (color coded to indicate correspondence).

Figure 2: Example comprehension results using our full model on three datasets. Green box shows the ground-truth region
and blue box shows our correct comprehension based on the detected regions.

ages from the MSCOCO dataset [17] in Yu et al [31]. In ad-
dition, Mao et al [19] collected Google’s REG dataset, also
based on MSCOCO images, but in a non-interactive setting,
resulting in more complex lengthy expressions. In this pa-
per, we focus our evaluations on the three recent datasets
collected on MSCOCO images [31, 19].

Recent neural approaches to the referring expression
generation and comprehension tasks can be roughly split
into two types. The first type uses a CNN-LSTM encoder-
decoder generative model [25] to generate (decode) sen-
tences given the encoded target object. With careful de-
sign of the visual representation of target object, this model
can generate unambiguous expressions [19, 31]. Here, the
CNN-LSTM models P (r|o), where r is the referring ex-
pression and o is the target object, which can be easily con-
verted to P (o|r) via Bayes’ rule and used to address the
comprehension task [10, 19, 31, 21] by selecting the o with
the largest posterior probability. The second type of ap-
proach uses a joint-embedding model that projects both a vi-
sual representation of the target object and a semantic repre-
sentation of the expression into a common space and learns
a distance metric. Generation and comprehension can be
performed by embedding a target object (or expression) into
the embedding space and retrieving the closest expression
(or object) in this space. This type of approach typically
achieves better comprehension performance than the CNN-

LSTM model as in [23, 26], but previously was only ap-
plied to the referring expression comprehension task. Re-
cent work [1] has also used both an encoder-decoder model
(speaker) and an embedding model (listener) for referring
expression generation in abstract images, where the offline
listener reranks the speaker’s output.

In this paper, we propose a unified model that jointly
learns both the CNN-LSTM speaker and embedding-based
listener models, for both the generation and comprehension
tasks. Additionally, we add a discriminative reward-based
reinforcer to guide the sampling of more discriminative ex-
pressions and further improve our final system. Instead of
working independently, we let the speaker, listener, and re-
inforcer interact with each other, resulting in improved per-
formance on both generation and comprehension tasks. Re-
sults evaluated on three standard, large-scale datasets verify
that our proposed listener-speaker-reinforcer model signifi-
cantly outperforms the state-of-the-art on both the compre-
hension task (Tables 1 and 2) and the generation task (eval-
uated using human judgements in Table 4, and automatic
metrics in Table 3).

2. Related work
Recent years have witnessed a rise in multimodal re-

search related to vision and language. Given the individ-
ual success in each area, and the need for models with more
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Joint Comprehension+Generation Model 

Man in the middle 
wearing yellow

MLP

MLP

Concat LSTM

Embedding 
Loss

Generation 
loss

Reward 
Loss

LSTM

Speaker

Listener

Sampling

Reinforcer

L2-Normalization

L2-Normalization

Figure 3: Framework: The Speaker is a CNN-LSTM model, which generates a referring expression for the target object. The
Listener is a joint-embedding model learned to minimize the distance between paired object and expression representations.
In addition, a Reinforcer module helps improve the speaker by sampling more discriminative (less ambiguous) expressions
for training. The model is jointly trained with 3 loss functions – generation loss, embedding loss, and reward loss, thereby
improving performance on both the comprehension and generation tasks.

top left and bottom right corners of the target object bound-
ing box, as well as the bounding box size with respect to the
image, i.e., li = [

xtl
W ,

ytl

H ,

xbr
W ,

ybr

H ,

w·h
W ·H ].

As referring expressions often relate an object to other
objects of the same type within the image (“the red ball” vs
“the blue ball” or “the larger elephant”), comparisons tend
to be quite important for differentiation. The comparison
features are composed of two parts: a) appearance similar-
ity – �vi =

1
n

P
j 6=i

oi�oj
koi�ojk , where n is the number of ob-

jects chosen for comparisons, b) location and size similarity
– �li, concatenating the 5-d difference on each compared
object �lij = [

[4xtl]ij
wi

,

[4ytl]ij
hi

,

[4xbr]ij
wi

,

[4ybr]ij
hi

,

wjhj

wihi
].

The final visual representation for the target object
is then a concatenation of the above features followed
by a fully-connected layer fusing them together, ri =

Wm[oi, gi, li, �vi, �li] + bm. This joint feature is then fed
into the LSTM for referring expression generation. During
training we minimize the negative log-likelihood:

L

s
1(✓) = �

X

i

logP (ri|oi; ✓)

= �
X

i

X

t

logP (r

t
i |rt�1

i , . . . , r

1
i , oi; ✓)

(1)

Note that the speaker can be modeled using any form of
CNN-LSTM structure.

In [19], Mao proposed to add a Maximum Mutual Infor-
mation (MMI) constraint encouraging the generated expres-
sion to describe the target object better than the other objects

within the image (i.e., a ranking loss on objects). We gen-
eralize this idea to incorporate two triplet hinge losses com-
posed of a positive match and two negative matches. Given
a positive match (ri, oi), we sample the contrastive pair
(rj , oi) where rj is the expression describing some other
object and pair (ri, ok) where ok is some other object in the
same image, then we optimize the following max-margin
loss:

L

s
2(✓) =

X

i

[�

s
1 max(0,M + logP (ri|ok)� logP (ri|oi))

+�

s
2 max(0,M + logP (rj |oi)� logP (ri|oi))]

(2)

The first term is from [19], while the second term encour-
ages that the target object to be better described by the true
expression compared to expressions describing other ob-
jects in the image (i.e., a ranking loss on expressions).

3.2. Listener
We use a joint-embedding model to mimick the listener’s

behaviour. The purpose of this embedding model is to
encode the visual information from the target object and
semantic information from the referring expression into a
joint embedding space that embeds vectors that are visually
or semantically related closer together in the space. Here
for referring expression comprehension task, given a refer-
ring expression representation, the listener embeds it into
the joint space, then selects the closest object in the embed-
ding space for the predicted target object.

As illustrated in Fig. 3, for our listener joint-embedding

4
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Joint Comprehension+Generation Model 

[Yu et al., 2017] 

Figure 1: Joint generation examples using our full model with “+rerank” on three datasets. Each sentence shows the generated
expression for one of the depicted objects (color coded to indicate correspondence).

Figure 2: Example comprehension results using our full model on three datasets. Green box shows the ground-truth region
and blue box shows our correct comprehension based on the detected regions.

ages from the MSCOCO dataset [17] in Yu et al [31]. In ad-
dition, Mao et al [19] collected Google’s REG dataset, also
based on MSCOCO images, but in a non-interactive setting,
resulting in more complex lengthy expressions. In this pa-
per, we focus our evaluations on the three recent datasets
collected on MSCOCO images [31, 19].

Recent neural approaches to the referring expression
generation and comprehension tasks can be roughly split
into two types. The first type uses a CNN-LSTM encoder-
decoder generative model [25] to generate (decode) sen-
tences given the encoded target object. With careful de-
sign of the visual representation of target object, this model
can generate unambiguous expressions [19, 31]. Here, the
CNN-LSTM models P (r|o), where r is the referring ex-
pression and o is the target object, which can be easily con-
verted to P (o|r) via Bayes’ rule and used to address the
comprehension task [10, 19, 31, 21] by selecting the o with
the largest posterior probability. The second type of ap-
proach uses a joint-embedding model that projects both a vi-
sual representation of the target object and a semantic repre-
sentation of the expression into a common space and learns
a distance metric. Generation and comprehension can be
performed by embedding a target object (or expression) into
the embedding space and retrieving the closest expression
(or object) in this space. This type of approach typically
achieves better comprehension performance than the CNN-

LSTM model as in [23, 26], but previously was only ap-
plied to the referring expression comprehension task. Re-
cent work [1] has also used both an encoder-decoder model
(speaker) and an embedding model (listener) for referring
expression generation in abstract images, where the offline
listener reranks the speaker’s output.

In this paper, we propose a unified model that jointly
learns both the CNN-LSTM speaker and embedding-based
listener models, for both the generation and comprehension
tasks. Additionally, we add a discriminative reward-based
reinforcer to guide the sampling of more discriminative ex-
pressions and further improve our final system. Instead of
working independently, we let the speaker, listener, and re-
inforcer interact with each other, resulting in improved per-
formance on both generation and comprehension tasks. Re-
sults evaluated on three standard, large-scale datasets verify
that our proposed listener-speaker-reinforcer model signifi-
cantly outperforms the state-of-the-art on both the compre-
hension task (Tables 1 and 2) and the generation task (eval-
uated using human judgements in Table 4, and automatic
metrics in Table 3).

2. Related work
Recent years have witnessed a rise in multimodal re-

search related to vision and language. Given the individ-
ual success in each area, and the need for models with more
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VQA: Visual Question Answering
www.visualqa.org

Aishwarya Agrawal⇤, Jiasen Lu⇤, Stanislaw Antol⇤,
Margaret Mitchell, C. Lawrence Zitnick, Dhruv Batra, Devi Parikh

Abstract—We propose the task of free-form and open-ended Visual Question Answering (VQA). Given an image and a natural
language question about the image, the task is to provide an accurate natural language answer. Mirroring real-world scenarios, such
as helping the visually impaired, both the questions and answers are open-ended. Visual questions selectively target different areas
of an image, including background details and underlying context. As a result, a system that succeeds at VQA typically needs a
more detailed understanding of the image and complex reasoning than a system producing generic image captions. Moreover, VQA
is amenable to automatic evaluation, since many open-ended answers contain only a few words or a closed set of answers that can
be provided in a multiple-choice format. We provide a dataset containing ⇠0.25M images, ⇠0.76M questions, and ⇠10M answers
(www.visualqa.org), and discuss the information it provides. Numerous baselines and methods for VQA are provided and compared
with human performance. Our VQA demo is available on CloudCV (http://cloudcv.org/vqa).

F

1 INTRODUCTION

We are witnessing a renewed excitement in multi-discipline
Artificial Intelligence (AI) research problems. In particular,
research in image and video captioning that combines Com-
puter Vision (CV), Natural Language Processing (NLP), and
Knowledge Representation & Reasoning (KR) has dramati-
cally increased in the past year [16], [9], [12], [38], [26],
[24], [53]. Part of this excitement stems from a belief that
multi-discipline tasks like image captioning are a step towards
solving AI. However, the current state of the art demonstrates
that a coarse scene-level understanding of an image paired
with word n-gram statistics suffices to generate reasonable
image captions, which suggests image captioning may not be
as “AI-complete” as desired.
What makes for a compelling “AI-complete” task? We believe
that in order to spawn the next generation of AI algorithms, an
ideal task should (i) require multi-modal knowledge beyond a
single sub-domain (such as CV) and (ii) have a well-defined
quantitative evaluation metric to track progress. For some
tasks, such as image captioning, automatic evaluation is still
a difficult and open research problem [51], [13], [22].
In this paper, we introduce the task of free-form and open-
ended Visual Question Answering (VQA). A VQA system
takes as input an image and a free-form, open-ended, natural-
language question about the image and produces a natural-
language answer as the output. This goal-driven task is
applicable to scenarios encountered when visually-impaired
users [3] or intelligence analysts actively elicit visual infor-
mation. Example questions are shown in Fig. 1.
Open-ended questions require a potentially vast set of AI
capabilities to answer – fine-grained recognition (e.g., “What
kind of cheese is on the pizza?”), object detection (e.g., “How

• ⇤The first three authors contributed equally.
• A. Agrawal, J. Lu and S. Antol are with Virginia Tech.
• M. Mitchell is with Microsoft Research, Redmond.
• C. L. Zitnick is with Facebook AI Research.
• D. Batra and D. Parikh are with Georgia Institute of Technology.

Does it appear to be rainy? 
Does this person have 20/20 vision? 

Is this person expecting company? 
What is just under the tree? 

How many slices of pizza are there? 
Is this a vegetarian pizza? 

What color are her eyes? 
What is the mustache made of? 

Fig. 1: Examples of free-form, open-ended questions collected for
images via Amazon Mechanical Turk. Note that commonsense
knowledge is needed along with a visual understanding of the scene
to answer many questions.

many bikes are there?”), activity recognition (e.g., “Is this man
crying?”), knowledge base reasoning (e.g., “Is this a vegetarian
pizza?”), and commonsense reasoning (e.g., “Does this person
have 20/20 vision?”, “Is this person expecting company?”).
VQA [19], [36], [50], [3] is also amenable to automatic
quantitative evaluation, making it possible to effectively track
progress on this task. While the answer to many questions is
simply “yes” or “no”, the process for determining a correct
answer is typically far from trivial (e.g. in Fig. 1, “Does this
person have 20/20 vision?”). Moreover, since questions about
images often tend to seek specific information, simple one-
to-three word answers are sufficient for many questions. In
such scenarios, we can easily evaluate a proposed algorithm
by the number of questions it answers correctly. In this paper,
we present both an open-ended answering task and a multiple-
choice task [45], [33]. Unlike the open-ended task that requires
a free-form response, the multiple-choice task only requires an
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Simple VQA Baseline 

[Agrawal et al., 2015] 
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Convolution Layer
+ Non-Linearity

Pooling Layer
Convolution Layer

+ Non-Linearity Pooling  Layer
Fully-Connected MLP

4096 output units from last hidden layer
(VGGNet, Normalized)

͞,Žǁ����ŵĂŶǇ� horses   are      in      this    ŝŵĂŐĞ͍͟

2×2×512 LSTM

Fully-Connected
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Fully-Connected
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Softmax

͞Ϯ͟

1024
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Fig. 8: Our best performing model (deeper LSTM Q + norm I). This model uses a two layer LSTM to encode the questions and the last
hidden layer of VGGNet [46] to encode the images. The image features are then `2 normalized. Both the question and image features are
transformed to a common space and fused via element-wise multiplication, which is then passed through a fully connected layer followed
by a softmax layer to obtain a distribution over answers.

Open-Ended Multiple-Choice

All Yes/No Number Other All Yes/No Number Other

prior (“yes”) 29.66 70.81 00.39 01.15 29.66 70.81 00.39 01.15
per Q-type prior 37.54 71.03 35.77 09.38 39.45 71.02 35.86 13.34
nearest neighbor 42.70 71.89 24.36 21.94 48.49 71.94 26.00 33.56
BoW Q 48.09 75.66 36.70 27.14 53.68 75.71 37.05 38.64
I 28.13 64.01 00.42 03.77 30.53 69.87 00.45 03.76
BoW Q + I 52.64 75.55 33.67 37.37 58.97 75.59 34.35 50.33
LSTM Q 48.76 78.20 35.68 26.59 54.75 78.22 36.82 38.78
LSTM Q + I 53.74 78.94 35.24 36.42 57.17 78.95 35.80 43.41
deeper LSTM Q 50.39 78.41 34.68 30.03 55.88 78.45 35.91 41.13
deeper LSTM Q + norm I 57.75 80.50 36.77 43.08 62.70 80.52 38.22 53.01

Caption 26.70 65.50 02.03 03.86 28.29 69.79 02.06 03.82
BoW Q + C 54.70 75.82 40.12 42.56 59.85 75.89 41.16 52.53

TABLE 2: Accuracy of our methods for the open-ended and multiple-
choice tasks on the VQA test-dev for real images. Q = Question, I
= Image, C = Caption. (Caption and BoW Q + C results are on val).
See text for details.

Interestingly, the language-alone methods (per Q-type prior,
BoW Q, LSTM Q) that ignore the image perform surprisingly
well, with BoW Q achieving 48.09% on open-ended (53.68%
on multiple-choice) and LSTM Q achieving 48.76% on open-
ended (54.75% on multiple-choice); both outperforming the
nearest neighbor baseline (open-ended: 42.70%, multiple-
choice: 48.49%). Our quantitative results and analyses suggest
that this might be due to the language-model exploiting subtle
statistical priors about the question types (e.g. “What color is
the banana?” can be answered with “yellow” without looking
at the image). For a detailed discussion of the subtle biases in
the questions, please see [54].
The accuracy of our best model (deeper LSTM Q + norm
I (Fig. 8), selected using VQA test-dev accuracies) on VQA
test-standard is 58.16% (open-ended) / 63.09%
(multiple-choice). We can see that our model is able to
significantly outperform both the vision-alone and language-
alone baselines. As a general trend, results on multiple-choice
are better than open-ended. All methods are significantly worse
than human performance.

To gain further insights into these results, we computed
accuracies by question type in Table 3. Interestingly, for
question types that require more reasoning, such as “Is the” or
“How many”, the scene-level image features do not provide
any additional information. However, for questions that can
be answered using scene-level information, such as “What
sport,” we do see an improvement. Similarly, for questions
whose answer may be contained in a generic caption we see
improvement, such as “What animal”. For all question types,
the results are worse than human accuracies.
We also analyzed the accuracies of our best model (deeper
LSTM Q + norm I) on a subset of questions with certain
specific (ground truth) answers. In Fig. 9, we show the average
accuracy of the model on questions with 50 most frequent
ground truth answers on the VQA validation set (plot is
sorted by accuracy, not frequency). We can see that the model
performs well for answers that are common visual objects
such as “wii”, “tennis”, “bathroom” while the performance
is somewhat underwhelming for counts (e.g., “2”, “1”, “3”),
and particularly poor for higher counts (e.g., “5”, “6”, “10”,
“8”, “7”).
In Fig. 10, we show the distribution of 50 most frequently
predicted answers when the system is correct on the VQA
validation set (plot is sorted by prediction frequency, not
accuracy). In this analysis, “system is correct” implies that
it has VQA accuracy 1.0 (see section 3 for accuracy metric).
We can see that the frequent ground truth answers (e.g., “yes”,
“no”, “2”, “white”, “red”, “blue”, “1”, “green”) are more
frequently predicted than others when the model is correct.
Finally, evaluating our best model (deeper LSTM Q + norm
I) on the validation questions for which we have age annota-
tions (how old a human needs to be to answer the question
correctly), we estimate that our model performs as well as
a 4.74 year old child! The average age required on the
same set of questions is 8.98. Evaluating the same model
on the validation questions for which we have commonsense
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Figure 1: Flowchart of our proposed hierarchical co-attention model. Given a question, we extract its word
level, phrase level and question level embeddings. At each level, we apply co-attention on both the image and
question. The final answer prediction is based on all the co-attended image and question features.

Specifically, we convolve word representations with temporal filters of varying support, and then
combine the various n-gram responses by pooling them into a single phrase level representation. At
the question level, we use recurrent neural networks to encode the entire question. For each level
of the question representation in this hierarchy, we construct joint question and image co-attention
maps, which are then combined recursively to ultimately predict a distribution over the answers.

Overall, the main contributions of our work are:

• We propose a novel co-attention mechanism for VQA that jointly performs question-guided
visual attention and image-guided question attention. We explore this mechanism with two
strategies, parallel and alternating co-attention, which are described in Sec. 3.3;

• We propose a hierarchical architecture to represent the question, and consequently construct
image-question co-attention maps at 3 different levels: word level, phrase level and question
level. These co-attended features are then recursively combined from word level to question
level for the final answer prediction;

• At the phrase level, we propose a novel convolution-pooling strategy to adaptively select the
phrase sizes whose representations are passed to the question level representation;

• Finally, we evaluate our proposed model on two large datasets, VQA [2] and COCO-QA [17].
We also perform ablation studies to quantify the roles of different components in our model.

2 Related Work

Many recent works [2, 7, 13, 16, 17, 27, 12, 6] have proposed models for VQA. We compare and
relate our proposed co-attention mechanism to other vision and language attention mechanisms in
literature.

Image attention. Instead of directly using the holistic entire-image embedding from the fully
connected layer of a deep CNN (as in [2, 15–17]), a number of recent works have explored image
attention models for VQA. Zhu et al. [28] add spatial attention to the standard LSTM model for
pointing and grounded QA. Andreas et al. [1] propose a compositional scheme that consists of a
language parser and a number of neural modules networks. The language parser predicts which neural
module network should be instantiated to answer the question. Some other works perform image
attention multiple times in a stacked manner. In [25], the authors propose a stacked attention network,
which runs multiple hops to infer the answer progressively. To capture fine-grained information from
the question, Xu et al. [24] propose a multi-hop image attention scheme. It aligns words to image
patches in the first hop, and then refers to the entire question for obtaining image attention maps in
the second hop. In [20], the authors generate image regions with object proposals and then select the
regions relevant to the question and answer choice. Xiong et al. [23] augments dynamic memory
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Figure 2: (a) Parallel co-attention mechanism; (b) Alternating co-attention mechanism.

3.3 Co-Attention

We propose two co-attention mechanisms that differ in the order in which image and question
attention maps are generated. The first mechanism, which we call parallel co-attention, generates
image and question attention simultaneously. The second mechanism, which we call alternating
co-attention, sequentially alternates between generating image and question attentions. See Fig. 2.
These co-attention mechanisms are executed at all three levels of the question hierarchy.

Parallel Co-Attention. Parallel co-attention attends to the image and question simultaneously.
Similar to [24], we connect the image and question by calculating the similarity between image and
question features at all pairs of image-locations and question-locations. Specifically, given an image
feature map V 2 Rd⇥N , and the question representation Q 2 Rd⇥T , the affinity matrix C 2 RT⇥N

is calculated by
C = tanh(QTW

b

V ) (3)

where W
b

2 Rd⇥d contains the weights. After computing this affinity matrix, one possible way of
computing the image (or question) attention is to simply maximize out the affinity over the locations
of other modality, i.e. av

[n] = max

i

(C
i,n

) and aq

[t] = max

j

(C
t,j

). Instead of choosing the max
activation, we find that performance is improved if we consider this affinity matrix as a feature and
learn to predict image and question attention maps via the following

Hv

= tanh(W
v

V + (W
q

Q)C), Hq

= tanh(W
q

Q+ (W
v

V )CT

)

av

= softmax(wT

hv

Hv

), aq

= softmax(wT

hq

Hq

)

(4)

where W
v

,W
q

2 Rk⇥d, w
hv

,w
hq

2 Rk are the weight parameters. av 2 RN and aq 2 RT are
the attention probabilities of each image region v

n

and word q
t

respectively. The affinity matrix C
transforms question attention space to image attention space (vice versa for CT ). Based on the above
attention weights, the image and question attention vectors are calculated as the weighted sum of the
image features and question features, i.e.,

ˆv =

NX

n=1

av
n

v
n

, ˆq =

TX

t=1

aq
t

q
t

(5)

The parallel co-attention is done at each level in the hierarchy, leading to ˆvr and ˆqr where r 2
{w, p, s}.

Alternating Co-Attention. In this attention mechanism, we sequentially alternate between gen-
erating image and question attention. Briefly, this consists of three steps (marked in Fig. 2b): 1)
summarize the question into a single vector q; 2) attend to the image based on the question summary
q; 3) attend to the question based on the attended image feature.

Concretely, we define an attention operation ˆx = A(X; g), which takes the image (or question)
features X and attention guidance g derived from question (or image) as inputs, and outputs the
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Figure 4: Visualization of image and question co-attention maps on the COCO-QA dataset. From left to right:
original image and question pairs, word level co-attention maps, phrase level co-attention maps and question
level co-attention maps. For visualization, both image and question attentions are scaled (from red:high to
blue:low). Best viewed in color.

image attention has different patterns across images. For the first two images, the attention transfers
from objects to background regions. For the third image, the attention becomes more focused on
the objects. We suspect that this is caused by the different question types. On the question side,
our model is capable of localizing the key phrases in the question, thus essentially discovering the
question types in the dataset. For example, our model pays attention to the phrases “what color” and
“how many snowboarders”. Our model successfully attends to the regions in images and phrases in the
questions appropriate for answering the question, e.g., “color of the bird” and bird region. Because
our model performs co-attention at three levels, it often captures complementary information from
each level, and then combines them to predict the answer.

5 Conclusion
In this paper, we proposed a hierarchical co-attention model for visual question answering. Co-
attention allows our model to attend to different regions of the image as well as different fragments
of the question. We model the question hierarchically at three levels to capture information from
different granularities. The ablation studies further demonstrate the roles of co-attention and question
hierarchy in our final performance. Through visualizations, we can see that our model co-attends
to interpretable regions of images and questions for predicting the answer. Though our model was
evaluated on visual question answering, it can be potentially applied to other tasks involving vision
and language.
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Abstract

Modeling textual or visual information with
vector representations trained from large lan-
guage or visual datasets has been successfully
explored in recent years. However, tasks such
as visual question answering require combin-
ing these vector representations with each other.
Approaches to multimodal pooling include
element-wise product or sum, as well as con-
catenation of the visual and textual represen-
tations. We hypothesize that these methods
are not as expressive as an outer product of
the visual and textual vectors. As the outer
product is typically infeasible due to its high
dimensionality, we instead propose utilizing
Multimodal Compact Bilinear pooling (MCB)
to efficiently and expressively combine multi-
modal features. We extensively evaluate MCB
on the visual question answering and ground-
ing tasks. We consistently show the benefit of
MCB over ablations without MCB. For visual
question answering, we present an architec-
ture which uses MCB twice, once for predict-
ing attention over spatial features and again
to combine the attended representation with
the question representation. This model out-
performs the state-of-the-art on the Visual7W
dataset and the VQA challenge.

1 Introduction

Representation learning for text and images has been
extensively studied in recent years. Recurrent neural
networks (RNNs) are often used to represent sen-
tences or phrases (Sutskever et al., 2014; Kiros et al.,

* indicates equal contribution
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Figure 1: Multimodal Compact Bilinear Pooling for
visual question answering.

2015), and convolutional neural networks (CNNs)
have shown to work best to represent images (Don-
ahue et al., 2013; He et al., 2015). For tasks such as
visual question answering (VQA) and visual ground-
ing, most approaches require joining the represen-
tation of both modalities. For combining the two
vector representations (multimodal pooling), current
approaches in VQA or grounding rely on concatenat-
ing vectors or applying element-wise sum or product.
While this generates a joint representation, it might
not be expressive enough to fully capture the complex
associations between the two different modalities.

In this paper, we propose to rely on Multimodal
Compact Bilinear pooling (MCB) to get a joint repre-
sentation. Bilinear pooling computes the outer prod-
uct between two vectors, which allows, in contrast
to element-wise product, a multiplicative interaction
between all elements of both vectors. Bilinear pool-
ing models (Tenenbaum and Freeman, 2000) have
recently been shown to be beneficial for fine-grained
classification for vision only tasks (Lin et al., 2015).
However, given their high dimensionality (n2), bi-
linear pooling has so far not been widely used. In
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Figure 3: Our architecture for VQA: Multimodal Compact Bilinear (MCB) with Attention. Conv implies
convolutional layers and FC implies fully connected layers. For details see Sec. 3.2.

where ⇤ is the convolution operator. Additionally, the
convolution theorem states that convolution in the
time domain is equivalent to element-wise product
in the frequency domain. The convolution x

0 ⇤ q0 can
be rewritten as FFT�1

(FFT(x0) � FFT(q0)), where
� refers to element-wise product. These ideas are
summarized in Figure 2 and formalized in Algorithm
1, which is based on the Tensor Sketch algorithm of
Pham and Pagh (2013). We invoke the algorithm with
v1 = x and v2 = q. We note that this easily extends
and remains efficient for more than two multi-modal
inputs as the combination happens as element-wise
product.

3.2 Architectures for VQA

In VQA, the input to the model is an image and a
question, and the goal is to answer the question. Our
model extracts representations for the image and the
question, pools the vectors using MCB, and arrives
at the answer by treating the problem as a multi-class
classification problem with 3,000 possible classes.

We extract image features using a 152-layer Resid-
ual Network (He et al., 2015) that is pretrained on
ImageNet data (Deng et al., 2009). Images are re-
sized to 448⇥448, and we use the output of the layer
(“pool5”) before the 1000-way classifier. We then
perform L2 normalization on the 2048-D vector.

Input questions are first tokenized into words, and
the words are one-hot encoded and passed through
a learned embedding layer. The tanh nonlinearity
is used after the embedding. The embedding layer
is followed by a 2-layer LSTM with 1024 units in
each layer. The outputs of each LSTM layer are
concatenated to form a 2048-D vector.

The two vectors are then passed through MCB.
The MCB is followed by an element-wise signed
square-root and L2 normalization. After MCB pool-
ing, a fully connected layer connects the resulting
16,000-D multimodal representation to the 3,000 top
answers.

Attention. To incorporate spatial information, we
use soft attention on our MCB pooling method. Ex-
plored by (Xu et al., 2015) for image captioning and
by (Xu and Saenko, 2016) and (Yang et al., 2015)
for VQA, the soft attention mechanism can be easily
integrated in our model.

For each spatial grid location in the visual rep-
resentation (i.e. last convolutional layer of ResNet
[res5c], last convolutional layer of VGG [conv5]),
we use MCB pooling to merge the slice of the visual
feature with the language representation. As depicted
in Figure 3, after the pooling we use two convolu-
tional layers to predict the attention weight for each
grid location. We apply softmax to produce a nor-
malized soft attention map. We then take a weighted
sum of the spatial vectors using the attention map to
create the attended visual representation. We also ex-
periment with generating multiple attention maps to
allow the model to make multiple “glimpses” which
are concatenated before being merged with the lan-
guage representation through another MCB pooling
for prediction. Predicting attention maps with MCB
pooling allows the model to effectively learn how to
attend to salient locations based on both the visual
and language representations.

Answer Encoding. For VQA with multiple
choices, we can additionally embed the answers. We

[Fukui et al., 2016] 



Results 
Test-dev Test-standard

Open Ended MC Open Ended MC

Y/N No. Other All All Y/N No. Other All All

MCB 81.2 35.1 49.3 60.8 65.4 - - - - -
MCB + Genome 81.7 36.6 51.5 62.3 66.4 - - - - -
MCB + Att. 82.2 37.7 54.8 64.2 68.6 - - - - -
MCB + Att. + GloVe 82.5 37.6 55.6 64.7 69.1 - - - - -
MCB + Att. + Genome 81.7 38.2 57.0 65.1 69.5 - - - - -
MCB + Att. + GloVe + Genome 82.3 37.2 57.4 65.4 69.9 - - - - -
Ensemble of 7 Att. models 83.4 39.8 58.5 66.7 70.2 83.2 39.5 58.0 66.5 70.1

Naver Labs (challenge 2nd) 83.5 39.8 54.8 64.9 69.4 83.3 38.7 54.6 64.8 69.3
HieCoAtt (Lu et al., 2016) 79.7 38.7 51.7 61.8 65.8 - - - 62.1 66.1
DMN+ (Xiong et al., 2016) 80.5 36.8 48.3 60.3 - - - - 60.4 -
FDA (Ilievski et al., 2016) 81.1 36.2 45.8 59.2 - - - - 59.5 -
D-NMN (Andreas et al., 2016a) 81.1 38.6 45.5 59.4 - - - - 59.4 -
AMA (Wu et al., 2016) 81.0 38.4 45.2 59.2 - 81.1 37.1 45.8 59.4 -
SAN (Yang et al., 2015) 79.3 36.6 46.1 58.7 - - - - 58.9 -
NMN (Andreas et al., 2016b) 81.2 38.0 44.0 58.6 - 81.2 37.7 44.0 58.7 -
AYN (Malinowski et al., 2016) 78.4 36.4 46.3 58.4 - 78.2 36.3 46.3 58.4 -
SMem (Xu and Saenko, 2016) 80.9 37.3 43.1 58.0 - 80.9 37.5 43.5 58.2 -
VQA team (Antol et al., 2015) 80.5 36.8 43.1 57.8 62.7 80.6 36.5 43.7 58.2 63.1
DPPnet (Noh et al., 2015) 80.7 37.2 41.7 57.2 - 80.3 36.9 42.2 57.4 -
iBOWIMG (Zhou et al., 2015) 76.5 35.0 42.6 55.7 - 76.8 35.0 42.6 55.9 62.0

Table 4: Open-ended and multiple-choice (MC) results on VQA test set (trained on train+val set) compared
with state-of-the-art: accuracy in %. See Sec. 4.4.

linear pooling has no impact on accuracy compared
to full bilinear pooling. Section 3 in Table 1 demon-
strates that the MCB brings improvements regardless
of the image CNN used. We primarily use ResNet-
152 in this paper, but MCB also improves perfor-
mance if VGG-19 is used. Section 4 in Table 1 shows
that our soft attention model works best with MCB
pooling. In fact, attending to the Concatenation + FC
layer has the same performance as not using attention
at all, while attending to the MCB layer improves
performance by 2.67 points.

Table 2 compares different values of d, the output
dimensionality of the multimodal compact bilinear
feature. Approximating the bilinear feature with a
16,000-D vector yields the highest accuracy.

We also evaluated models with multiple atten-
tion maps or channels. One attenion map achieves
64.67%, two 65.08% and four 64.24% accuracy
(trained on train+val). Visual inspection of the gen-

erated attention maps reveals that an ensembling or
smoothing effect occurs when using multiple maps.

Table 3 presents results for the Visual7W multiple-
choice QA task. The MCB with attention model out-
performs the previous state-of-the-art by 7.9 points
overall and performs better in almost every category.

4.4 Comparison to State-of-the-Art

Table 4 compares our approach with the state-of-the-
art on VQA test set. Our best single model uses
MCB pooling with two attention maps. Additionally,
we augment our training data with images and QA
pairs from the Visual Genome dataset. We also con-
catenate the learned word embedding with pretrained
GloVe vectors (Pennington et al., 2014).

Each model in our ensemble of 7 models uses
MCB with attention. Some of the models were
trained with data from Visual Genome, and some
were trained with two attention maps. This ensem-

[Fukui et al., 2016] 
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Abstract

Problems at the intersection of vision and language
are of significant importance both as challenging research
questions and for the rich set of applications they enable.
However, inherent structure in our world and bias in our
language tend to be a simpler signal for learning than vi-
sual modalities, resulting in models that ignore visual infor-
mation, leading to an inflated sense of their capability.

We propose to counter these language priors for the task
of Visual Question Answering (VQA) and make vision (the V
in VQA) matter! Specifically, we balance the popular VQA
dataset [3] by collecting complementary images such that
every question in our balanced dataset is associated with
not just a single image, but rather a pair of similar images
that result in two different answers to the question. Our
dataset is by construction more balanced than the origi-
nal VQA dataset and has approximately twice the number
of image-question pairs. Our complete balanced dataset
is publicly available at http://visualqa.org/ as
part of the 2nd iteration of the Visual Question Answering
Dataset and Challenge (VQA v2.0).

We further benchmark a number of state-of-art VQA
models on our balanced dataset. All models perform sig-
nificantly worse on our balanced dataset, suggesting that
these models have indeed learned to exploit language pri-
ors. This finding provides the first concrete empirical evi-
dence for what seems to be a qualitative sense among prac-
titioners.

Finally, our data collection protocol for identifying com-
plementary images enables us to develop a novel inter-
pretable model, which in addition to providing an answer
to the given (image, question) pair, also provides a counter-
example based explanation. Specifically, it identifies an im-
age that is similar to the original image, but it believes has
a different answer to the same question. This can help in
building trust for machines among their users.

⇤The first two authors contributed equally.

Who is wearing glasses? Where is the child sitting?

Is the umbrella upside down? How many children are in the bed?

womanman armsfridge

noyes 12

Figure 1: Examples from our balanced VQA dataset.

1. Introduction
Language and vision problems such as image caption-

ing [8, 4, 7, 19, 40, 21, 28] and visual question answering
(VQA) [3, 26, 27, 10, 31] have gained popularity in recent
years as the computer vision research community is pro-
gressing beyond “bucketed” recognition and towards solv-
ing multi-modal problems.

The complex compositional structure of language makes
problems at the intersection of vision and language chal-
lenging. But recent works [6, 47, 49, 16, 18, 1] have pointed
out that language also provides a strong prior that can re-
sult in good superficial performance, without the underlying
models truly understanding the visual content.

This phenomenon has been observed in image caption-
ing [6] as well as visual question answering [47, 49, 16, 18,
1]. For instance, in the VQA [3] dataset, the most com-
mon sport answer “tennis” is the correct answer for 41%
of the questions starting with “What sport is”, and “2” is
the correct answer for 39% of the questions starting with
“How many”. Moreover, Zhang et al. [47] points out a par-
ticular ‘visual priming bias’ in the VQA dataset – specifi-
cally, subjects saw an image while asking questions about it.
Thus, people only ask the question “Is there a clock tower
in the picture?” on images actually containing clock tow-
ers. As one particularly perverse example – for questions

1
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Results 

dataset (⇠twice the size of original dataset), the accuracy
improves by 2-3% (compare BhalfB to BB). This increase
in accuracy suggests that current VQA models are data
starved, and would benefit from even larger VQA datasets.

As the absolute numbers in the table suggest, there is
significant room for improvement in building visual under-
standing models that can extract detailed information from
images and leverage this information to answer free-form
natural language questions about images accurately. As ex-
pected from the construction of this balanced dataset, the
question-only approach performs significantly worse on the
balanced dataset compared to the unbalanced dataset, again
confirming the language-bias in the original VQA dataset,
and its successful alleviation (though not elimination) in our
proposed balanced dataset.

Note that in addition to the lack of language bias, visual
reasoning is also challenging on the balanced dataset since
there are pairs of images very similar to each other in im-
age representations learned by CNNs, but with different an-
swers to the same question. To be successful, VQA models
need to understand the subtle differences in these images.

The paired construction of our dataset allows us to an-
alyze the performance of VQA models in unique ways.
Given the prediction of a VQA model, we can count the
number of questions where both complementary images
(I ,I 0) received correct answer predictions for the corre-
sponding question Q, or both received identical (correct
or incorrect) answer predictions, or both received different
answer predictions. For the HieCoAtt [25] model, when
trained on the unbalanced dataset, 13.5% of the pairs were
answered correctly, 59.9% of the pairs had identical pre-
dictions, and 40.1% of the pairs had different predictions.
In comparison, when trained on balanced dataset, the same
model answered 17.7% of the pairs correctly, a 4.2% in-
crease in performance! Moreover, it predicts identical an-
swers for 10.5% fewer pairs (49.4%). This shows that by
training on balanced dataset, this VQA model has learned
to tell the difference between two otherwise similar images.
However, significant room for improvement remains. The
VQA model still can not tell the difference between two im-
ages that have a noticeable difference – a difference enough
to result in the two images having different ground truth an-
swers for the same question asked by humans.

To benchmark models on VQA v2.0 dataset, we also
train these models on VQA v2.0 train+val and report re-
sults on VQA v2.0 test-standard in Table 2. Papers report-
ing results on VQA v2.0 dataset are suggested to report test-
standard accuracies and compare their methods’ accuracies
with accuracies reported in Table 2.

Analysis of Accuracies for Different Answer Types:
We further analyze the accuracy breakdown over answer
types for Multimodal Compact Bilinear Pooling (MCB) [9]
and Hierarchical Co-attention (HieCoAtt) [25] models.

Approach All Yes/No Number Other

Prior 25.98 61.20 00.36 01.17
Language-only 44.26 67.01 31.55 27.37
d-LSTM+n-I [24] 54.22 73.46 35.18 41.83
MCB [9] 62.27 78.82 38.28 53.36

Table 2: Performance of VQA models when trained on
VQA v2.0 train+val and tested on VQA v2.0 test-standard
dataset.

Approach Ans Type UU UB BhalfB BB

MCB [9]

Yes/No 81.20 70.40 74.89 77.37
Number 34.80 31.61 34.69 36.66
Other 51.19 47.90 47.43 51.23
All 60.36 54.22 56.08 59.14

HieCoAtt [25]

Yes/No 79.99 67.62 70.93 71.80
Number 34.83 32.12 34.07 36.53
Other 45.55 41.96 42.11 46.25
All 57.09 50.31 51.88 54.57

Table 3: Accuracy breakdown over answer types achieved
by MCB [9] and HieCoAtt [25] models when trained/tested
on unbalanced/balanced VQA datasets. UB stands for
training on Unbalanced train and testing on Balanced val
datasets. UU, BhalfB and BB are defined analogously.

The results are shown in Table 3. First, we immedi-
ately notice that the accuracy for the answer-type “yes/no”
drops significantly from UU to UB (⇠10.8% for MCB and
⇠12.4% for HieCoAtt). This suggests that these VQA mod-
els are really exploiting language biases for “yes/no” type
questions, which leads to high accuracy on unbalanced val
set because the unbalanced val set also contains these bi-
ases. But performance drops significantly when tested on
the balanced val set which has significantly reduced biases.

Second, we note that for both the state-of-art VQA mod-
els, the largest source of improvement from UB to BhalfB
is the “yes/no” answer-type (⇠4.5% for MCB and ⇠3% for
HieCoAtt) and the “number” answer-type (⇠3% for MCB
and ⇠2% for HieCoAtt).

This trend is particularly interesting since the “yes/no”
and “number” answer-types are the ones where existing ap-
proaches have shown minimal improvements. For instance,
in the results announced at the VQA Real Open Ended
Challenge 20162, the accuracy gap between the top-4 ap-
proaches is a mere 0.15% in “yes/no” answer-type cate-
gory (and a gap of 3.48% among the top-10 approaches).
Similarly, “number” answer-type accuracies only vary by

2
http://visualqa.org/challenge.html
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Abstract
We introduce the task of Visual Dialog, which requires an
AI agent to hold a meaningful dialog with humans in natu-
ral, conversational language about visual content. Specifi-
cally, given an image, a dialog history, and a question about
the image, the agent has to ground the question in image,
infer context from history, and answer the question accu-
rately. Visual Dialog is disentangled enough from a specific
downstream task so as to serve as a general test of ma-
chine intelligence, while being grounded in vision enough
to allow objective evaluation of individual responses and
benchmark progress. We develop a novel two-person chat
data-collection protocol to curate a large-scale Visual Di-
alog dataset (VisDial). VisDial v0.9 has been released and
contains 1 dialog with 10 question-answer pairs on ⇠120k
images from COCO, with a total of ⇠1.2M dialog question-
answer pairs.
We introduce a family of neural encoder-decoder models for
Visual Dialog with 3 encoders – Late Fusion, Hierarchi-
cal Recurrent Encoder and Memory Network – and 2 de-
coders (generative and discriminative), which outperform a
number of sophisticated baselines. We propose a retrieval-
based evaluation protocol for Visual Dialog where the AI
agent is asked to sort a set of candidate answers and eval-
uated on metrics such as mean-reciprocal-rank of human
response. We quantify gap between machine and human
performance on the Visual Dialog task via human studies.
Putting it all together, we demonstrate the first ‘visual chat-
bot’! Our dataset, code, trained models and visual chatbot
are available on https://visualdialog.org.

1. Introduction

We are witnessing unprecedented advances in computer vi-
sion (CV) and artificial intelligence (AI) – from ‘low-level’
AI tasks such as image classification [20], scene recogni-

*Work done while KG and AS were interns at Virginia Tech.

Figure 1: We introduce a new AI task – Visual Dialog, where an AI
agent must hold a dialog with a human about visual content. We
introduce a large-scale dataset (VisDial), an evaluation protocol,
and novel encoder-decoder models for this task.

tion [63], object detection [34] – to ‘high-level’ AI tasks
such as learning to play Atari video games [42] and Go [55],
answering reading comprehension questions by understand-
ing short stories [21, 65], and even answering questions
about images [6, 39, 49, 71] and videos [57, 58]!
What lies next for AI? We believe that the next genera-
tion of visual intelligence systems will need to posses the
ability to hold a meaningful dialog with humans in natural
language about visual content. Applications include:
• Aiding visually impaired users in understanding their sur-

roundings [7] or social media content [66] (AI: ‘John just
uploaded a picture from his vacation in Hawaii’, Human:
‘Great, is he at the beach?’, AI: ‘No, on a mountain’).

• Aiding analysts in making decisions based on large quan-
tities of surveillance data (Human: ‘Did anyone enter this
room last week?’, AI: ‘Yes, 27 instances logged on cam-
era’, Human: ‘Were any of them carrying a black bag?’),
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Demo 
• http://visualchatbot.cloudcv.org/ 
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Visual Dialog vs VQA 

Figure 2: Differences between image captioning, Visual Question
Answering (VQA) and Visual Dialog. Two (partial) dialogs are
shown from our VisDial dataset, which is curated from a live chat
between two Amazon Mechanical Turk workers (Sec. 3).

• Interacting with an AI assistant (Human: ‘Alexa – can
you see the baby in the baby monitor?’, AI: ‘Yes, I can’,
Human: ‘Is he sleeping or playing?’).

• Robotics applications (e.g. search and rescue missions)
where the operator may be ‘situationally blind’ and oper-
ating via language [40] (Human: ‘Is there smoke in any
room around you?’, AI: ‘Yes, in one room’, Human: ‘Go
there and look for people’).

Despite rapid progress at the intersection of vision and lan-
guage – in particular, in image captioning and visual ques-
tion answering (VQA) – it is clear that we are far from this
grand goal of an AI agent that can ‘see’ and ‘communicate’.
In captioning, the human-machine interaction consists of
the machine simply talking at the human (‘Two people are
in a wheelchair and one is holding a racket’), with no dia-
log or input from the human. While VQA takes a significant
step towards human-machine interaction, it still represents
only a single round of a dialog – unlike in human conver-
sations, there is no scope for follow-up questions, no mem-
ory in the system of previous questions asked by the user
nor consistency with respect to previous answers provided
by the system (Q: ‘How many people on wheelchairs?’, A:
‘Two’; Q: ‘How many wheelchairs?’, A: ‘One’).
As a step towards conversational visual AI, we introduce
a novel task – Visual Dialog – along with a large-scale
dataset, an evaluation protocol, and novel deep models.
Task Definition. The concrete task in Visual Dialog is the
following – given an image I , a history of a dialog con-
sisting of a sequence of question-answer pairs (Q1: ‘How
many people are in wheelchairs?’, A1: ‘Two’, Q2: ‘What
are their genders?’, A2: ‘One male and one female’), and
a natural language follow-up question (Q3: ‘Which one is
holding a racket?’), the task for the machine is to answer the
question in free-form natural language (A3: ‘The woman’).
This task is the visual analogue of the Turing Test.
Consider the Visual Dialog examples in Fig. 2. The ques-
tion ‘What is the gender of the one in the white shirt?’
requires the machine to selectively focus and direct atten-

tion to a relevant region. ‘What is she doing?’ requires
co-reference resolution (whom does the pronoun ‘she’ re-
fer to?), ‘Is that a man to her right?’ further requires the
machine to have visual memory (which object in the im-
age were we talking about?). Such systems also need to
be consistent with their outputs – ‘How many people are
in wheelchairs?’, ‘Two’, ‘What are their genders?’, ‘One
male and one female’ – note that the number of genders be-
ing specified should add up to two. Such difficulties make
the problem a highly interesting and challenging one.
Why do we talk to machines? Prior work in language-only
(non-visual) dialog can be arranged on a spectrum with the
following two end-points:
goal-driven dialog (e.g. booking a flight for a user)  !
goal-free dialog (or casual ‘chit-chat’ with chatbots).
The two ends have vastly differing purposes and conflicting
evaluation criteria. Goal-driven dialog is typically evalu-
ated on task-completion rate (how frequently was the user
able to book their flight) or time to task completion [14,44]
– clearly, the shorter the dialog the better. In contrast, for
chit-chat, the longer the user engagement and interaction,
the better. For instance, the goal of the 2017 $2.5 Million
Amazon Alexa Prize is to “create a socialbot that converses
coherently and engagingly with humans on popular topics
for 20 minutes.”
We believe our instantiation of Visual Dialog hits a sweet
spot on this spectrum. It is disentangled enough from a
specific downstream task so as to serve as a general test of
machine intelligence, while being grounded enough in vi-
sion to allow objective evaluation of individual responses
and benchmark progress. The former discourages task-
engineered bots for ‘slot filling’ [30] and the latter discour-
ages bots that put on a personality to avoid answering ques-
tions while keeping the user engaged [64].
Contributions. We make the following contributions:
• We propose a new AI task: Visual Dialog, where a ma-

chine must hold dialog with a human about visual content.
• We develop a novel two-person chat data-collection pro-

tocol to curate a large-scale Visual Dialog dataset (Vis-
Dial). Upon completion1, VisDial will contain 1 dialog
each (with 10 question-answer pairs) on ⇠140k images
from the COCO dataset [32], for a total of ⇠1.4M dialog
question-answer pairs. When compared to VQA [6], Vis-
Dial studies a significantly richer task (dialog), overcomes
a ‘visual priming bias’ in VQA (in VisDial, the questioner
does not see the image), contains free-form longer an-
swers, and is an order of magnitude larger.

1VisDial data on COCO-train (⇠83k images) and COCO-
val (⇠40k images) is already available for download at https://

visualdialog.org. Since dialog history contains the ground-truth cap-
tion, we will not be collecting dialog data on COCO-test. Instead,
we will collect dialog data on 20k extra images from COCO distribution
(which will be provided to us by the COCO team) for our test set.

2
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Results 
pute inner product of question vector with each history
vector to get scores over previous rounds, which are fed to
a softmax to get attention-over-history probabilities. Con-
vex combination of history vectors using these attention
probabilities gives us the ‘context vector’, which is passed
through an fc-layer and added to the question vectorto con-
struct the MN encoding. In the language of Memory Net-
work [9], this is a ‘1-hop’ encoding.

We use a ‘[encoder]-[input]-[decoder]’ convention to refer
to model-input combinations. For example, ‘LF-QI-D’ has
a Late Fusion encoder with question+image inputs (no his-
tory), and a discriminative decoder. Implementation details
about the models can be found in the supplement.

6. Experiments

Splits. VisDial v0.9 contains 83k dialogs on COCO-train
and 40k on COCO-val images. We split the 83k into 80k
for training, 3k for validation, and use the 40k as test.
Data preprocessing, hyperparameters and training details
are included in the supplement.
Baselines We compare to a number of baselines: Answer
Prior: Answer options to a test question are encoded with
an LSTM and scored by a linear classifier. This captures
ranking by frequency of answers in our training set with-
out resolving to exact string matching. NN-Q: Given a test
question, we find k nearest neighbor questions (in GloVe
space) from train, and score answer options by their mean-
similarity with these k answers. NN-QI: First, we find K
nearest neighbor questions for a test question. Then, we find
a subset of size k based on image feature similarity. Finally,
we rank options by their mean-similarity to answers to these
k questions. We use k = 20,K = 100.
Finally, we adapt several (near) state-of-art VQA models
(SAN [67], HieCoAtt [37]) to Visual Dialog. Since VQA
is posed as classification, we ‘chop’ the final VQA-answer
softmax from these models, feed these activations to our
discriminative decoder (Section 5), and train end-to-end on
VisDial. Note that our LF-QI-D model is similar to that in
[36]. Altogether, these form fairly sophisticated baselines.
Results. Tab. 5 shows results for our models and baselines
on VisDial v0.9 (evaluated on 40k from COCO-val).
A few key takeaways – 1) As expected, all learning based
models significantly outperform non-learning baselines. 2)
All discriminative models significantly outperform genera-
tive models, which as we discussed is expected since dis-
criminative models can tune to the biases in the answer
options. 3) Our best generative and discriminative mod-
els are MN-QIH-G with 0.526 MRR, and MN-QIH-D with
0.597 MRR. 4) We observe that naively incorporating his-
tory doesn’t help much (LF-Q vs. LF-QH and LF-QI vs.
LF-QIH) or can even hurt a little (LF-QI-G vs. LF-QIH-

Model MRR R@1 R@5 R@10 Mean
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Answer prior 0.3735 23.55 48.52 53.23 26.50
NN-Q 0.4570 35.93 54.07 60.26 18.93
NN-QI 0.4274 33.13 50.83 58.69 19.62
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>>>>>>>>>>><

>>>>>>>>>>>:

LF-Q-G 0.5048 39.78 60.58 66.33 17.89
LF-QH-G 0.5055 39.73 60.86 66.68 17.78
LF-QI-G 0.5204 42.04 61.65 67.66 16.84

LF-QIH-G 0.5199 41.83 61.78 67.59 17.07
HRE-QH-G 0.5102 40.15 61.59 67.36 17.47
HRE-QIH-G 0.5237 42.29 62.18 67.92 17.07

HREA-QIH-G 0.5242 42.28 62.33 68.17 16.79
MN-QH-G 0.5115 40.42 61.57 67.44 17.74
MN-QIH-G 0.5259 42.29 62.85 68.88 17.06
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>>>>>>>>>>>:

LF-Q-D 0.5508 41.24 70.45 79.83 7.08
LF-QH-D 0.5578 41.75 71.45 80.94 6.74
LF-QI-D 0.5759 43.33 74.27 83.68 5.87

LF-QIH-D 0.5807 43.82 74.68 84.07 5.78
HRE-QH-D 0.5695 42.70 73.25 82.97 6.11
HRE-QIH-D 0.5846 44.67 74.50 84.22 5.72

HREA-QIH-D 0.5868 44.82 74.81 84.36 5.66
MN-QH-D 0.5849 44.03 75.26 84.49 5.68
MN-QIH-D 0.5965 45.55 76.22 85.37 5.46

V
Q

A � SAN1-QI-D 0.5764 43.44 74.26 83.72 5.88
HieCoAtt-QI-D 0.5788 43.51 74.49 83.96 5.84

Table 1: Performance of methods on VisDial v0.9, measured by
mean reciprocal rank (MRR), recall@k and mean rank. Higher is
better for MRR and recall@k, while lower is better for mean rank.
Performance on VisDial v0.5 is included in the supplement.

G). However, models that better encode history (MN/HRE)
perform better than corresponding LF models with/without
history (e.g. LF-Q-D vs. MN-QH-D). 5) Models looking at
I ({LF,MN,HRE }-QIH) outperform corresponding blind
models (without I).
Human Studies. We conduct studies on AMT to quantita-
tively evaluate human performance on this task for all com-
binations of {with image, without image}⇥{with history,
without history}. We find that without image, humans per-
form better when they have access to dialog history. As
expected, this gap narrows down when they have access to
the image. Complete details can be found in supplement.

7. Conclusions

To summarize, we introduce a new AI task – Visual Dialog,
where an AI agent must hold a dialog with a human about
visual content. We develop a novel two-person chat data-
collection protocol to curate a large-scale dataset (VisDial),
propose retrieval-based evaluation protocol, and develop a
family of encoder-decoder models for Visual Dialog. We
quantify human performance on this task via human stud-
ies. Our results indicate that there is significant scope for
improvement, and we believe this task can serve as a testbed
for measuring progress towards visual intelligence.

8

[Das et al., 2017] 



Video Captioning 



Early Video Captioning 

Predicting natural language desriptions of still
images has received considerable attention, with
some of the earliest works by Aker and Gaizauskas
(2010), Farhadi et al. (2010), Yao et al. (2010), and
Kulkarni et al. (2011) amongst others. Propelled by
successes of deep learning, several groups released
record breaking results in just the past year (Don-
ahue et al., 2014; Mao et al., 2014; Karpathy et al.,
2014; Fang et al., 2014; Kiros et al., 2014; Vinyals
et al., 2014; Kuznetsova et al., 2014).

In this work, we use deep recurrent nets (RNNs),
which have recently demonstrated strong results for
machine translation tasks using Long Short Term
Memory (LSTM) RNNs (Sutskever et al., 2014; Cho
et al., 2014). In contrast to traditional statistical
MT (Koehn, 2010), RNNs naturally combine with
vector-based representations, such as those for im-
ages and video. Donahue et al. (2014) and Vinyals
et al. (2014) simultaneously proposed a multimodal
analog of this model, with an architecture which
uses a visual convnet to encode a deep state vector,
and an LSTM to decode the vector into a sentence.

Our approach to video to text generation is in-
spired by the work of Donahue et al. (2014), who
also applied a variant of their model to video-to-text
generation, but stopped short of training an end-to-
end model. Instead they converted the video to an
intermediate role representation using a CRF, then
decoded that representation into a sentence. In con-
trast, we bypass detection of high-level roles and use
the output of a deep convolutional network directly
as the state vector that is decoded into a sentence.
This avoids the need for labeling semantic roles,
which can be difficult to detect in the case of very
large vocabularies. It also allows us to first pre-train
the model on a large image and caption database,
and transfer the knowledge to the video domain
where the corpus size is smaller. While Donahue et
al. (2014) only showed results on a narrow domain
of cooking videos with a small set of pre-defined
objects and actors, we generate sentences for open-
domain YouTube videos with a vocabulary of thou-
sands of words.

3 Approach

Figure 2 depicts our model for sentence generation
from videos. Our framework is based on deep image
description models in Donahue et al. (2014);Vinyals
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Figure 2: The structure of our video description network.
We extract fc7 features for each frame, mean pool the
features across the entire video and input this at every
time step to the LSTM network. The LSTM outputs one
word at each time step, based on the video features (and
the previous word) until it picks the end-of-sentence tag.

et al. (2014) and extends them to generate sentences
describing events in videos. These models work
by first applying a feature transformation on an im-
age to generate a fixed dimensional vector represen-
tation. They then use a sequence model, specifi-
cally a Recurrent Neural Network (RNN), to “de-
code” the vector into a sentence (i.e. a sequence of
words). In this work, we apply the same principle of
“translating” a visual vector into an English sentence
and show that it works well for describing dynamic
videos as well as static images.

We identify the most likely description for a given
video by training a model to maximize the log like-
lihood of the sentence S, given the corresponding
video V and the model parameters ✓,

✓

⇤
= argmax

✓

X

(V,S)

log p(S|V ; ✓) (1)

Assuming a generative model of S that produces
each word in the sequence in order, the log proba-
bility of the sentence is given by the sum of the log
probabilities over the words and can be expressed
as:

log p(S|V ) =

NX

t=0

log p(S

wt |V, S

w1 , . . . , Swt�1)

where S

wi represents the i

th word in the sentence
and N is the total number of words. Note that we
have dropped ✓ for convenience.

A sequence model would be apt to model
p(S

wt |V, S

w1 , . . . , Swt�1), and we choose an RNN.
An RNN, parameterized by ✓, maps an input x

t

,
and the previously seen words expressed as a hid-
den state or memory, h

t�1 to an output z

t

and an

1496
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Figure 2. We propose a stack of two LSTMs that learn a representation of a sequence of frames in order to decode it into a sentence that
describes the event in the video. The top LSTM layer (colored red) models visual feature inputs. The second LSTM layer (colored green)
models language given the text input and the hidden representation of the video sequence. We use <BOS> to indicate begin-of-sentence
and <EOS> for the end-of-sentence tag. Zeros are used as a <pad> when there is no input at the time step.

loss is propagated back in time, the LSTM learns to gener-
ate an appropriate hidden state representation (h

n

) of the
input sequence. The output (z

t

) of the second LSTM layer
is used to obtain the emitted word (y). We apply a softmax
function to get the probability distribution over the words y0
in the vocabulary V :

p(y|z
t

) =

exp(W
y

z

t

)P
y

02V

exp(W
y

0
z

t

)

(5)

We note that, during the decoding phase, the visual frame
representation for the first LSTM layer is simply a vector
of zeros that acts as padding input. We require an explicit
end-of-sentence tag (<EOS>) to terminate each sentence
since this enables the model to define a distribution over
sequences of varying lengths. At test time, during each de-
coding step we choose the word y

t

with the maximum prob-
ability after the softmax (from Equation 5) until it emits the
<EOS> token.

3.3. Video and text representation

RGB frames. Similar to previous LSTM-based image cap-
tioning efforts [8, 40] and video-to-text approaches [39, 43],
we apply a convolutional neural network (CNN) to input
images and provide the output of the top layer as input to
the LSTM unit. In this work, we report results using the out-
put of the fc7 layer (after applying the ReLU non-linearity)
on the Caffe Reference Net (a variant of AlexNet) and also
the 16-layer VGG model [32]. We use CNNs that are pre-
trained on the 1.2M image ILSVRC-2012 object classifica-
tion subset of the ImageNet dataset [30] and made available
publicly via the Caffe ModelZoo.1 Each input video frame
is scaled to 256x256, and is cropped to a random 227x227

1https://github.com/BVLC/caffe/wiki/Model-Zoo

region. It is then processed by the CNN. We remove the
original last fully-connected classification layer and learn a
new linear embedding of the features to a 500 dimensional
space. The lower dimension features form the input (x

t

)
to the first LSTM layer. The weights of the embedding are
learned jointly with the LSTM layers during training.
Optical Flow. In addition to CNN outputs from raw im-
age (RGB) frames, we also incorporate optical flow mea-
sures as input sequences to our architecture. Others [24, 8]
have shown that incorporating optical flow information to
LSTMs improves activity classification. As many of our
descriptions are activity centered, we explore this option
for video description as well. We follow the approach in
[8, 9] and first extract classical variational optical flow fea-
tures [2]. We then create flow images (as seen in Figure 1)
in a manner similar to [9], by centering x and y flow values
around 128 and multiplying by a scalar such that flow values
fall between 0 and 255. We also calculate the flow magni-
tude and add it as a third channel to the flow image. We
then use a CNN [9] initialized with weights trained on the
UCF101 video dataset to classify optical flow images into
101 activity classes. The fc6 layer activations of the CNN
are embedded in a lower 500 dimensional space which is
then given as input to the LSTM. The rest of the LSTM ar-
chitecture remains unchanged for flow inputs.

In our combined model, we use a shallow fusion tech-
nique to integrate flow and RGB features. At each time
step of the decoding phase, the model proposes a set of can-
didate words. We then rescore these hypotheses with the
weighted sum of the scores by the flow and RGB networks,
where we only need to recompute the score of each new
word p(y

t

= y

0
) as:

↵ · p
rgb

(y

t

= y

0
) + (1� ↵) · p

flow

(y

t

= y

0
)

the hyper-parameter ↵ is tuned on the validation set.
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Hierarchical Encoder 

C CCCCCCCC

(a) Stacked LSTM video encoder

C CCCCCCCC

(b) Hierarchical Recurrent Neural Encoder

Figure 3: A comparison between stacked LSTM and the proposed Hierarchical Recurrent Neural Encoder. This figure takes
a two layer hierarchy as an example to showcase. The red line in each subfigure shows one of the paths from the visual
appearance input at t = 1 to the output video vector representation. There are 10 time steps in stacked LSTM and only 6
time steps in our model.

our HRNE model. We next introduce the attention mecha-
nism part.

The core of the soft attention mechanism is that instead
of just inputting the original sequence (x1,x2, ...,xn

) into
a LSTM layer, dynamic weights are used to generate a new
sequence (v1,v2, ...,vm

):

v

t

=

nX

i=1

↵
(t)
i

x

i

, (10)

where
P

n

i=1 ↵
(t)
i

= 1 and ↵
(t)
i

will be calculated by an
attention neural network at each time step t = 1, 2, . . . ,m.

The attention weight ↵
(t)
i

actually measures the rele-
vance between the i-th element x

i

of the input sequence
and the history information recorded by the LSTM h

t�1.
Hence a function is needed to calculate the relevance score:

e
(t)
i

= w>
tanh(W

a

x

i

+ U
a

h

t�1 + b
a

), (11)

where w,W
a

, U
a

, b
a

are all parameters and h

t�1 is the hid-
den state of the LSTM at (t�1)-th time step.

We need to calculate e(t)
i

for i = 1, 2, ..., n and then ↵
(t)
i

could be calculated by:

↵
(t)
i

= exp(e
(t)
i

)/
nX

j=1

exp(e
(t)
j

). (12)

The attention mechanism could make the LSTM pay atten-
tion to different temporal locations of the input sequence
according to its backprop information, and when the input
sequence and the output sequence are not aligned strictly,
attention would especially be helpful. We add attention
units in three different positions in our video caption model:
between the visual input and the LSTM filter, between the
output of the filter and the second LSTM layer, between the
output of our HRNE and the description decoder.

3.3. Video Captioning

Our HRNE can be applied to several video processing
tasks where feature vectors are required to represent videos.
In this paper, we use video captioning, where temporal in-
formation plays an important role, to showcase the advan-
tage of the proposed method.

We develop our video captioning model based on the
general sequence to sequence model [31], i.e., encoder-
decoder framework, which is same as the previous
works [42, 37]. We use the general video encoder to
map video sequences to feature vectors and then one-layer
LSTM decoder conditioned on the video feature vector to
generate description for the video.

The overall objective function we are optimizing is the
log-likelihood over the whole training set,

max

✓

TX

t=1

log Pr(y
t

|z, y
t�1; ✓), (13)

where y
t

is a one-hot vector (1-of-N coding, where N is the
size of the word vocabulary) used to represent the word at
the t-th time step, z is the feature vector output by the video
encoder and ✓ represents the video captioning model’s pa-
rameters.

Similar to most recurrent neural network language mod-
els, we utilize a softmax layer to model the probability dis-
tribution of the next word over the word space, i.e.,

Pr(y
t

|z, y
t�1; ✓) / exp(y>

t

W
y

s

t

), (14)

where

s

t

= tanh(W
z

z+W
h

h

t

+W
e

y
t�1 + b), (15)

and W
y

,W
z

,W
h

,W
e

and b are all the parameters.
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M-to-M Multi-Task for Video Captioning 

UNSUPERVISED
VIDEO PREDICTION

VIDEO CAPTIONING
ENTAILMENT
GENERATION

Video Encoder Language Encoder

Video Decoder Language Decoder

LSTM LSTM LSTM LSTM

LSTM LSTM LSTM LSTM

LSTM LSTM LSTM LSTM

LSTM LSTM LSTM LSTM

[Pasunuru and Bansal, 2017a] 



Reinforced Video Captioning w/ Entailment 

Ent

CIDEr

LS
TM

LS
TM

LS
TM

LS
TM

LS
TM

...

... ...

...

CIDEnt

RewardXENT RL

[Pasunuru and Bansal, 2017b] 



Guest Research Talks by Ramakanth Pasunuru:  
 

1)  Multi-Task Video Captioning with Video and Entailment Generation (ACL 2017) 
2)  Reinforced Video Captioning with Entailment Rewards (EMNLP 2017) 

 
(45 mins) 



Guest Research Talks by Hao Tan:  
 

1)  A Joint Speaker-Listener-Reinforcer Model for Referring Expressions (CVPR 2017) 
2)  Source-Target Inference Models for Spatial Instruction Understanding (AAAI 2018) 

 
(45 mins) 


