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Machine Translation 2 



Announcements 

! Robotics+ML talk today from 11am-12pm by Dr. Animesh Garg 
(Stanford) on “Towards Generalizable Imitation in Robotics”! 

!   Come back to class at 12.05pm when TA Yixin will present HW2 (on 
entailment classification) and we will formally release the HW today/
tomorrow. 



Machine Translation 

!   Useful for tons of companies, online traffic, and our international 
communication! 



Statistical Machine Translation 

Current	statistical	machine	translation	systems

• Source	language	f,	e.g.	French
• Target	language	e,	e.g.	English
• Probabilistic	formulation	(using	Bayes	rule)

• Translation	model	p(f|e)	trained	on	parallel	corpus
• Language	model	p(e)	trained	on	English	only	corpus	(lots,	free!)
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TranslationModel
p(f|e)French	à à Pieces	of	English	à Language	Model

p(e)

Decoder
argmax p(f|e)p(e) à Proper	English

[Richard Socher CS224d]	

!   Source language f (e.g., French) 

!   Target language e (e.g., English)  

!   We want the best target (English) translation given the source 
(French) input sentence, hence the probabilistic formulation is: 

!   Using Bayes rule, we get the following (since p(f) in the denominator 
is independent of the argmax over e): 
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Statistical Machine Translation 

[Richard Socher CS224d]	

!   The first part is known as the ‘Translation Model’ p(f|e) and is trained 
on parallel corpora of {f,e} sentence pairs, e.g., from EuroParl or 
Canadian parliament proceedings in multiple languages 

!   The second part p(e) is the ‘Language Model’ and can be trained on 
tons more monolingual data, which is much easier to find! 

Current	statistical	machine	translation	systems

• Source	language	f,	e.g.	French
• Target	language	e,	e.g.	English
• Probabilistic	formulation	(using	Bayes	rule)

• Translation	model	p(f|e)	trained	on	parallel	corpus
• Language	model	p(e)	trained	on	English	only	corpus	(lots,	free!)
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Statistical Machine Translation 

Step	1:	Alignment	

4/26/16Richard	Socher11

Goal:	know	which	word	or	phrases	in	source	language	
would	translate	to	what	words	or	phrases	in	target	
language?	à Hard	already!

Alignment	examples	from	Chris	Manning/CS224n
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Statistical MT 

Pioneered at IBM in the early 1990s 
 
Let’s make a probabilistic model of translation 
P(e | f) 
 
Suppose f is de rien 
P(you’re welcome | de rien)  = 0.45 
P(nothing | de rien)    = 0.13 
P(piddling | de rien)   = 0.01 
P(underpants | de rien)   = 0.000000001 

Hieroglyphs 

Statistical Solution 

•  Parallel Texts 
– Rosetta Stone 

Demotic 

Greek 

Statistical Solution 

–  Instruction Manuals 
–  Hong Kong/Macao 

Legislation 
–  Canadian Parliament 

Hansards 
–  United Nations Reports 
–  Official Journal 

of the European 
Communities 

–  Translated news 

•  Parallel Texts Hmm, every time one sees  
“banco”, translation is  
�bank” or “bench” …   
If it’s “banco de…”, it 
always becomes “bank”,  
never “bench”… 

A Division of Labor 

Spanish Broken 
English 

English 

Spanish/English 
Bilingual Text 

English 
Text 

Statistical Analysis Statistical Analysis 

Que hambre tengo yo I am so hungry 

Translation 
Model P(f|e) 

Language 
Model P(e) 

Decoding algorithm 
argmax P(f|e) * P(e) 
     e 

What hunger have I, 
Hungry I am so, 
I am so hungry, 
Have I that hunger … 

Fidelity Fluency 

Alignments 
We can factor the translation model P(f | e ) 
by identifying alignments (correspondences) 
between words in f and words in e 

Japan 
shaken 

by 
two 

new 
quakes 

Le 
Japon 
secoué 
par 
deux 
nouveaux 
séismes 

Japan 
shaken 

by 
two 

new 
quakes 

Le
 

Ja
po

n 
se

co
ué

 
pa

r 
de

ux
 

no
uv

ea
ux

 
sé

is
m

es
 

�spurious� 
word 

Alignments: harder 

And 
the 

program 
has 

been 
implemented 

Le 
programme 
a 
été 
mis 
en 
application 

�zero fertility� word 
not translated 

And 
the 

program 
has 

been 
implemented 

Le
 

pr
og

ra
m

m
e 

a ét
é 

m
is

 
en

 
ap

pl
ic

at
io

n 

one-to-many 
alignment 

!   First step in traditional machine translation is to find alignments or 
translational matchings between the two sentences, i.e., predict which 
words/phrases in French align to which words/phrases in English. 

!   Challenging problem: e.g., some words may not have any alignments: 



Statistical Machine Translation 

Step	1:	Alignment	
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!   One word in the source sentence might align to several words in the 
target sentence: 



Statistical Machine Translation 

Step	1:	Alignment	
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Alignments: harder 

The 
balance 

was 
the 

territory 
of 

the 
aboriginal 

people 

Le 
reste 
 
appartenait 
 
aux 
 
autochtones 

many-to-one 
alignments 

The 
balance 

was 
the 

territory 

of 
the 

aboriginal 
people 

 L
e 

re
st
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ap
pa

rte
na

it 
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x 

au
to

ch
to
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s 

Alignments: hardest 

The 
poor 
don’t 
have 

any 
money 

Les 
pauvres 
sont 
démunis 

many-to-many 
alignment 

The 
poor 

don�t 
have 

any 

money 

Le
s 

pa
uv

re
s 

so
nt

 
dé

m
un

is
 

phrase 
alignment 

Alignment as a vector 

Mary 
did 
not 

slap 
 
 

the 
green 
witch 

1 
2 
3 
4 
 
 

5 
6 
7 

Maria 
no 
daba 
una 
botefada 
a 
la 
bruja 
verde 

1 
2 
3 
4 
5 
6 
7 
8 
9 

i j 

1 
3 
4 
4 
4 
0 
5 
7 
6 

aj=i 
•  used in all IBM models 
•  a is vector of length J 
•  maps indexes j to indexes i 
•  each aj 
 {0, 1 … I} 
•  aj = 0 	 fj is �spurious� 
•  no one-to-many alignments 
•  no many-to-many alignments 
•  but provides foundation for 

phrase-based alignment 

IBM Model 1 generative story 

And 
the 

program 
has 

been 
implemented 

aj 

Le
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2  3  4  5  6  6  6  

Choose length J for French sentence 

For each j in 1 to J: 

–  Choose aj uniformly from 0, 1, … I 

–  Choose fj by translating eaj 

Given English sentence e1, e2, … eI 

We want to learn 
how to do this 

Want: P(f|e) 

IBM Model 1 parameters 

And 
the 

program 
has 

been 
implemented 

Le
 

pr
og

ra
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en
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pl
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2 3 4 5 6 6 6  aj 

Applying Model 1* 

As translation model 

As alignment model 

P(f, a | e) can be used as a translation model or an alignment model 

* Actually, any P(f, a | e), e.g., any IBM model 

Really	hard	:/	

!   Many words in the source sentence might align to a single word in the 
target sentence: 



Statistical Machine Translation 
Step	1:	Alignment	
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Applying Model 1* 

As translation model 

As alignment model 

P(f, a | e) can be used as a translation model or an alignment model 

* Actually, any P(f, a | e), e.g., any IBM model 

!   And finally, many words in the source sentence might align to many 
words in the target sentence: 



Statistical Machine Translation 
Step	1:	Alignment	
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• We	could	spend	an	entire	lecture	on	alignment	models

• Not	only	single	words	but	could	use	phrases,	syntax

• Then	consider	reordering	of	translated	phrases

Example	from	Philipp	Koehn

Translation Process

• Task: translate this sentence from German into English

er geht ja nicht nach hause

er geht ja nicht nach hause

he does not go home

• Pick phrase in input, translate

Chapter 6: Decoding 6

!   After learning the word and phrase alignments, the model also needs 
to figure out the reordering, esp. important in language pairs with very 
different orders! 



Statistical Machine Translation After	many	steps
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Each	phrase	in	source	language	has	many	possible	
translations	resulting	in	large	search	space:

Translation Options

he

er geht ja nicht nach hause

it
, it

, he

is
are

goes
go

yes
is

, of course

not
do not

does not
is not

after
to

according to
in

house
home

chamber
at home

not
is not

does not
do not

home
under house
return home

do not

it is
he will be

it goes
he goes

is
are

is after all
does

to
following
not after

not to

,

not
is not

are not
is not a

• Many translation options to choose from

– in Europarl phrase table: 2727 matching phrase pairs for this sentence
– by pruning to the top 20 per phrase, 202 translation options remain

Chapter 6: Decoding 8

!   After many steps, you get the large ‘phrase table’. Each phrase in the 
source language can have many possible translations in the target 
language, and hence the search space can be combinatorially large! 



Statistical Machine Translation 
Decode:	Search	for	best	of	many	hypotheses
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Hard	search	problem	that	also	includes	language	model
Decoding: Find Best Path

er geht ja nicht nach hause

are

it

he
goes

does not

yes

go

to

home

home

backtrack from highest scoring complete hypothesis

Chapter 6: Decoding 15

!   Finally, you decode this hard search problem to find the best 
translation, e.g., using beam search on the several combinatorial 
paths through this phrase table (and also include the language model 
p(e) to rerank) 



Alignment Model Details 

��

Word�Alignment



IBM Model 1 
!   Alignments: a hidden vector called an alignment specifies which 

English source is responsible for each French target word. 
!   The first, simplest IBM model treated alignment probabilities as 

roughly uniform: 

��

IBM�Model�1�(Brown�93)
� Alignments:�a�hidden�vector�called�an�alignment specifies�which�English�

source�is�responsible�for�each�French�target�word.

[Brown et al., 1993]	



IBM Model 2 (Distortion) 

[Brown et al., 1993]	

��

IBM�Model�2
� Alignments�tend�to�the�diagonal�(broadly�at�least)

� Other�schemes�for�biasing�alignments�towards�the�diagonal:
� Relative�vs�absolute�alignment
� Asymmetric�distances
� Learning�a�full�multinomial�over�distances

!   The next more advanced model captures the notion of ‘distortion’, 
i.e., how far from the diagonal is the alignment 

!   Other approaches for biasing alignment towards diagonal include 
relative vs absolute alignment, asymmetric distances, and learning 
a full multinomial over distances 



��

EM�for�Models�1/2

� Model�1�Parameters:
Translation�probabilities�(1+2)
Distortion�parameters�(2�only)

� Start�with� uniform,�including
� For�each�sentence:

� For�each�French�position�j
� Calculate�posterior�over�English�positions

� (or�just�use�best�single�alignment)
� Increment�count�of�word�fj with�word�ei by�these�amounts
� Also�reͲestimate�distortion�probabilities�for�model�2

� Iterate�until�convergence

IBM Models 1/2 EM Training 

[Brown et al., 1993]	

��

EM�for�Models�1/2

� Model�1�Parameters:
Translation�probabilities�(1+2)
Distortion�parameters�(2�only)

� Start�with� uniform,�including
� For�each�sentence:

� For�each�French�position�j
� Calculate�posterior�over�English�positions

� (or�just�use�best�single�alignment)
� Increment�count�of�word�fj with�word�ei by�these�amounts
� Also�reͲestimate�distortion�probabilities�for�model�2

� Iterate�until�convergence

!   Model Parameters: 
!   Translational Probabilities:  
!   Distortion Probabilities: 

!   Start with uniform P(fj | ei) parameters, including P(fj | null) 
!   For each sentence in training corpus: 

!   For each French position j: 
!   Calculate posterior over English positions using: 

 

!   Increment count of word fj  with word ei by these amounts 
!   Similarly re-estimate distortion probabilities for Model2 

!   Iterate until convergence 



HMM Model 

[Vogel et al., 1996]	

��

$�

The�HMM�Model

7KDQN \RX � , VKDOO GR VR JODGO\ �

� � � � �

� � � � � �� � �

0RGHO�3DUDPHWHUV
Transitions���3��$�  ���_�$�  ���Emissions:  3��)�  �*UDFLDV�_�($�  �7KDQN��

*UDFLDV � OR KDUp GH PX\ EXHQ JUDGR �

� � ��

(�

)�



IBM Models 3/4/5 (Fertility) 

[Vogel et al., 1996]	

��

IBM�Models�3/4/5

Mary did not slap the green witch

Mary not slap slap slap the green witch 

Mary not slap slap slap NULL the green witch

n(3|slap)

Mary no daba una botefada a la verde bruja

Mary no daba una botefada a la bruja verde

P(NULL)

t(la|the)

d(j|i)

[from Al-Onaizan and Knight, 1998]



IBM Models 3/4/5 (Fertility) 

[Vogel et al., 1996]	

��

Examples:�Translation�and�Fertility



Syntactic Machine Translation 

��



Hiero 

��

Hiero�Rules

)URP�>&KLDQJ�HW�DO������@



Synchronous Tree-Substitution Grammars 

��

[Shieber, 2004; Graehl et al., 2008]	



Joint Parsing and Alignment 

NP

NP

IN

PP

NPIN

PPVBN

VPVBD

VPNP

S

JJ NNS

... were established in such places as Quanzhou Zhangzhou etc.

在
泉州
漳州
等
地
!立
了
...

NP

P

NN

NP

PP

VP

VV

AS

NP

VP

b8

b7

b4

Sample Synchronization Features

NP, b8,NP

NN, b7

���( ) = CoarseSourceTarget�phrasal, phrasal� : 1

FineSourceTarget�NP,NP� : 1

��( ) = CoarseSourceAlign�pos� : 1

FineSourceAlign�NN� : 1

Figure 2: An example of a Chinese-English sentence pair with parses, word alignments, and a subset of the full optimal
ITG derivation, including one totally unsynchronized bispan (b4), one partially synchronized bispan (b7), and and fully
synchronized bispan (b8). The inset provides some examples of active synchronization features (see Section 4.3) on
these bispans. On this example, the monolingual English parser erroneously attached the lower PP to the VP headed by
established, and the non-syntactic ITG word aligner misalignedI to such instead of to etc. Our joint model corrected
both of these mistakes because it was rewarded for the synchronization of the two NPs joined by b8.

We cannot efficiently compute the model expecta-
tions in this equation exactly. Therefore we turn next
to an approximate inference method.

6 Mean Field Inference

Instead of computing the model expectations from
(4), we compute the expectations for each sentence
pair with respect to a simpler, fully factored distri-
bution Q(t, a, t0) = q(t)q(a)q(t0). Rewriting Q in
log-linear form, we have:

Q(t, a, t0) / exp

2

4
X

n2t

 n +

X

b2a

 b +

X

n02t0

 n0

3

5

Here, the  n,  b and  n0 are variational parameters
which we set to best approximate our weakly syn-
chronized model from (3):

 ⇤
= argmin

 
KL

⇣
Q ||P✓(t, a, t0|s, s0)

⌘

Once we have found Q, we compute an approximate
gradient by replacing the model expectations with

expectations under Q:

EQ(a|wi)

⇥
�(ti, a, t0i, si, s

0
i)

⇤

� EQ(t,a,t0|si,s0
i)

⇥
�(t, a, t0, si, s

0
i)

⇤

Now, we will briefly describe how we compute Q.
First, note that the parameters  of Q factor along
individual source nodes, target nodes, and bispans.
The combination of the KL objective and our par-
ticular factored form of Q make our inference pro-
cedure a structured mean field algorithm (Saul and
Jordan, 1996). Structured mean field techniques are
well-studied in graphical models, and our adaptation
in this section to multiple grammars follows stan-
dard techniques (see e.g. Wainwright and Jordan,
2008).

Rather than derive the mean field updates for  ,
we describe the algorithm (shown in Figure 3) pro-
cedurally. Similar to block Gibbs sampling, we it-
eratively optimize each component (source parse,
target parse, and alignment) of the model in turn,
conditioned on the others. Where block Gibbs sam-
pling conditions on fixed trees or ITG derivations,
our mean field algorithm maintains uncertainty in

[Burkett et al., 2011]	



Guest Task by Dr. Animesh Garg (Stanford): 
 

“Towards Generalizable Imitation in Robotics” 
 

(11am-12pm) 



Coding-HW2 Presentation by TA Yixin Nie: 
 

“Sequence-to-Label Learning for Entailment 
Recognition” 

 
(12.10pm-12.40pm) 


