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Research Problem

Preliminary Results

Dynamic Adaptive Streaming over HTTP (DASH) operates by serving movie segments, each encoded at multiple bitrates, from standard web servers.
During playback, successive movie segments are retrieved by a DASH application using HTTP GETs. Thus, while DASH provides industry with an

Table 1 shows the Min/Max for each
measurement across all of the captured DASH

Overall Results (Table 1) -

effective means to serve content to users, its use presents network researchers with the following problems: DASH Traffic Model Measurement | Min | Max connections.
P . . Average ADU Out (bytes) 4331 57  Table 2 points to the possibility of identifying the
ldentification Simulation ADU Out Standard Deviation (bytes) 1 10 ,
Average Interval (seconds) 1 1 quality level of a captured DASH stream.
: : : , , , . , Interval Standard Deviati d 2 3 o ndi :
Since DASH video appears as standard HTTP traffic: Since DASH segment sizes and buffering activity will vary based on ;/}Zei :Dgé}ﬁ (;;tes)e tanon (seconds) 181.107] 3,275,999 Table 3 .1nd1ca(’;e§ that lower quality levels can be
* Itis hard for researchers to isolate and study DASH streams, especially | network conditions, captured DASH streams should not be replayed in Average Data Rate (Kbits/s) 469| 3,095 approximated by constant percentages.
Data Rate Standard Deviation (Kbits/s) 174 2,145 e [1 = 1 suggests that individual movies can be

if they are restricted to anonymized, header-only traces. This also
means that DASH traffic has the potential to skew studies of “normal”
browsing activity if it is not removed from a trace.

network simulations. Thus, to generate DASH traffic, researchers are
currently presented with these three options:
1. Encode and store movies on an HTTP server and use real DASH clients

reproduced/fingerprinted by their segment sizes.
Approximating Lower Quality Levels (Table 3)

Determining a Stream’s Quality Level (Table 2)

to stream and play DASH movies.

* Itis difficult to apply QoS to DASH streams from unknown IP _
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Can DASH streams be distinguished from other HTTP traffic both
quickly and effectively given either a live, high-speed interface or an
anonymized, header-only trace?

Question #2

Can the movie represented by a DASH stream be fingerprinted and

identified by the sizes of the stream’s video segments?

3. Stream movies from a service such as Netflix or Amazon Instant Video.
* Expensive at scale.
* Introduces uncontrollable conditions to experiments.

Question #3

Can a DASH infrastructure be replicated, and can DASH streams be
emulated, in a manner that requires little storage and low CPU utilization?

DASH Traffic Properties

Reproducing / Identifying a Specific Movie (Fig. 1)

Similarity in Video Segment Sizes for Multiple Playbacks of a Movie
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Point at which all three playbacks stabilize to the “Best — High Definition™ quality level.

Future Work

adudump Trace

Our model of DASH traffic is based on the following four properties which follow from DASH’s design:
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distributed clients streaming real DASH movies.

\\m\ Example DASH Connection Once verified, we will incorporate the model into a
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