Draft of System Architecture for NC ASK (MVP Phase)
1. User Interface Layer (Web & Mobile Frontend)
· Platform: React.js (Web), Flutter or React Native (Mobile)
· Hosted on: RedHat OpenShift (containerized app deployment)
· Features:
· Natural language input (text box or voice-to-text)
· Simple results viewer with citations/source links
· Embedded thumbs up/down for answer feedback
· Consent notification for metadata collection
· Optional onboarding or short demographic intake

2. Backend &   
· Functions:
· Receives user queries and routes to RAG pipeline
· Manages user feedback (thumbs, ratings, etc.)
· Collects and stores metadata for evaluation
· Calls external APIs if needed (e.g., Medicaid site scraping or ASNC links)

3. Retrieval-Augmented Generation (RAG) Pipeline
· Core Components:
· LLM Query Engine: Open source LLM (e.g., GPT-J, Mistral, or Claude via API if budget allows)
· Vector Database: Qdrant or Weaviate running in container
· Document Index: Indexed set of NC-specific PDFs, FAQs, policies, and curated content
· Key Functions:
· Embeds and indexes structured content (corpus preparation)
· Performs semantic similarity search for top-k documents
· Combines user query + context to generate grounded, contextual response

4. Metadata & Telemetry
· Local Logging Layer (OpenShift-based):
· Logs usage metrics: query frequency, session duration, source documents used
· Captures de-identified metadata (no PHI): region, device type, feedback
· Prometheus-App monitoring (simulates Azure Insights?) 
· Grafana dashboards for visualization.

5. Admin/Analytics Dashboard
· Functionality:
· Basic UI for researchers/dev team to view:
· Volume of use
· Feedback summaries
· Common unanswered questions
· Could be built using Streamlit or Dash for speed









 MVP Requirements Summary
	Category
	Feature/Asset
	Description

	Frontend
	Web/mobile interface
	Natural language query + basic answer display

	LLM
	Base model + prompt layer
	Open source model (hosted locally or via API), prompt-tuned

	Search Engine
	Vector database + embeddings
	Qdrant + OpenAI or HuggingFace embeddings

	Corpus
	Local knowledge files
	Validated NC-specific content curated from Medicaid, ASNC, ECAC, etc.

	Infra
	Container-based backend (OpenShift)
	Model routing, logging, feedback processing

	Metadata logging
	Lightweight de-identified logging
	Usage, response time, ratings, feedback messages

	Testing setup
	Soft-launch mode for usability testing
	Internal links, participant feedback via survey or structured prompt




COMMENTS FROM RED HAT TEAM 
https://github.com/rh-ai-kickstart/RAG
I'm going to talk to Jeff Roach and Mike Barker at UNC ITS - let them know we'll need some of Research Computing GPUs too
Could also run this container on your local box to run some small LLms - https://www.redhat.com/en/products/ai/inference-server
