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Abstract

Large area tiled displays are gaining popularity for use in collabo-
rative immersive virtual environments and scientific visualization.
While recent work has addressed the issues of geometric regis-
tration, rendering architectures, and human interfaces, there has
been relatively little work on photometric calibration in general,
and photometric non-uniformity in particular. For example, as a re-
sult of differences in the photometric characteristics of projectors,
the color and intensity of a large area display varies from place to
place. Further, the imagery typically appears brighter at the regions
of overlap between adjacent projectors.

In this paper we analyze and classify the causes of photometric
non-uniformity in a tiled display. We then propose a methodology
for determining corrections designed to achieve uniformity, that can
correct for the photometric variations across a tiled projector dis-
play in real time using per channel color look-up-tables (LUT).

CR Categories: 1.3.5 [Computer Graphics]: Projector Graphics
and Optics

Keywords: Large Area Display, Tiled Displays, Projector Graph-
ics, Color Calibration.

1 Introduction

Large area displays provide new and stimulating areas of research
and have the potential to change the way humans interact with their
computing environments. Large, high-resolution, tiled displays that
can extend to the walls, ceilings and floors [4], have several advan-
tages over traditional small computer screens. The high resolution
and wide field-of-view (FOV) of such displays make them very use-
ful for visualizing scientific data (PowerWall of University of Min-
nesota, tiled projector displays of Sandia National Laboratories and
Argonne National Laboratories) and complex open environments
like battlefields (Interactive DataWall of Rome Labs). They can be
used as immersive surround displays (CAVETMof University of Illi-
nois at Chicago [2]) to create a compelling sense of presence and
immersion in a virtual environment. The life-size objects enable
a natural interaction between multiple humans and virtual objects
making such displays a wonderful tool for collaborative workspaces

(Scalable Display Wall at Princeton [3], Interactive Mural at Stan-
ford [1] and DataWall of MIT Media Lab).

There are several issues that are important when considering the
development of large tiled display that is to operate as a single log-
ical display.
1. Geometric Registration across Different Projectors: Re-
cent years have seen a large amount of work done in this direction
[4, 5, 6, 7], which provided most of the solutions for geometric
registration, even for arbitrarily shaped displays using arbitrarily
positioned projectors. Thus, we can now envision building more
flexible tiled display systems, not being limited to planar displays
or requiring rigid mechanical projector alignment.
2. Rendering Architecture and Algorithms: Interaction is likely
to demand performance. While Infinity Wall or Power Wall are built
using high-end multi-pipelined SGI graphics systems, more recent
work has focussed on creating lower-cost, distributed PC rendering
clusters.
3. Human Interface: The large tiled displays made up of multi-
ple projectors, each of which may be driven by different graphics
engines, should offer a human interface that hides this distributed
nature of the system from a naive user and appears to be a single
logical display. There has been some nice work in this direction at
Stanford[1] and Princeton[3].
4. Photometric Uniformity: The projectors constituting the large
area display, differ in their color/photometric characteristics. Some-
times projectors are found to have color non-uniformities even
within their own field of view. Further, the overlap region between
projectors appear brighter than the non-overlapping areas. These
result in photometric non-uniformity across a large tiled multi-
projector display.

This photometric non-uniformity is very distracting even when
there is a perfect geometric registration and can break the illusion of
a single display device. Several perceptual and psychological stud-
ies on human color perception and acuity support this observation
[20]. These studies show that humans are able to easily perceive a
2% difference in brightness and a difference in color resulting from
a change as small as 2nm in the wavelength of light.

The comments in recent works on large tiled displays [8, 9, 1,
4, 6], our interaction with others working in the same area, and
our own experience has led us to believe that the problem of photo-
metric non-uniformity of a multi-projector display is non-trivial and
cannot be solved by some ad hoc means. We need a reliable method
to calibrate the projectors photometrically which can be easily re-
peated periodically as the projectors change photometrically.

In this paper, we endeavor to develop a rigorous characterization
and analysis of the problem and find practical means of solving it
in a structured fashion. We use a spectroradiometer to accurately
characterize the photometric properties of various projectors. Us-
ing this information and fundamental photometric principles we de-
velop methods to match the photometric characteristics of different
projectors using per channel color LUTs.
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1.1 Main Contribution

The following are the main contributions of this work.
1. Analysis and Classification : We analyze and classify the
causes of photometric non-uniformity in a tiled display.
2. Photometric Calibration : We describe a methodology to cal-
ibrate/match the photometric characteristics of different projectors
in real-time using independent per channel color maps. For this, we
use an optical sensing device as a feedback device. The results are
repeatable and do not depend on human intervention. Further, our
solution is based on basic principles of photometry/colorimetry and
achieves the best matching that is possible using independent color
LUTS.
3. Practical Demonstration : We also demonstrate a way to im-
plement the corrections given the capabilities of present hardware
to achieve the photometric uniformity in real-time. Our real-time
implementation utilizes RGB color look-up-table (LUT), available
in all image generators, to make independent channel corrections.

In Section 2, we analyze the causes of photometric non-
uniformity in multi-projector displays and identify parts of the
problem that can be approached independently. In Section 3, we
present the theories and definitions that will be used in the rest of the
paper. In Section 4, we propose an algorithm to solve parts of the
problem in real-time using a per channel color LUT. In Section 5,
we demonstrate the implementation of our algorithm by matching
the color of different projectors such that geometrically registered
images from two or more projectors appear look photometrically
constant. Then we present the results in Section 6 and finally con-
clude by giving some insight on the work that still needs to be done
in this direction.

2 Causes of Photometric Non-Uniformity
in Multi-Projector Displays

We categorize the problems of achieving photometric uniformity
for a multi-projector display into four classes. Solving all of these
problems will, in theory, achieve a photometrically uniform multi-
projector display.

The problems can be classified as :

I. Device Dependent
These problems are completely dependent on the projector
characteristics.

(a) Photometric Variation Between Different Projectors
Two projectors have photometric variation due to differ-
ences in gamma, color gamut and the luminance range.

(b) Photometric Variation Within a Projector’s FOV

i. A very regular effect that we have observed is the
radial attenuation of brightness from the center to
the edges of the projector’s FOV.

ii. More irregular effects include the “blotchiness” of
different hues in different regions of the projec-
tor’s FOV.

II. Application Dependent
These problems are created by the way the projectors are used
to form the multi-projector display.

(a) Photometric Variation Due to Overlapping Projectors
The region of the display surface where multiple pro-
jectors overlap will look brighter than the other regions
and, as a result, the image projected will have a ‘seam’.

(b) Photometric Variation due to Non-Planar Non-
Lambertian Display Surface

i. The reflection of light from one region of the dis-
play surface to another is called color bleeding.
One region of the display surface acts as a sec-
ondary light source for another region.

ii. In case of an arbitrarily curved non-diffuse sur-
face, the amount of light reaching a point on the
surface from the projector depends on the normal,
the coefficient of reflectance at that point and the
angle between the normal and the viewing direc-
tion.

The seams due to overlapping projectors in II:a above, have
been addressed previously [6, 7] by employing a roll-off function
such as a linear ramp or a cosine curve to smooth the intensity tran-
sition between projectors. The problem of II:b is complex and
beyond the scope of this paper.

In this paper, we address the device dependent problems in I
above. Our goal is to change the input image to each projector
in real-time in such a way that the large tiled display formed by
the projection of these changed input images look photometrically
seamless. To this end, we propose using the per channel color LUT
available in all image generators and map the same input in different
regions of the tiled display differently such that the projection of the
mapped inputs are perceivably similar.

3 Color Model

We present here a brief overview of the color model we use. More
elaborate discussion can be found in [22, 21, 20].

The human visual spectrum includes lights of wavelength in the
range of 400 � 700nm. There are three types of color : achro-
matic (equal contribution from every wavelength) color which is
perceived as gray, monochromatic (light of a single wavelength)
which is impossible to generate physically and chromatic color (dif-
ferent contributions from different wavelengths). Hue is the sensa-
tion of color and differentiates a chromatic or monochromatic color
from an achromatic color. A chromatic color with a broad spectrum
is said to have low saturation, while a chromatic color with a nar-
row spectrum has a higher saturation. A pure monochromatic color
has 100% saturation.

Several color specification systems have been developed to
describe the different properties of color. These systems do not
depend on any particular device, and hence are referred to as device
independent color spaces.

CIEXYZ Color Space : This color space was established in 1931
by the CIE (Commission Internationale de Eclairage). In this color
space, every color can be expressed as a linear combination of the
CIE standard primaries, �X , �Y and �Z.

C = X �X + Y �Y + Z �Z

where C is the color, and X , Y and Z, 0 � X;Y; Z � 1, are the
CIE tristimulus values. Y is called the luminance of C.

The chromaticity values x, y and z are defined from the tristim-
ulus values as follows.

x =
X

X + Y + Z
; y =

Y

X + Y + Z
; z =

Z

X + Y + Z

(x; y) is called the chromaticity coordinates of a color and provides
a measure of the chrominance (hue and saturation) of a color, while
Y gives the sense of brightness. Thus (x; y; Y ) uniquely defines
any colored light in this CIEXYZ color space and is defined as the
response of the colored light in this color space.

The cone shaped volume shown in Figure 1 contains the visible
colors in the �X �Y �Z color space. Now, let us consider the set of
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Figure 1: The cone of visible colors in the CIE color space
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Figure 2: CIE Chromaticity Diagram

planes, X +Y +Z = c where c is a constant. Two such planes are
shown by the shaded triangles in Figure 1. Let us take two colors a
and b on the two different triangular planes but on the same straight
line starting from the origin. These two colors have the same hue
and saturation((x; y)) but different luminance (Y ).

Figure 2 shows the result of plotting x and y for all visible colors.
This is called the CIE chromaticity diagram. The interior and the
boundary of the horse-shoe shaped region represent all the visible
chromaticity values. A standard white light is formally defined at
W where x = y = z = 1

3
. The 100% saturated monochromatic

colors form the outer border of this region while the colors in the
interior of the horse-shoe are desaturated. A straight line joining
W and any point on the border, represents the locus of the same
hue with different levels of saturation. This diagram factors out the
luminance and shows only the chrominance on constant luminance
plane. When two colors are added together, the new color lies on
the straight line joining the two original colors in the chromaticity
diagram.

Chromaticity diagram helps to visualize the color gamuts. All
the colors that can be reproduced by a device lies within the trian-
gle joining the three color primaries R, G and B of a device in the
chromaticity diagram. Thus, chromaticity diagram helps us com-
pare the color primaries in different color devices, and needless to
say, none of them can reproduce all the visible colors. The triangle
in dotted lines in Figure 2 shows one such color gamut. If the chro-
maticity coordinates of R, G and B are (Rx; Ry), (Gx; Gy) and
(Bx; By) respectively, then the chromaticity coordinates (Px; Py)
of a color P = (r; g; b) with respect to the chromaticity of R, G
and B is

Px = Bx + pr(Rx �Bx) + pg(Gx �Bx) (1)

Py = By + pr(Ry �By) + pg(Gy �By) (2)

where pr = r
r+g+b

, pg = g
r+g+b

.

Distance Measures : The distance between two colors can be mea-
sured using different distance metric starting from the simple Eu-
clidian distance to more complex perception based distance metric.
For our work we use a measure similar to the perception based E94

metric derived by Katoh [10]. Like E94, our distance metric D is
dependent on three difference terms – one luminance and two chro-
maticity. For two colors, a and b, where the responses of a and b
are R(a) = (Ya; xa; ya) and R(b) = (Yb; xb; yb) respectively, the
distance D is defined as follows.

D(R(a); R(b)) =

r
(
Ya � Yb

Yw
)2 + (

xa � xb

Sx
)2 + (

ya � yb

Sy

2

(3)
where Yw is a normalization factor, Sx = 1 + �

p
xaxb; Sy =

1 + �
p
yayb with � = 0:045 and � = 0:015, as defined in E94.

For our purpose, we define Yw as the maximum luminance that can
be generated by a projector. In practice, we consider the two colors
matched if D(R(a); R(b)) � � where � is a small positive quantity.

4 Algorithm Overview

We present an algorithm which needs minimal human intervention.
Our approach is to measure and match colors from different projec-
tors against a standard, device independent color space. We use a
Photo Research PR-705 spectroradiometer as our reference sensor.

4.1 Problem Definition

Let us assume that we are trying to achieve photometric uniformity
across an n projector display system with projectors p; 0 � p < n
with resolution of wp � hp. Based on the analysis in Section 3,
we can assume that the color projected by projector p for input i =
(ir; ig; ib); 0:0 � ir; ig; ib � 1:0 at pixel (s; t), is a function of i,
p, s and t, Pp(i; s; t). The condition for photometric uniformity of
n projectors is, for any input i, the colors perceived at every pixel
of every projector are equivalent. More formally, for any two pixel
(s; t) and (s0; t0) of any two projector p and p0 respectively,

8i; Pp(i; s; t) � Pp0(i; s0; t0) (4)

Of course in practice, Equation 4 is seldom true because of the de-
vice dependent problems outlined in Section 2.

4.2 Our Approach - Color Mapping

Our goal is to develop a color map so that the same input in all
projector pixels produce perceptually identical input color. Now, let
I be the set of all inputs i. A color map is a function that maps each
input color to a new input color. In order to achieve photometric
uniformity, we need to generate color maps Cpst and Cp0s0t0 for
every pixel (s; t) and (s0; t0) of projector p and p0 respectively, such
that 8s; t; s0; t0; p; p0; i,

Pp(Cpst(i); s; t) � Pp0(Cp0s0t0(i); s
0

; t
0) (5)

If Equation 5 is satisfied, we say that the color maps Cpst and
C0

p0s0t0 have equivalent response and denoted it by

Cpst(i) � Cp0s0t0(i) (6)

Thus for the same input l, if we use the input specified by the
color map at that pixel of that projector, then we can satisfy Equa-
tion 4, and will have photometric uniformity across all projectors.

Given a 24-bit color representation, the task is to map each of
the 224 color inputs to a new input. Further, if we have to take care
of the photometric variations within projector’s own FOV, a large
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Figure 3: Left : Luminance Response before and after Non-Linearity Correction; Middle : Chromaticity x is near constant with the increase
in input values; Right : Chromaticity y is near constant with the increase in input values

color map could conceivably be generated for every pixel (s; t).
Clearly, mapping every possible input for every pixel location is
impractical today.

However, there are two ways to reduce the complexity of the
problem. We can subsample in the spatial domain and use a smaller
number of color maps (not for every pixel) to equalize the differ-
ence in field uniformity of each projector, and also subsample the
input domain of all possible colors.

4.3 Sub-sampling in the Spatial Domain

Instead of generating a color map Cpst for each pixel (s; t) of each
projector p, we propose the following simplification. Let us define
a proper subset of pixels S � f(s; t)j0 � s < width; 0 � t <
heightg defined by sub-sampling the projector frame-buffer based
on the pattern of color variation across the projector. For every
pixel (s; t), the color map is a weighted average of the color maps
of its nearest neighbors in S. We believe that the biggest problem
here is to decide on the number of samples required to adequately
correct the color variations across the projector FOV.

4.4 Sub-sampling in the Input Domain

The idea of sub-sampling the input space and generating the inter-
mediate colors using interpolation is not new. [12, 11, 15] propose
different kinds of sampling and interpolation techniques for doing
this. However, none of these proposed techniques are computation-
ally intensive and complex and cannot be implemented in real-time.
The applications of large tiled displays (presented in Section 1) de-
mands a real-time solution for the color-matching problem.

If we were doing a correction for a monochrome projector, we
would generate a mapping on a domain of 28 inputs. Since color
consists of three independent channels, r, g and b, each of which
is functionally equivalent to a single monochrome channel, an im-
mediate possibility for subsampling the input domain I is to define
a mapping for each of these channels independently. This reduces
the input domain space cardinality from 224 to 3� 28.

However, we need to design this mapping in such a way, that the
colors projected by superposition of the independent color maps
for each channel, match. Mathematically, instead of finding two
complete color maps as in Equation 6, we want to subsample the
input domain by approximating C and C0 by a set of per channel
color maps Ck and C0

k; k 2 fr; g; bg. Thus we need to define Ck

and C0

k in such a way that 8i = (ir; ig; ib) 2 I ,

(Cr(ir); Cg(ig); Cb(ib)) � (C0

r(ir); C
0

g(ig); C
0

b(ib)) (7)

In the next section, we describe our techniques for generating such
per channel color maps.
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Figure 4: Left : Non-Linearity Correction; Right : Luminance Cor-
rection

4.5 Per Channel Color Map Generation

We describe the process of generating the mapping function for one
channel. This method is repeated for the three channels - red, green
and blue. The method is comprised of three steps : Non-Linearity
Correction, Luminance Matching and Chrominance Matching.
Each of these steps produces an intermediate mapping function.
The final mapping function for each channel is a simple concate-
nation of the maps generated by these three steps.

4.5.1 Non-Linearity Correction

The input-output luminance response of each channel of a pro-
jector is found to be non-linear (Figure 3). While conventional
CRT devices also exhibit non-linearities that are typically addressed
by gamma correction, we allow for a more general class of non-
linearities and correct for them.

Let us denote the input to a particular channel as ik. Let us de-
note the luminance corresponding to ik = 0 and the ik = 1:0
projected by a projector p as Lp and Hp respectively. The non-
linearity correction method generates a mapping function g to lin-
earize the input-output response for the projector as shown in Fig-
ure 4. S = fp(ik) is the piecewise linear curve generated by mea-
suring the luminance response of projector p. To achieve a linear
response up(ik), every input ik is mapped to an input gp(ik) such
that gp(ik) = f�1p up(ik). Thus the response we get after the non-
linearity correction is fp(gp(ik)) = fp(f

�1
p (up(ik))) = up(l) =

Lp + (Hp � Lp)ik.

4.5.2 Luminance Matching

We choose a luminance L which is the maximum of all Lp’s
(brightest black) and a luminance H which is the minimum of all
Hp’s (dimmest white). Figure 4 depicts the method to generate a lu-
minance map. The goal is to compress the luminance range of each
projector within L and H (within the brightest black and dimmest
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Figure 5: Luminance Response for for the Red Channel of two Projectors. Left : Before Luminance Matching : Right : After Luminance
Matching. The response of the other channels are similar.

white) to achieve a response u(ik) = L + (H � L)ik. For this
we generate a luminance map Bp(ik) = ap + (bp � ap)ik where
ap = u�1p (L) and bp = u�1p (H). Thus, the response we get after
the luminance correction is

up(Bp(l)) = up(ap + bpik � apik)
= up(ap) + ikup(bp)� ikup(ap)
= L+ ikH � ikL = L+ ik(H � L) = u(ik)

Thus after non-linearity and luminance matching, every input ik is
mapped to gp(Bp(ik)). With this transformation, each channel k
of all projectors have exactly the same channel response u(ik) with
the same highest and lowest luminance levels. In other words, the
luminance of the response of the same input ik from two different
projectors p and p0 differ by �. Now, since the luminance of the
response for any input i = (ir; ig; ib) 2 I is a summation of the
luminances of the responses of each of ir , ig and ib, the luminance
of the same input i from two different projectors p and p0 can differ
by a maximum of 3�. Thus, after the luminance matching step we
have minimized the luminance term in the distance between the
responses of the same input from different projectors which now
depends entirely on the chromaticity differences.

Figure 3 shows a typical chromaticity response for our projec-
tors 1. Here we observe that for each channel k(k 2 r; g; b), the
chromaticity coordinates (xik ; yik ) of the CIE response of ik re-
main relatively constant over a large input range, 0:1 � ik � 1:0.
We also observe that this constant value is nearly equivalent for dif-
ferent kinds of projectors. Table 1 shows the average chromaticity
coordinates of the different brands of projectors and the maximum
distances between the same channel of two different brand projec-
tors.

In this scenario, the distance between two colors from differ-
ent projectors, which now depends only on the chrominance terms,
becomes a constant and, we cannot minimize the distance any fur-
ther by just using independent per channel color maps. Since the
constant chromaticity value for the response of each channel of dif-
ferent projectors in the input range of 0:1 � ik � 1:0 are close
to each other, the luminance matching step will attain a good color
match.

But, this characteristic is not true for the whole input range and
the chromaticities of the different projectors differ significantly in
the input range 0:0 � ik � 0:1. Thus, there is a possibility of im-
proving the overall distance differences in this input range by relax-
ing the luminance match to reduce the differences in chrominance.
and thus achieve a perceptually better color match.

1Four Sharp XG-E3000U, two NEC MT-1035, one nView D700Z and a
Sony VPL-X600U

Projector Brand Red Green Blue
x y x y x y

Sharp 0.62 0.32 0.33 0.62 0.14 0.07
NEC 0.55 0.31 0.35 0.57 0.15 0.09

nView 0.54 0.34 0.28 0.58 0.16 0.07
Max Distance 0.085 0.086 0.028

Table 1: Chromaticity Coordinates of the primaries of different
brands of projectors

4.5.3 Chrominance Matching

To generate a chromaticity map for each channel, we begin by iden-
tifying one of the projectors arbitrarily as the reference projector
pr. The chromaticity map of the reference projector is an identity
mapping function. The chromaticity map for all other projectors is
generated as follows.

for every input ik; 0:0 � ik � 1:0 in projector pr
find the response R(ik) = (Yik ; xik ; yik) of gpr (Bpr (ik));
endfor
for every input ik; 0:0 � ik � 0:1 in projector p

find i0k 2 (ik � T; ik + T ) such that the distance
vi0

k

between R(i0k) = (Yi0
k

; xi0
k

; yi0
k

) and R(ik) is minimum
Map input ik of projector p to i0k

endfor

We should search for i0k within the entire input space of 0:0 � 1:0
so that we get the best match, but we have empirically found that
T = 0:2 is a good estimate to reduce the search space.

Now we show that after the chrominance matching step, for
any input (ir; ig ; ib) 2 I , the condition given by Equation 7
is satisfied. Let the maximum of all vl0 (calculated during the
chrominance matching step) be �. Let us consider two projec-
tors p and p0 and their responses for an input C = (r; g; b) be
R(C) = (YC ; xC ; yC) and R0(C) = (Y 0

C ; x
0

C ; y
0

C) respectively.
Let R(r; 0; 0) = (Yr; xr; yr) and R0(r; 0; 0) = (Y 0

r ; x
0

r; y
0

r). The
responses of (0; g; 0) and (0; 0; b) are similarly defined.

By the design of the chromaticity map,

D(R(r; 0; 0); R0(r; 0; 0)) � �

D(R(0; g; 0); R0(0; g; 0)) � �

D(R(0; 0; b); R0(0; 0; b)) � �

We have to prove that D(R(C); R0(C)) is bounded. The above
equations and Equation 3 imply that 8k 2 (r; g; b) the following
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Figure 6: Chromaticity Response for the Two Projectors for the green channel. Left : Before Chrominance Matching; Right : After Chromi-
nance Matching. The response of the other channels are similar

holds
Yr � Y 0

r

Yw
� �

xr � x0r

1 + �
p
xrx0r

� �

yr � y0r

1 + �
p
yry0r

� �

Now, using Equations 1 and 2

xC �x
0

C = pr(xr�x
0

r)+ pg(xg�x
0

g)+ (1� pg� pr)(xb�x
0

b)

Thus xC �x0C is a convex combination of (xk�x0k), k 2 (r; g; b).
Further, xkx0j � 1:0 for k; j 2 (r; g; b). Using these results we can
show that

xC � x0C
1 + �(xCx0C)

1=2
� �(1 + �)

Similarly,
yC � y0C

1 + �(yCy0C)
1=2

� �(1 + �)

Also, the luminance difference

1

Yw
((Yr + Yg + Yb)� (Y 0

r + Y
0

g + Y
0

b )) � 3�

Hence

D(R(C); R0(C)) <
p
�2((1 + �)2 + (1 + �)2 + 9) =

10

3
�

4.6 Hardware Solutions

The solution presented in section 4.5 can be implemented in real-
time using conventional hardware. Most image generators include
a hardware look-up table (LUT) per channel, which is normally
used for CRT gamma correction, as the last functional block before
digital-to-analog conversion. We propose to use this same LUT to
implement our color map. Given access to this LUT, we can re-
place the standard gamma correction with the color map detailed
above, thereby achieving color matching of the projectors. Ideally
we would like more than one color map to represent the spatial do-
main of each projector, as discussed in Section 4.3. But in most
graphics hardware we have access to only 8-bit image channels
and LUTs and cannot afford to sacrifice color intensity resolution.
However. in other high-end systems with image and LUT width of
10/12 bits, it will be possible to allocate 2/4 bits to access different

color maps associated with 4/16 different spatial region of the pro-
jector image. Our results in the color plate show that implementing
the solution in Section 4.5 even for one spatial sample per projector
can significantly improve color matching.

4.7 Optical Sensing Device

In selecting the optical sensor used in our investigation, we con-
sidered using a high quality color camera, but chose to utilize a
precision spectroradiometer. By selecting the spectroradiometer,
we could work in a laboratory-calibrated device-independent color
space and avoid converting the measurements from the device-
dependent color space of the camera. We also avoid the possibility
that the camera color gamut might not completely encompass the
projector color gamuts. However, it should be noted that a part of
our algorithm is directed towards making it very easy to use a cam-
era as an optical sensing device. We have designed our algorithm to
do the luminance and chrominance matching separately, instead of
doing it in one single step using some popular distance metric [10].
When a camera is used instead of a spectroradiometer, it does not
limit the measurement of luminance. Thus the luminance matching
step of our algorithm will yield similar results, when implemented
using a linear response color camera.

With regard to using a camera for the chrominance matching,
methods exist for converting to device independent space from the
camera’s color space [16] and for gamut mapping 2 [10, 17, 18, 19].
Since gamut mapping is a many-to-one mapping, one will not be
able to generate the ‘gold standard’ results produced by the spec-
troradiometer in the chrominance matching step, unless the color
gamuts of all the projectors happen to be within the camera color
gamut. However, assuming that the camera has a good gamut map-
ping algorithm [10, 14], the results of the chrominance matching
step will be comparable to that achieved by the spectroradiometer.

5 Implementation

We have implemented our solution for display of up to four pro-
jectors, both abutting and overlapping, on a planar surface, with
one color map per channel of each projector generated at only one
sample pixel in the projector’s FOV. Thus our solution assumes uni-
form color across the FOV of each individual projector (Case I.a in
section 2).

We have used this method to calibrate and compare several dif-
ferent LCD and Texas Instruments DLPTMbased projector combi-

2Gamut Mapping is a method to map a out-of-gamut color to a color in
the device gamut that has the least distance to it.
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nations. We applied the methods to three combinations of abutted
projector pairs : Two Sharp XG-E3000U , a nView D700Z and a
Sony VPL-X600U, and a nView D700Z and a Sharp XG-E3000U.
Lastly, we used four NEC MT-1035 projectors, overlapping each
other, in three different configurations to form large tiled displays.
To correct for the photometric variation in the overlapping region,
we employ a blending function as described in [6, 7].

We used a highly diffuse, close to Lambertian material for our
projector screen. We kept the settings, location and orientation
of a projector the same for all the experiments during the process
of matching its color, so that the results have a consistent inter-
pretation and are repeatable. We used a Photo Research PR-705
spectroradiometer and measured the output response of each
projector for 64 equally spaced input values between 0:0 and 1:0.
To demonstrate our algorithm, we use OpenGLTMrendering, where
the user can load and access a color look up table. We achieved
similar results for all pairs of projectors and hence present the
results for the pair of Sharp projectors only.

Verification of Non-Linearity Correction : Figure 3 shows the
input-output response before the non-linearity correction step. The
straight line in Figure 3 shows the response of all the channels after
this step.

Verification of Luminance Matching : In Figure 5 we show
the luminance response curve of the red channel of two different
projectors, before and after the luminance matching step. The
curves are almost coincident after the luminance matching. In
Figure 7 we present the luminance response for grays to show that
the matching works for achromatic colors even if we have done the
matching for each of the channels separately.

Verification of Chrominance Matching : In Figure 7, we show
the chromaticity response of the grays after the chrominance match-
ing step. The response is very close to (0:33; 0:33) – which shows
that we have maintained the balance of the contribution of red,
green and blue, while applying chrominance matching separately
to each channel. In Figure 6, we show the chromaticity response
of the red channel of two different projectors before and after the
chrominance matching step. This shows that we have improved
the chrominance matching while preserving the luminance match-
ing. We also do an input-output response analysis for the projectors
after the chrominance matching step and find the chromaticity co-
ordinates of each channel are still near constant.

6 Results

We present the results of our algorithm in the color plates and the
QuicktimeTMmovie in the electronic version of the proceedings. We
show our results using two sets of horizontal color bars. One of
these two sets of colors are chosen to have the input values in the
region where the constant chromaticity characteristic is not satis-
fied. Our algorithm appears to achieve perceptually acceptable re-
sults in that region also. We believe that for some colors in our color
plate images, the process of going from a digital camera to a color
printer may have exaggerated chromaticity mismatches compared
to the actual observed results.

In the color plate, we show each of the correction steps for a
nView-Sony projector pair. We show the final results for a nView-
Sharp pair. In these two cases, we deliberately adjusted the image
controls of our projectors to make them differ greatly in luminance
and color to demonstrate the matching capabilities of our algorithm.
But, in such cases, the brighter projector loses much of its dynamic
range after calibration. Hence, we ran our color correction meth-
ods on a pair of Sharp projectors after we adjusted the brightness
and the contrast control of the projectors to match the black and

Input(r,g,b) E94 color distances
nView-Sony pair Sharp Pair
Before After Before After

( 1.0 , 0.0 , 0.0) 23.03 1.07 2.15 1.53
( 0.0 , 1.0 , 0.0) 221.36 1.46 31.92 1.18
( 0.0 , 0.0 , 1.0) 16.83 0.95 4.86 0.09
( 0.0 , 1.0 , 1.0) 239.31 2.32 37.60 0.70
( 1.0 , 0.0 , 1.0) 38.75 1.99 3.78 1.79
( 1.0 , 1.0 , 0.0) 244.33 2.86 30.90 1.70
( 0.5 , 0.0 , 0.0) 7.78 0.15 8.12 0.15
( 0.0 , 0.5 , 0.0) 60.46 3.71 10.92 0.70
( 0.0 , 0.0 , 0.5) 4.86 0.19 0.51 0.16
( 0.0 , 0.5 , 0.5) 63.92 3.72 12.75 0.53
( 0.5 , 0.0 , 0.5) 11.98 0.32 7.80 0.19
( 0.5 , 0.5 , 0.0) 67.07 3.62 4.63 1.05

( 0.13, 0.04, 0.22) 2.55 0.08 2.07 3.93
( 0.26, 0.09, 0.30) 5.88 0.48 4.34 4.75
( 0.30, 0.98, 0.04) 221.71 1.17 29.13 1.20
( 0.43, 0.87, 0.11) 197.22 3.60 26.10 0.07
( 1.0 , 1.0 , 1.0) 237.37 24.65 36.10 2.40
( 0.0 , 0.0 , 0.0) 0.92 0.17 0.90 0.37

Mean 92.52 2.92 8.59 1.23
Std. Dev. 100.30 5.59 12.00 1.35

Table 2: Color differences before and after calibration

white levels. We used our spectroradiometer as the feedback de-
vice while doing this adjustment. Thus we preserved the dynamic
range of the projectors as much as possible after calibration. We
also show the results of our color calibration on large tiled displays
made up of four overlapping projectors. In the electronic version
of the proceedings, we show the real-time performance of our al-
gorithm by rendering a dynamic scene using color look-up-tables.
However, the digital images of the dynamic scene in the color plates
illustrates the color matching better.

To quantify the amount of correction from the nView-Sony
and the pair of Sharp projectors before and after photometric
calibration, we show the E94 distance between two similar in-
puts in a perceptually uniform CIE LUV [20] color space in Table 2.

Observations : As has been observed by many visual perceptual
studies before, we also find that luminance is more important for
perception than chrominance. Further, as expected by the design of
our algorithm, the correction after the chrominance matching step
is perceivable only for the color which have one of the inputs in the
range 0:0 � r; g; b � 0:1. Lastly, when a color from one projector
is not within the color gamut of another, it is impossible to match
the color exactly. In such cases, if we have overlapping projectors
with some blending function to blend in the overlapping region,
instead of the abutting ones, then the smooth transition makes the
mismatch perceptually less noticeable.

7 Conclusions

Photometric uniformity across different projectors of a multi-
projector display is a non-trivial problem, and we have made an
attempt to solve it using the basic principles of photometry. We
have proposed a repeatable method to match the colors of a system
of arbitrarily different projectors using an accurate optical sensing
device like a spectroradiometer. Further, we have demonstrated a
practical implementation of the solution to show how it can be used
to apply the photometric correction in real-time.

In the future we would like to utilize multiple color maps per
projector to compensate for display field non-uniformity within a
single projector. We are in the process of mounting the spectrora-
diometer to a pan-tilt unit to automate the measurement process of

123



Figure 7: Left : Luminance Response for Grays after Luminance matching; Middle : Luminance Response of red and green channels after
Chrominance Matching. The response for blue is similar. Right : Chrominance response of gray after chrominance matching.

the different spatial points in a projector’s FOV. We can use our high
end SGI with 12-bit LUTs to implement spatially indexed color
map corrections. We wish to investigate the use of low-cost color
cameras to replace the spectroradimeter. Further, we would like to
explore projector image controls for improved luminance and color
balance before applying our color map method, thereby reducing
the loss of dynamic range. Lastly, though we achieved results that
were perceivably acceptable (as shown in Table 5), we would like
redefine the same algorithm in a perceptually uniform color space.

In conclusion, the paradigm we have presented for color match-
ing light projectors can be applied today to improve the presentation
quality of tiled displays. Further, it establishes a foundation that
will enable us and other researchers to look for further improved,
application-oriented solutions to this difficult problem.
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