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Abstract

This paper presents an architecture to control avatars and virtual characters in remote interaction environments. A human-in-the-loop (interactor) metaphor provides remote control of multiple virtual characters, with support for multiple interactors and multiple observers. Custom animation blending routines and a gesture-based interface provide interactors with an intuitive digital puppetry paradigm. This paradigm reduces the cognitive and physical loads on the interactor while supporting natural bi-directional conversation between a user and the virtual characters or avatar counterparts. A multi-server-client architecture, based on a low-demand network protocol, connects the user environment, interactor station(s) and observer station(s). The associated system affords the delivery of personalized experiences that adapt to the actions and interactions of individual users, while staying true to each virtual character’s personality and backstory. This approach has been used to create experiences designed for training, education, rehabilitation, remote presence and other-related applications.
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1 Introduction

The use of virtual characters and associated environments has been widely adopted in training and rehabilitation scenarios over the last several decades. These virtual characters/environments generally offer the flexibility to recreate specific scenarios and events, while doing so in a controlled and consistent manner. Traditionally, virtual characters have autonomous agency—they are driven by a computer program. Advances in Artificial Intelligence (such as Natural Language Processing, Decision Trees) have helped create realistic interaction scenarios, e.g., [Rizzo et al. 2013]. However, there are still several research challenges associated with open-ended interactions. For example, hampered or interrupted flow during bi-directional conversation can result in a reduced sense of scenario plausibility, and processing errors such as speech recognition errors, repeated responses, or inappropriate responses can detract from the experience or cause harm.

To address these and other issues we have developed a new system for controlling virtual characters that involves a human interactor who “inhabits” (controls) the character. This human-in-the-loop approach combines digital puppetry [Hunter and Maes 2013; Mapes et al. 2011] with basic Artificial Intelligence routines (expert systems) and a network interface to allow the human interactor to control multiple virtual characters seamlessly from a remote location. The system, illustrated in Figure 1, uses a network-efficient protocol during control, thereby minimizing the required bandwidth and hence any associated latencies. At the user end the system offers the flexibility for several observers to be involved (passively) during a training session, extending the training impact to additional users. Additionally, the system supports multiple interactors and flexible assignments to support many-to-many, many-to-one, and one-to-many interactor-character scenarios. An integrated after-action review system supports trainers in the processes of tagging and commenting on events, subsequently using these to assist reflection on the part of users (trainees). We call our system AMITIES for Avatar-Mediated Interactive Training and Individualized Experience System. The acronym has dual meaning as the word “amities” (derived from Old French) indicates peaceful relationships, friendships, and harmony between individuals or groups.

We start by providing context through discussions of the basics of digital puppetry which forms the basis of the system. We then describe the architecture of the system and its individual components. We also present some of our previous user interfaces for our “interactors”, individuals trained in improvisation, interactive performance and story development [Erbiceau et al. 2013], who, with the aid of agent-based (programmatically determined) behaviors, control the virtual characters. We discuss the devices and the interaction paradigms, with an eye towards reducing the cognitive and physical demands placed on these puppeteers. Our user and inhabiter interfaces are aimed at intuitiveness and low cost, while retaining the realism of the interaction required during critical personalized training and rehabilitation.

2 Problem Description

Using virtual characters and associated environments for applications such as training, rehabilitation, and practicing inter-personal skills has several associated challenges. One challenge area is related to the technology affordances of the system; another is related to the virtual character interaction paradigm. For the experience
to be effective, a user’s beliefs about the validity of the scenario should be fostered, preserved, and reinforced. Explicit or implicit anomalies during bi-directional communication can result in breaking these beliefs. For instance, it is difficult for a traditional AI system controlling a virtual character to initiate a personalized conversation with a user that takes into account factors such as their attire (e.g., unique clothing or accessories) and relevant context such as items that are present in the interaction setting. Yet a conversation that is customized to include such personalized information can be a very powerful tool in influencing the beliefs (and hence behavior) of the user during the rest of the scenario. This is one of the primary advantages that a human-in-the-loop paradigm affords. In addition, the dynamic flexibility of the interactor-based control affords the opportunity to experiment with factors that influence interactions between virtual characters and users.

For a system comprising a human (interactor) in the loop there are several specific challenges including setting up a bi-directional architecture for data-flow between the server (human) and client (virtual character), minimizing the utilized network bandwidth and latency while controlling virtual characters, maximizing the robustness to lost or erroneous data, and reducing the cognitive and physical demands on the interactor. The system presented here addresses these challenges, providing a smooth paradigm for virtual character control aimed at providing individualized experiences geared towards training, rehabilitation, and other applications where human interaction is critical.

3 Background

Traditionally, two terms have been used to denote manifestations of virtual humans in these experiences: avatars and agents. The distinction is based on the controlling entity, which could be either a human (avatar) or a computer algorithm (agent) [Bailenson and Blascovich 2004]. There is a rich set of literature comparing how the agency of a virtual character is perceived by human users. In general, intelligent agents [Wooldridge and Jennings 1995; Baylor 2011] are very flexible as they can be replicated easily, can be used during any hour of the day, and are cost-effective human representations. Since avatars are directly controlled by humans, they rely less on the capabilities of the agent’s Artificial Intelligence engine and can convincingly simulate social scenarios and adaptively steer conversations [Blascovich et al. 2002; Ahn et al. 2012].

Several studies have provided valuable insights that both agents and avatars are effective tools in establishing a feeling of telepresence (user feels present in virtual world) and social presence (user acknowledges the presence of another intelligent mind) [Nowak and Biocca 2003] for the user. On the other hand, a recent meta study comparing the effectiveness of agents and avatars [Fox et al. 2010] found that avatars elicit stronger levels of social influence compared to agents. Similar results were found in game environments [Lim and Reeves 2010].

Due to the open-ended nature of conversations in bi-directional conversations in training and rehabilitation scenarios, our AMITIES
system uses human-controlled avatars. This choice of agency has been made by several systems in the past and has usually been referred to as digital puppetry. As defined in [Sturman 1998], digital puppetry refers to the interactive control of virtual characters by humans. This paradigm has been used successfully employed for decades in many fields including children’s education [Revelle 2003], games [Mazalek et al. 2009], and interactive networked simulations [Dicker et al. 2013].

Existing puppeteering systems mapped the full-range of captured human motion data to an avatar, e.g., [Lee et al. 2002; Mazalek et al. 2011], but this approach requires specialized motion capture equipment, is prone to noise in the raw data, and requires a high-bandwidth connection to transmit the poses. [Shin et al. 2001] uses Kalman filters and an analysis of the human’s posture to process raw motion capture data in real-time and map it to a puppet, but still requires a full motion capture system. In the system presented in this paper, the problem of full-body motion capture is circumvented by employing the concept of micro-poses [Mapes et al. 2011; Nagedran et al. 2012].

Other recent approaches to capturing the human user employ the Kinect system, e.g. [Leite and Orvalho 2011] and [Held et al. 2012]. There are also techniques that solely concentrate on capturing a human’s face with high precision [Weise et al. 2011]. Others have worked on the use of arbitrary control devices to control avatars through genetic programming [Gildfind et al. 2000], and collaborative control of virtual puppets [Bottomly et al. 2008].

It should be noted that the human-in-the-loop paradigm used in the presented system draws on parallels from the Wizard-of-Oz (WoZ) technique [Kelley 1984]. WoZ is primarily used in the field of human-computer [Dow et al. 2005] and human-robot interaction [Riek 2012] and refers to an experimental design in which users believe that a system is behaving autonomously, but behind the scenes it is actually operated to some degree by a human. Although the avatars in the presented AMITIES system are controlled by one or more interactors, we are not actively trying to deceive the user or trainee regarding the human agency. In addition, the emphasis of this paper is on the general system architecture that supports efficient, human-guided avatar control, network bandwidth optimization and observing capabilities.

4 System Description

AMITIES is a mixed-reality environment designed for individualized experience creation such as training and rehabilitation, and is based on the Marionette Puppetry Paradigm. The system has evolved over a period of six years with continuous refinements as a result of constant use and evaluation. The system has the following features:

1. A low-cost, low-demand (physical and cognitive) interface for interactors that allows them to easily participate in the control of the verbal and non-verbal activities of a set of virtual characters;
2. A low-cost, unencumbered interface for users that allows them to employ natural movement and verbal/non-verbal interaction with virtual characters;
3. A network protocol that supports real-time remote interaction even when dealing with relatively poor network connections; and
4. An integrated after-action review system that supports trainers in the processes of tagging and commenting on events, subsequently using these to assist reflection on the part of users.

Figure 1 shows the architecture of the system, with the individual components and the data flow between them explained in detail in the following sections.

The environment consists of several characters (digital avatars) in a virtual environment, whose space is shared with the real world. In specific, the movement of a user in the real world controls the movement of a camera (view-point) in the virtual environment. This allows the user to walk up to specific characters in the environment to initiate a conversation with them.

The digital avatars themselves have a hybrid intelligence model. This hybrid intelligence model facilitates a more natural and unconstrained interaction on a wide variety of topics as opposed to traditional interaction techniques. A human in-the-loop (interactor) can control any of these digital avatars, allowing them to gesture, change facial expressions, and hold bi-directional conversations that are both contextual and meaningful depending on the pre-determined scenario. When not controlled by a human, the digital avatars exhibit pre-recorded idle behaviors that are executed throughout a session.

AMITIES consists of a server-client model that supports bi-directional communication. The server controls the digital avatars and the camera if necessary (manual camera control). The client displays the scene and allows interaction with it via the virtual camera, and an audio interface. The audio interface is responsible for all conversations between the digital avatar (interactor-controlled) and trainee during the session. The interactor (server) also receives a video feed of the trainee, allowing them to assess body language and other non-verbal cues.

At the server end, the interactor’s intentions (motions) are captured via two independent motion capture systems. Devices that can be used interchangeably for this purpose include IR Cameras, The Microsoft Kinect, Razer Hydra, and Keypads. This is mapped onto the digital avatars via a custom animation blending system. The movement of the trainee (at the client) in the interaction space controls the camera view during the process. This camera view is seen by the interactor, allowing them to determine the character that is in-focus.

4.1 The User Experience

Figure 2 The user, typically located at a remote site, stands or sits in front of a large display on which the current scene is visible.

Figure 2: The User Experience (extracted from the left-hand-side of Figure 1)

The user’s movement is tracked by a Microsoft Kinect for Xbox 360. The user’s arms and head are tracked via a VICON IR Track-
ing System that features 10 T-40S imaging sensors. At present, the user’s eye orientation is not tracked, although this is observable by the interactor through a live video feed via a webcam. Movement of the user towards the display results in a corresponding movement of the virtual camera through the scene’s space (Figure 3).

For instance, in a classroom instruction (TeachLivETM), when a teacher moves towards a student, the virtual camera moves in the same direction. We typically place named pads on the floor associated with standing directly in front of each student. If the user bends down slightly, their point-of-view can result in eye-to-eye contact with the virtual character. In our classroom environment, the virtual children’s eyes automatically follow the teacher, unless the student is tagged as having autistic behavior or attention deficit.

Speakers and a microphone are used to create a bi-directional audio channel, with the audio/video uplink and the ‘virtual point of view’ of the user being broadcast over the network. This allows external ‘observers / trainers’ to view the interaction passively. A private audio uplink facilitates a trainer or subject matter expert to directly communicate with the user (trainee).

4.2 The Interactor Station(s)

The AMITIES control paradigm has evolved from a very literal system based on motion-capture to a gestural one based on a marionette paradigm. Common to all the paradigms we have implemented are support for switching avatars and triggering agent-based behaviors for those characters not presently under direct control. In effect, there can be many virtual characters, with the current avatar being completely controlled by the interactor, and all others exhibiting agent-based behaviors that are influenced by the actions of the interactor, the current avatar, and the user.

4.2.1 Previous Interactor UI Paradigms

Historically, we explored several User Interface (UI) paradigms to allow the interactors to control the virtual characters. We describe those prior implementations here, and describe the current implementation in Section 4.2.2. Initially, we used tracking cameras, with the interactor wearing a vest and baseball cap that had retro-reflective markers (Figure 4). The vest had markers on wrists, elbows and shoulders. The baseball cap had an easily recognized pattern of three retro-reflective markers in order to capture orientation as well as position. This approach had noise problems typically experienced in motion-capture, but without the opportunity for post-production, as all actions had to take effect in real time. Moreover, with capture rates of 120 fps, we were transmitting a substantial amount of network data, with the attendant issues when communicating with clients who had poor connectivity.

To address the problems introduced above, a number of variants of the paradigm were developed, investigating each one in the context of its effect on noise, network traffic, the quality of the experience at the receiver end, and the cognitive and physical demands reported by interactors. The first and, we feel, most critical decision was to develop the notion of micro-poses. These are a set of key poses that, in effect, form a basis set for the poses that an avatar is expected to perform, between which blending can occur. Some of these micro-poses are shown super-imposed on each other to view the ‘motion-space’ of the avatar in Figure 5.

After we developed the concept of micro-poses, we experimented with a series of gestural schemes to control the selection of these micro-poses. The first involved replacing upper body tracking with a single retro-reflective ball on a golf tee-like holder (a pawn). In this version, avatar control was done by moving the pawn close to the desk on which we placed a template of characters (one per column) and their genres of behaviors (one per row). Once a selection is made, the interactor raises the pawn and it enters a virtual sphere that is populated by key-frames (also called micro-poses). As one moves the pawn (see Figure 6), the system finds the closest such poses for weighted blending and then starts a process of decaying the weights of current poses, while increasing those of the newly “selected” ones. Facial gestures, mouth movements, parameters to agent behaviors and scene transitions are controlled by a game pad. Network traffic is greatly reduced with this paradigm in that all that needs to be transmitted are the newly selected micro-poses and their weights. The actual pose blending takes place independently at the
When the Kinect for Xbox 360 was released in November, 2010, we briefly went back to using a literal mode of controlling avatars and, in fact, continue to use the Kinect for Windows for head orientation in applications where this is appropriate. The problem with a purely literal approach is that it makes it hard to implement some desired behaviors, such as having the avatar place her head on a desk, as we often want to do when using the system in teacher training, or going into a fetal position as required with some experiences involving social and psychological issues. Having the interactor place her head on the table or buried in her chest would make it very hard for her to keep track of what is happening at the other end, as the video-viewing window is hard to see from that position. Other actions like standing up and clicking a pen are just more natural to trigger by gestural, rather than literal movements. For these reasons, we returned to gestural as soon as we became aware of the capabilities of the Razer Hydra in spring 2011.

In the current system, we use the Razer Hydra [Razer 2013]. This device uses a magnetic field to detect absolute position and orientation of two hand-held controllers. So long as the controllers are in front of the magnetic sensor and within a six-foot radius, the device operates with a reasonably accurate precision of one millimeter and one degree. Each controller has five digital buttons, one analog stick/button, one bumper button and one analog trigger. We use the left controller for character selection, zooming and mouth movement; we use the right controller for agent behaviors and facial gestures. These buttons can be configured to trigger situation-specific reactions and appearance-related features of a virtual character such as frowning, smiling and winking. As with the simple pawn scheme (Figure 6), we have a library of micro-poses unique to each virtual character.

The precise mapping of an interactor’s gesture to character pose can be personalized by each interactor based on what he or she feels is cognitively easiest to remember and places minimum physical demands. This particular approach appears to provide the best balance between expressiveness and cognitive and physical requirements on the interactor.

Control of the current avatar's pose is done by gestures that are mapped to micro-poses, with variations in those gestures coming from being close to several poses and by twisting the controllers to get subtle deviations (see Figure 7). This is explained in more detail below.

The current activated virtual character is controlled using a micro-pose system with the Razer Hydra controller’s 3D position and orientation input across two hand-held controllers. Every micro-pose is configured with a user specified pair of 3D coordinates, one for simultaneously control the virtual characters in a scene. The interactor is seated in front of a large-screen display, and can view the scene as well as a video feed of the remote location (where the user is located). Control of the virtual character can occur via one of several mechanisms listed above. This control data along with an audio uplink is broadcast to the user as well as to any observers that are in the system. Video from the user is received at the interactor station - no video uplink of the interactor is provided to either observers or the users. This helps keep the interaction paradigm ‘behind closed doors’ to promote situational plausibility and belief. A Subject Matter Expert (SME) has a private audio uplink to the interactor, allowing them to prompt appropriate responses to complicated situations as required.

In applications where this is appropriate, the problem with a purely literal approach is that it makes it hard to implement some desired behaviors, such as having the avatar place her head on a desk, as we often want to do when using the system in teacher training, or going into a fetal position as required with some experiences involving social and psychological issues. Having the interactor place her head on the table or buried in her chest would make it very hard for her to keep track of what is happening at the other end, as the video-viewing window is hard to see from that position. Other actions like standing up and clicking a pen are just more natural to trigger by gestural, rather than literal movements. For these reasons, we returned to gestural as soon as we became aware of the capabilities of the Razer Hydra in spring 2011.

The precise mapping of an interactor’s gesture to character pose can be personalized by each interactor based on what he or she feels is cognitively easiest to remember and places minimum physical demands. This particular approach appears to provide the best balance between expressiveness and cognitive and physical requirements on the interactor.

Control of the current avatar’s pose is done by gestures that are mapped to micro-poses, with variations in those gestures coming from being close to several poses and by twisting the controllers to get subtle deviations (see Figure 7). This is explained in more detail below.

The current activated virtual character is controlled using a micro-pose system with the Razer Hydra controller’s 3D position and orientation input across two hand-held controllers. Every micro-pose is configured with a user specified pair of 3D coordinates, one for...
each controller (recorded via a calibration phase using the Hydra). During runtime, the system then attempts to match the current position of the controllers with the predefined configurations to animate the puppets.

The system supports three modes: best match, two pose cross-fade, and High Definition (HD) poses. Best match simply selects the pose which best matches the input coordinates. The two pose cross-fade system selects the two poses with the shortest Euclidean distance to the input and then calculates the animation blend between them, allowing for a partial poses that is the combination of the two selected poses. If the selected pose is not currently active, the system begins to transition into this pose while transitioning out of the previous active one. The rate of transition into and out of poses is customizable allowing for longer animation between transitions as necessary.

The third pose mode is the HD poses system which works by applying inverse distance weighting across all available poses with respect to the input coordinates to find the mixture of all poses in the system. Animating the poses in this mode is a direct mapping based on the mixtures and the movement speed of the user, without consideration of individual animations transition rates. This allows for a more natural and fluid motion between poses giving the interactor more fine-grained and direct control depending on their initial pose configurations and their movement speed.

Each pose in the system provides additional levels of control between three animation key frames. Control of the position within the animation itself is handled by rotating the controllers about their longest side. This translates into a simple rotation of the hand allowing for ease of use and fine grained control while still providing access to the other buttons. The system computes the sum of rotation of each controller and generates a rotation angle that is bounded by a configurable maximum and minimum angle. This value is then normalized such that it can be used to interpolate between the different key frames of the active animation or animation mixture. The final result translates rotational motion of the two controllers into fine-grained control of the active animation or active animation mixture depending on the current micro-pose mode.

The virtual character’s facial expressions are controlled with the Hydra’s analog joystick input. This input provides a pair of values indicating the joystick’s horizontal and vertical position, which is interpreted as a single angle value along a circle around the maximum extent of the joystick’s range of motion. For example, if the analog joystick is pushed to the far right, this pair of values is interpreted as an angle of 0 degrees. Using this abstraction, all of the possible face morphs of the virtual character are mapped to angular arcs around the perimeter of the joystick’s range of motion. The facial expression mapping is customizable to group similar facial expressions together to allow smooth transitions between expressions that are related. At runtime, the system simply interprets the analog joystick’s position as an angle and then selects the facial expression whose predefined angular arc mapping matches the input. Once a new face morph has been selected, the system begins transitioning into the new pose and out of the previous one using customizable transition or ramp rates.

4.3 The Observer Station(s)

The system architecture of the observer stations is shown in Figure 9. For the purposes of maintaining anonymity and privacy, observer stations are not permitted to view the user (trainee), but can hear and see the entire visual scene, allowing them to gather the gist of the interaction in complete detail. This includes receiving the control data that is broadcast by the interactor station. Private audio uplinks are provided to Subject Matter Experts (SME) and

Figure 9: The Observer Station (extracted from the bottom-right hand-side of Figure 1)

Trainers, allowing them to interact either with the interactor or the trainee (when appropriate) to inject their specialized opinions. The SMEs and Trainers can be thought of as special observers, who also have the option of viewing the trainee (driven by a situational need) if the latter requests it permits this. Several instances of the observer station can be simultaneously spawned, thereby supporting interaction from remote locations.

4.4 Recording and After-Action Review

Our system also includes a subsystem for recording live sessions. This supports coding of events during and after these sessions. Event types can be created based on a given scenario’s needs and used to hone in on sets of frames in which these behaviors are observed during a training session. For example, in teacher practice, a coder might tag frames in which the user asks high order questions (a positive attribute) or in which very little time is allowed to expire before the teacher goes on to another question (a negative attribute). Data recorded during a session can be exported to comma separated values (CSV) files for entry into databases and spreadsheets. All decisions about what to record such events must be initiated at the receiver (client) end, where confidentiality and appropriateness of recording and coding is best made – the Interactor has no integrated facilities to initiate such recording and event logging. Such a capability facilitates after action review, reflection and documentation of a user’s progress, while following good practices of informed consent and confidentiality. This same feature can also be used to seed new automated behaviors since the codes provide semantic labeling of user actions [Erbiceanu et al. 2013].

5 Using AMITIES

AMITIES provides a flexible framework for controlling expressive, avatar-mediated, human-to-human communication. However it does not inherently define character personalities nor experiences—that exercise is left to the designers, and is usually carried out on a case-by-case basis. Below we first describe the character and story design process that we have developed, and then we describe some particular cases for which we used this process and AMITIES to create an overall experience for a particular purpose.
5.1 Character and Story Design

The SREAL team has developed a process for the iterative design and development of the appearance and behaviors of virtual characters, and the context in which these characters operate. This involves artists, interactors, programmers and, most importantly, the requirements of users of the resulting system. Components of this include model design and creation, and verbal and non-verbal behavior selection and implementation (puppeteered and automated).

The design process starts with meetings to refine the requirements. These meetings include a principal investigator, two to three interactors, a software developer, at least one modeler and a subject-matter expert. The interactors then rehearse the characters’ (including the trainee’s) behaviors (verbal and non-verbal) using a role-playing approach designed to flesh out the characters’ backstories and interaction styles. Note that this does not result in a traditional script, but rather a mix of story elements, branching logic (roadmaps to important events) and motivations for each character. Latter stages of these role-playing sessions are recorded for analysis and eventually for use by the artist(s) and programmer(s).

These initial steps establish artistic/technical requirements. We then produce concept art. Once these artistic designs are accepted and the role-playing is deemed to have uncovered the collection of required gestures (facial and body), the artists do model-development, texturing and rigging of the characters. We then identify key frames (micro-poses) that support specific behaviors (those uncovered in rehearsal) as well as a broad range of dynamically created behaviors so the Interactor can react to widely varying interactions with users. Additionally, the artist/interactor/programmer team develops animations of specific behaviors like “annoy others”, “look tentative” or “act bored”, and transitions between scenes, as needed. This results in an operational set of puppets and scenes. With this nearly final product in-hand, our interactors perform role-playing rehearsals again, but this time using the puppetry system. The outcome of this process is then a set of characters, micro-poses, scenes, animations and decision trees that enable the final experiences.

5.2 Case Studies

The plasticity of AMITIES allows a wide range of applications as evidenced by existing projects involving teacher education [Dieter et al. 2013], cross cultural communication [Lopez et al. 2012], peer pressure resist/avoid strategies [Wirth et al. 2011] and communication skills development for young adults with autism. Here we describe several cases where we applied the above design processes and AMITIES for a particular application.

As shown in Figure 10, AMITIES is the foundation for the TLE TeachLIVE Lab, which includes a set of pedagogies, content and processes, created as an environment for teacher preparation. The system delivers an avatar-based simulation intended to enhance teacher development in targeted skills. Teachers have the opportunity to experiment with new teaching ideas in the TLE TeachLIVE Lab without presenting any danger to the learning of “real” students in a classroom. Moreover, if a teacher has a bad session, he or she can reenter the virtual classroom to teach the same students the same concepts or skills. Beyond training technical teaching skills, the system helps teachers identify issues such as recondite biasses, so they can develop practices that mitigate the influence of these biases in their teaching practices. The ability of the system to track movement and time spent with individual students is a great assistance to this program, as it provides objective measures for the teacher and trainer to use during reflection.

AMITIES also supports the control of physical-virtual avatars (PVA)—avatars that have physical manifestations—and the associated robotic components. While this may not appear particularly relevant to the topic of this paper, it is important to note the flexibility of the use of this system to multiple modalities: the system supports the control of virtual characters on a 2D screen as well as physical manifestations of the same character that involves mechanical components (robotic) on, for instance, physical virtual avatar. As a part of this submission, we have included a video (screen-grab shown in Figure 11) of the paradigm being used to control a virtual character manifested as a PVA and three virtual characters being controlled in a classroom setting, engaged in a conversation with a human. In specific, multiple interactors control all the virtual characters in the scene (Section 4.2), while the PVA and the 2D Flat-screen display provide the User Experience (Section 4.1). The video showcases the interactor’s interface (display and controls), the user experience (multiple modalities of virtual character display), and the natural-flowing conversation between all the users (virtual characters and the human) which is difficult to achieve with traditional AI-based control.

We used AMITIES in an exploratory study aimed at the use of virtual characters to help prepare teens with autism and/or intellectual delays for their first job or college interviews. The subjects were exposed to three conditions in a repeated measures counterbalance design (i) face-face with a human, (ii) face-face with a virtual character on a flat-screen 2D display surface and (iii) face-face with a physical manifestation of the virtual character (a Physical-Virtual Avatar [Lincoln et al. 2011]). The scenarios and virtual characters were developed to facilitate a ten minute conversation with the subject, while several dependent variables were measured. The level of engagement was measured by analyzing several metrics such as the frequency of initiated and reciprocal responses, latency of response times and duration of the responses during the entire interaction. The results indicated that all participants had more engaging conversations, and interacted better, with the virtual characters than with the human.

Finally, we are using AMITIES as the underlying framework for a multi-year effort to explore various psychological and computational aspects of human/virtual human social interaction. We will be examining the beliefs, behaviors, physiology, thoughts, and trust of human users/subjects when interacting with virtual humans in controlled scenarios. By substituting real intelligence (a real human) for the more common artificial intelligence, we hope to isolate other psychological and computational aspects of human/virtual human social interaction such as the effects of shape, proxemics, kinesics, and other behaviors.

6 Conclusion and Future Work

We present a system for controlling virtual characters/avatars in remote environments. The system lends itself to control of character manifestations ranging from purely virtual (e.g., a 2D display) to physical (e.g., a Physical-Virtual Avatar). The associated architecture employs animation-blending routines, network communication with multiple server-client models, human-in-the-loop communication, and a control protocol that exhibits low latency, functioning effectively while using minimal network bandwidth. The resulting system is flexible enough to support personalized avatar-mediated experiences in applications including training, rehabilitation, and remote presence. We have successfully used it for several such experimental scenarios, each demonstrating natural interactions between people and their avatar counterparts.

In the future, we plan on integrating an after action review into the system. Additionally, we want to develop several tools that support the analysis of the interactions both online and offline, and use this data to alter the behavioral traits of the virtual characters during the
interactions. This involves analyzing video data streams, tracking data streams and audio data during the interactions.
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Figure 11: A screen-grab of the submission video that shows the virtual characters on the 2D screen, the physical virtual avatar and a human engaged in a conversation.


