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Göteborg University and the University College of Borås
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Abstract— Two-dimensional (2D) video-based telemedical con-
sultation has been explored widely in the past 15–20 years. Two
issues that seem to arise in most relevant case studies are the
difficulty associated with obtaining the desired 2D camera views,
and poor depth perception. To address these problems we are
exploring the use of a small array of cameras to reconstruct a
real-time, on-line 3D computer model of the real environment
and events. We call this 3D medical consultation (3DMC). The
idea is to give remote users what amounts to an infinite set of
stereoscopic viewpoints, simultaneously addressing the visibility
and depth perception problems associated with 2D video. Here
we describe our current prototype system, some of the methods
we use, and some early experimental results.

I. INTRODUCTION

We report here on the progress of a multi-year effort to
develop, apply, and evaluate technology for remote three-
dimensional medical consultation (3DMC). Our primary aim
is to enhance and expand medical diagnoses and treatment in
a variety of life-critical trauma scenarios. Our long-term goal
is to provide both an expert consulting health care provider
and a distant medical advisee with a high-fidelity visual and
aural sense of 3D presence with each other. Our approach is to
develop computer vision, graphics, and networking technolo-
gies that allow advisors and advisees to see “live” stereoscopic
imagery of each other, to be able to move around to obtain a
continuum of different viewpoints, and to constantly be aware
of patient vital signs via integrated virtual monitors.

In this article we describe the motivation for the work, the
current status of our research and prototype efforts, and a set of
controlled experiments to evaluate whether a 3D approach can

overcome the limitations found in 2D medical consultation,
while also being compatible with existing work practices.

A. 2D Medical Consultation
Two-dimensional (2D) video-based medical consultation

has been explored widely in the past 15–20 years. 2D tele-
video has been demonstrated to be acceptable for face-to-
face consultation—supplementing the telephone, and useful
for visual examinations of wounds, abrasions, etc. However
with the latter use in particular, the two issues that seem
to arise in most relevant case studies are (a) the difficulty
associated with obtaining the desired 2D camera views, and
(b) depth perception.

For example, camera view difficulties were mentioned in
multiple places in the final report for NLM’s National Labo-
ratory for the Study of Rural Telemedicine [1]. One example
is in the discussion of the use of the a 2D televideo system to
observe children with swallowing disorders. The report states

“Limitations of telemedicine services for management of
feeding and growth issues include the need to rely on the
interpretations of others during physical exam. At times
the camera angles were not ideal to allow for clear pictures
of the mouth during feeding.”

Similarly, included in the concerns identified with the univer-
sity’s “Clinical Studio” are the need for periodic movement of
cameras and improper camera locations.

“Full-motion video and audio of the neurological examina-
tion is a reliable means of visualizing the patient between
remote locations. This technology is not difficult and can
be done by ER staff. However the images are in two
dimension hence certain aspects of the exam could be
enhanced by more than one camera angle.”



Fig. 1. Conceptual sketches of some three-dimensional (3D) medical consultation paradigms. Left: a portable multi-camera unit. Center: hospital-based 3D
viewing. Right: mobile 3D viewing. (Sketches by Andrei State.)

The problem was also identified in [2] where they describe
work using a computer-based telemedicine system for semi-
and non-urgent complaints at a short-term correctional facility.

“The lack of remote control on the patient care camera
at the remote site by the examining emergency medical
physicians requires the nurse to spend considerable time
operating the camera and responding to technical instruc-
tions. This problem has been resolved in a recent system
upgrade, but it was another important reason for nonuse.”

Beyond obtaining the desired 2D view of a remote patient,
[3] points out that “Impaired depth perception is a signif-
icant problem in telemedicine.” and notes that “The most
important cue of depth is due to binocular disparity.” The
author describes several “coping strategies” that can be used
to overcome the inherent limitation of the 2D imagery. Chief
among the coping strategies is the practice of “Rotating the
camera in the transverse plane about 30 ˚ at a time....” This is
not surprising given that object occlusion and motion parallax
are two of the most powerful depth cues. The author surmises
that this controlled camera rotation “...enables the consultant
to build a three-dimensional mental image of the object by
briefly storing a range of two-dimensional views.”

There are two primary problems illustrated by the above
examples. First, for any chosen configuration of remote 2D
cameras, it is unlikely that the available views will always
match the consulting physician’s desired views. One could
try and address the visibility problem using multiple cameras.
But switching between numerous disjoint views as a security
guard might with a surveillance system is not very natural.
With a very large number of cameras and user head tracking,
one could imagine automatic switching based on view position
and orientation. But the quantity and configuration of cameras
necessary to achieve smooth and appropriate switching over an
operating room, as well as the 2D video storage and bandwidth
needs, would be impractical. While pan-tilt-zoom cameras can

help address this problem, they require additional technical
skills, impose an additional cognitive load, and require addi-
tional time to adjust (difficult in a trauma situation).

Second, in cases where depth perception would indirectly
or directly aid in the consultation, users must resort to sec-
ondary visual cues or verbal clarification (from another remote
collaborator), which both impose additional cognitive loads
compared to the very natural views afforded if the consulting
physician were able to “be there” with the patient or the
collaborating medical personnel.

B. 3D Medical Consultation

To address the 2D problems outlined in Section I-A above,
we are working on systems for three-dimensional medical
consultation (3DMC). The basic idea is to use a relatively
small number of cameras to “extract” (estimate) a time-varying
3D computer model of the remote environment and events.
When coupled with head (or handheld viewer) position and
orientation tracking, this should offer a remote consultant a
continuum of dynamic views of the remote scene, with both
direct and indirect depth cues through binocular stereo and
head-motion parallax. See Figure 1 for example scenarios.

We believe that such a system will provide the consulting
physician with an increased sense of presence with the remote
patient and medical personnel, thus improving communication
and trust between the participants. There is evidence to support
the increased sense of presence. In [4], the authors report on
the results of three studies where they vary display parameters
and attempt to assess the users’ sense of presence. The authors
report that the results of the first and second studies indicated
that the reported level of presence was significantly higher
when head tracking and stereoscopic cues were provided. They
report that the third study indicated that the level of presence
increased with the visual field of view.



There is also evidence to suggest that an immersive 3D
display will increase a user’s performance on certain tasks.
For example [5] reported a moderately positive relationship
between perceived presence and task performance. In [6] the
authors present the results of a study where they found that
users performing a generic pattern search task decrease task
performance time by roughly half when they change from a
stationary 2D display to a head-mounted (and tracked) 3D
display with identical properties. In [7] the authors present
the results of a study where distant collaborators attempted
to solve a Rubik’s cube type puzzle together. The authors
compared face-to-face (real) task performance with networked
performance using both a immersive 3D display and a conven-
tional 2D desktop display. They found the task performance
using the networked immersive 3D display and in the real
scenario were very similar, whereas desktop performance was
“much poorer.” Most recently, in [8] the authors describe a
careful 46-person user study aimed at determining whether
or not immersive 3D virtual reality technology demonstrated
a measurable advantage over more conventional 2D display
methods when visualizing and interpreting complex 3D ge-
ometry. The authors found that the head-tracked 3D system
showed a statistically significant advantage over a joystick-
controlled 2D display.

C. Why is Obtaining 3D So Difficult?

The most common approach to 3D scene reconstruction
is to use cameras and effectively “triangulate” points in the
scene. This involves automatically picking some feature in
one camera’s 2D image, finding the same feature in a second
camera, and then mathematically extending lines from the
cameras into the scene. The place where the lines intersect
corresponds to the 3D location of the feature in the room. If
one can do this reliably for a sufficient number of points in
the scene, many times per second, then with a lot of compute
power one can turn the dynamic collection of disjoint 3D
points into a coherent dynamic 3D computer model that one
can use like a fight simulator.

However there are at least three areas of fundamental
difficulty associated with trying to reconstruct dynamic 3D
models of real scenes: feature visibility, feature quality, and
reconstruction algorithms. Features might not exist or might
be confusing/ambiguous, they are hard to detect, isolate, re-
solve, and correlate, and automating the overall reconstruction
process in light of these difficulties is a very hard problem.
The state of the art is limited to static environments for large
spaces, or dynamic events in relatively small controlled spaces.
In Section II-A we describe a promising new approach we call
View-Dependent Pixel Coloring.

D. Project Status and This Article

The work we are reporting on here is primarily associated
with a multi-year project sponsored by the NIH National
Library of Medicine (Craig Locatis and Michael Ackerman).
Currently the project includes three somewhat independent

areas of research: real-time computer vision/graphics, network
adaptation strategies, and a formal evaluation of the (likely)
effectiveness of 3D medical consultation. By the end of the
project our goal is to have a working prototype that combines
the first two areas (vision/graphics and networking), and
complete results from our formal evaluation.

With respect to this article, in Section II we describe
our research efforts—which include both the vision/graphics
and networking aspects, and present some results, and in
Section III we describe the formal evaluation.

II. RESEARCH

Our current 3DMC prototype consists of a camera-lighting
array, a transportable compute/rendering cluster, and a head-
tracked display. See Figure 2.

The camera-lighting array (Figure 2, left) consists of eight
640×480 resolution digital (IEEE 1394a) color cameras from
Point Grey Research [17]. The cameras are currently mounted
in two horizontal rows of four on a portable stand that can
be positioned next to a patient. The cameras are positioned
so their visual fields overlap the same region of interest
on the patient. Mounted around the cameras are multiple
Stocker-Yale high-frequency fluorescent fixtures for flicker-
free illumination.

The compute/rendering cluster (Figure 2, right) consists of
five dual-processor PCs mounted in a transportable, shock-
resistent rack case. Four PCs function as camera servers, JPEG
compressing the raw Bayer pattern images and forwarding the
compressed video streams via dedicated gigabit Ethernet to
the 5th PC.1 The 5th PC then decompresses the video streams,
loading the color images into texture memory of the graphics
card for view-dependent 3D reconstruction as described in
Section II-A. To achieve synchronized image capture and time
stamping of the eight video streams, the four 1394 video
networks also include Point Grey synchronization units.

Note that as indicated in Section I-D, our current prototype
streams the compressed video over the dedicated gigabit
ethernet without the network adaptation strategies described
in Section II-C. By the end of the project we expect these
strategies to be fully integrated.

A. 3D Reconstruction

The 3D reconstruction process involves two major steps: the
reconstruction of 3D points from 2D images and the recon-
struction of 3D surfaces from the 3D points. To reconstruct
3D points from 2D images we use a novel approach called
View-dependent Pixel Coloring [9]. VDPC is a hybrid image-
based and geometric approach that estimates the most likely
color for every pixel of an image that would be seen from
some desired viewpoint, while simultaneously estimating a 3D
model of the scene. By taking into account object occlusions,
surface geometry and materials, and lighting effects, VDPC
can produce results where other methods fail—in the presence

1Each camera server can optionally record the video streams to disk.



Fig. 2. The current 3DMC prototype. Left: a camera-lighting array with eight Firewire cameras and high-frequency area lights. Right: co-author Andrei
State uses the transportable rack with five high-performance servers and a head-tracking interface to view live 3D imagery from the eight cameras.

of textureless regions and specular highlights—conditions that
are common in medical scenes.

As described in [10] we use the graphics hardware on the
5th PC (see above) to perform the 3D reconstruction very
quickly as the images arrive from the camera server PCs. The
basic idea is to use the graphics hardware to rapidly render
the camera images onto a series of virtual (computer graphics)
planes swept through the scene, searching in parallel for the
best color matches (least variance) at a dense set of points on
the planes. The result is a relatively dense depth map that we
can then render, again using the graphics hardware.

In some early experiments we constructed a one-meter-
cubed rig with eight downward looking cameras. Figure 3
shows a sequence of images reconstructed from a recording of
Dr. Bruce Cairns, M.D. performing a mock surgical procedure
on a physical patient model. Those views (images) were
reconstructed off line after the procedure. Figure 4 shows some
results from our current prototype (Figure 2). Those views
were reconstructed on line, in real time.

Note that in both cases the views were reconstructed and
rendered from completely novel view points—none the same
as any of the cameras, at different times during the sequence.

B. Displays

When a medical advisor is on duty in a hospital, it is
reasonable to expect that they might have access to facil-
ities for stereoscopic, head-tracked viewing of dynamic 3D
reconstructions of the remote patient and advisee (Figure 1,
center). Our current prototype addresses this scenario with a
high-resolution LCD panel and an Origin Instruments opto-
electronic tracker with software for head-tracked visualization.
As shown on the right in Figure 2, the user wears a head

band with three infrared LEDs that are tracked in real time
by a small sensor unit. From this we compute the location of
the user’s dominant eye and render the reconstructed imagery
from that point of view. Thus the user can observe the
reconstructed view with natural/intuitive monoscopic head-
motion parallax. We plan to add time-division multiplexing
(shuttered) stereoscopic visualization soon, and have even been
investigating autostereoscopic displays.2

We also want to provide the best possible 3D experience
when the medical advisor is away from the hospital (Figure 1,
right). For a remote display we are looking at personal digital
assistants (PDAs). Our goal is to develop or adapt tracking
technology and user interface paradigms that will allow a
remote medical advisor to use a PDA as a “magic lens” for
looking at the remote scene [11]–[14].

We are currently investigating a two-handed patient “prop”
paradigm [15]. The basic idea is that the advisor would have
a physical prop that serves as a surrogate for the patient, and
a PDA that is tracked relative to the prop. For example, the
PDA cover could serve as the prop. The advisor would then
hold the prop in one hand and the PDA in the other, moving
them around with respect to each other as needed to obtain
the desired view. Figure 5 shows two different prototypes.

For our specific application the prop paradigm provides the
user with an instant visual target to aim their “magic lens” at.
The approach also affords new ways of looking at the data.
For example, an advisor can rotate the prop to quickly get a
different view, rather than spending time and energy walking
around to the other side. As a bonus, tracking a PDA relative to

2Autostereoscopic displays provide one more viewers with a fixed number
of stereo views (for example eight) of a 3D scene, without the use of special
user-worn glasses. See http://www.opticalitycorp.com.



Fig. 3. Novel view images from an early mock surgical procedure on a training torso. Each image is from a different time during the session, and a
completely novel viewpoint (none the same as the cameras).

Fig. 4. A more recent sequence of novel view images reconstructed using the system shown in Figure 2. We set a box of Girl Scout cookies on top of the
training torso to provide more obvious scene geometry. As in Figure 3, each image is from a different point in time and a completely novel viewpoint.

another object is a much more tractable problem than tracking
a PDA relative to the world in general, opening up a number
of potential tracking solutions that were otherwise not feasible.

C. Networking

Managing adaptation is a particularly interesting and chal-
lenging aspect of remote 3D medical consultation. In many
of our target 3DMC scenarios, the network path represents
a significant bottleneck resource. Thus, we must carefully
manage this resource in order to ensure that at all times we
transmit the data (images or 3D) that is most useful to the
overall application and the goals of the user. While adaptation
has long been a focus of active research in multimedia systems,
3DMC raises a number of new and interesting problems.

In particular, 3DMC represents an instance of a much larger
and more general class of multimedia applications in which
many media streams are generated, with complex interstream
semantic relationships. In other words, unlike traditional video
conferencing applications in which the content of each par-

ticipant’s video stream is largely independent of the other
participants, the content of media streams produced in the
context of 3DMC are likely to be very much related. The
most obvious example of this can be seen in the case of video
data in which many cameras are capturing the scene from a
number of different angles. Thus the visual characteristics of
one video stream (i.e., amount of motion, lighting, etc.) can
be expected to be shared to some extent by the other streams
as well. Furthermore, the utility of the visual information in
one stream may depend on the quality and utility of visual
information in a peer stream. For example, given two video
streams that share a significant overlap of field of view, it may
be preferable to allocate available bandwidth to capture and
transmit a high-quality image for only one of the two streams
while allowing the quality of the other stream to degrade.
Alternatively, it may be better to allocate bandwidth equally
in order to achieve similar quality for both streams (useful
for good stereo correlation and high-quality 3D reconstruction
from these two streams). Which of these two adaptation



Fig. 5. Left: Our first tracked PDA prototype used a HiBall-3000 TM tracking system [16], with sensors mounted on the PDA (Toshiba e800, left hand) and
the surrogate (right hand). Right: Our current prototype uses a PointGrey DragonFly camera [17] mounted on the PDA (left hand). The prop (right hand) has
a printed image of our training torso on it, along with a grayscale pattern. We use the ARToolkit [18] to track the surrogate with respect to the PDA (camera).

solutions is preferable depends on any number of factors
including what the application is trying to achieve with the
video data and how the user is interacting with the system.

The challenge we face when tackling the adaptation problem
in 3DMC is twofold. First, how can we compactly and
intuitively specify an adaptation policy to support specific
user-level goals? Second, given a particular adaptation policy
and set of user-level goals, how can we efficiently evaluate
that policy relative to available resources and the way the data
are represented and organized?

The 3DMC we envision involves many different media
sources (video, audio, patient vital signs, etc.) used in complex
ways. As such we need a framework for addressing the prob-
lems of adaptation that is more formal and mechanical than
previous approaches, which often rely on statically defined
priorities (e.g., prioritize audio over video) or simple rule-
based decisions (e.g., when available bandwidth is X, do Y).

In our current work, we are initially limiting ourselves to
the problem of adaptation among the different video sources
in a 3DMC system capturing the scene. Our current model for
each camera assumes that each camera is able to produce low-,
medium-, or high-resolution imagery and that each camera’s
view defines a region of interest within the scene. Furthermore,
our camera model captures representational dependencies that
are the by-product of the underlying compression algorithms
(e.g., interframe motion compensation, rate-distortion trade-
offs, etc.). Now the problem becomes, given feedback about
the user’s preference for a region of interest within the scene,
how do we allocate bandwidth to the different cameras in order
to maximize the utility of the images transmitted?

To address this problem, we are leveraging an abstract

general adaptation framework that we have developed to
evaluate available tradeoffs using a utility-cost metric [19].
In this framework, all possible tradeoffs available to the
application are mapped as nodes in an N-dimensional space.
Each dimension represents a particular axis for adaptation. In
3DMC, we have identified five dimensions for adaptation: one
each for time, resolution, relative change of visual content,
and two that capture the notion of region of interest. The
frames produced by the cameras are represented within this
space as nodes. Any encoding dependencies between frames
are encoded as directed edges between nodes. The user is
represented as a node within the appropriate subspace (i.e.,
time, and desired region of interest). The user is also associated
with a vector that indicates how this position is changing.
Adaptation is driven by a utility function that relates the
user’s position and change vector to the nodes eligible for
transmission. Thus, adaptation policy is now very compactly
represented as a distance function within the utility space and
the evaluation of the adaptation policy becomes mechanical.

At this stage we are experimenting with simple greedy
solutions where the node yielding the maximum utility for
the minimum cost is selected until resources are exhausted.
The process is iterative and the graph evolves as time passes
and new frames are produced. We have finished constructing
the adaptation framework software and built a simulator in
order to experiment with different utility and cost functions.
Preliminary experiments show the system is able to make
complex, non-trivial adaptation decisions in an emulated eight-
camera setup such as in Figure 2. Much of the remaining
challenge is to develop and evaluate specific utility functions
that correspond to the actual perceived quality of real users.



Fig. 6. Human patient simulator staged as an accident victim for the experimental evaluation.
Note the 2D video cameras and display mounted on the overhanging structure.

III. EVALUATION

Previous research in computer supported cooperative work
(e.g., [20], [21]) and theory of language [22] suggests that
working remotely using 2D video-conferencing lacks the rich-
ness of collocation and face-to-face interaction, e.g., multiple
and redundant communication channels, implicit cues, and
spatial co-references, all that are difficult to support via
computer-mediated communications. This lack of richness is
thought to impair performance because it is more difficult
to establish the common ground that enables individuals to
understand the meaning of one another’s utterances. Other
research [23]–[25] suggests that working remotely may not be
compatible with existing work practices, and thus is unlikely
to find many adopters. Because we do not know if 3D medical
consultation will overcome the limitations found in 2D video-
conferencing, or be compatible with existing work practices,
there is a need to evaluate the technology and its potential
before investing millions of dollars in development.

To evaluate the potential of the technology, we are conduct-
ing a controlled experiment that compares the effectiveness
and relative advantages of diagnosing and treating an acci-
dent victim (mannequin) under three conditions: a paramedic

working alone, a paramedic working in consultation with a
remote physician via 2D video, and a paramedic working in
consultation with a “remote” physician via a 3D proxy—a
physician actually standing nearby. The use of a 3D proxy
allows us to investigate the potential benefits and real life
issues related to the 3D technology early on, before the
technology is fully developed.

The experiment is a post-test design. The task set before
each paramedic is the management of a difficult airway for
an accident victim. The victim is actually a METI human
patient simulator that is staged as if at an accident scene
(see Figure 6). The paramedic must diagnose and manage a
difficult airway to successfully treat the victim. This approach
to evaluation has been successfully used in previous research
[26]. It allows evaluation of new technology to begin before
the technology is fully developed and ready for the field.
Early feedback provides valuable insights regarding the future
potential and desired features for technology at a lower cost. In
addition, with this approach evaluation occurs with no impact
on patient care, an important consideration in medicine. The
use of realistic tasks and rigorously developed measures helps
ensure the validity and reliability of the evaluation results.



In our experiment, effectiveness is operationalized as task
performance which is assessed with two measures. One
measure is a task/subtask performance protocol based on
task/subtask order and quality. The protocol was developed
in consultation with physicians specializing in emergency
medicine and will be used to assign a numeric task perfor-
mance score. The second measure, based on the mannequin’s
blood Oxygen saturation level (O2), is the integral of 90%−O2
over the period when O2 < 90%. This is based on medical
best practice, which recognizes that the longer O2 is under
90%, the worse off a victim is.

Relative advantage is operationalized as self-efficacy, use-
fulness and trustfulness of information provided by the remote
physician, and compatibility with current ways of working.
These data are obtained through a post-session questionnaire.

We are currently running experiment sessions, with the goal
of having 20 sessions per condition. It is not possible to
perform a power analysis to determine the sample size needed
to produce statistically significant results because we do not
have an estimate for the effect size. Thus, we reviewed the
literature for similar studies and found that a sample size of
10 to 20 was common (e.g., [27], [28]). We anticipate finishing
data collection in fall 2006. Early, preliminary results indicate
that the usefulness of information provided by the remote
physician is significantly higher in the 3D proxy condition.
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