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ABSTRACT

We present initial results from a new image generation approach
for low-latency displays such as those needed in head-worn AR
devices. Avoiding the usual video interfaces, such as HDMI, we
favor direct control of the internal display technology. We il-
lustrate our new approach with a bench-top optical see-through
AR proof-of-concept prototype that uses a Digital Light Process-
ing (DLPTM) projector whose Digital Micromirror Device (DMD)
imaging chip is directly controlled by a computer, similar to the way
random access memory is controlled. We show that a perceptually-
continuous-tone dynamic gray-scale image can be efficiently com-
posed from a very rapid succession of binary (partial) images, each
calculated from the continuous-tone image generated with the most
recent tracking data. As the DMD projects only a binary image
at any moment, it cannot instantly display this latest continuous-
tone image, and conventional decomposition of a continuous-tone
image into binary time-division-multiplexed values would induce
just the latency we seek to avoid. Instead, our approach maintains
an estimate of the image the user currently perceives, and at ev-
ery opportunity allowed by the control circuitry, sets each binary
DMD pixel to the value that will reduce the difference between that
user-perceived image and the newly generated image from the lat-
est tracking data. The resulting displayed binary image is “neither
here nor there,” but always approaches the moving target that is the
constantly changing desired image, even when that image changes
every 50 µs. We compare our experimental results with imagery
from a conventional DLP projector with similar internal speed, and
demonstrate that AR overlays on a moving object are more effec-
tive with this kind of low-latency display device than with displays
of similar speed that use a conventional video interface.

Index Terms: H.5.1 [Information Interfaces and Presentation]:
Multimedia Information Systems—Artificial, Augmented, and Vir-
tual Realities

1 INTRODUCTION

In the past several decades, Augmented Reality (AR) has been
shown to be potentially useful in a variety of areas, such as
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medicine, manufacturing, maintenance, navigation and telepres-
ence. Many of these may benefit from head-worn, eyeglass-style
displays, which are currently evolving rapidly [7, 1, 2, 6]. These
displays optically combine the computer-generated image with the
user’s direct view of the surroundings (“optical see-through”), in
contrast to smartphone- and tablet-based AR applications, which
combine the computer-generated image with video imagery (“video
see-through”). For head-worn displays, optical see-through with its
direct and undegraded view of the surroundings is desirable and
likely indispensable for extended use. However, it comes at a cost;
unlike video see-through displays, which allow synchronization of
real and virtual images by deliberately delaying the video stream,
optical see-through AR must present synthetic imagery at the speed
of “reality” to keep virtual and real objects aligned. Hence it must
rely on minimal latency or on prediction techniques when comput-
ing synthetic imagery [21]. The latency in today’s AR systems,
even those optimized for low latency, often exceeds mere annoy-
ance or distraction, and often makes optical see-through unusable.
The debilitating effects are not just the magnitude of the offset
between the intended and the achieved location of the computer-
generated object, but also the change in the offset as a function of
time – the synthetic object appearing to “slosh” or “swim” about the
real scene [11]. While predictive tracking can significantly reduce
the misalignment between synthetic and real imagery, errors are
still present, especially during rapid changes in head pose [8, 27].

Unfortunately, latency accumulates throughout all the compo-
nents of an AR system (tracking, application, image generation,
scanout, display). This paper concentrates on the latency in the im-
age scanout and display itself.

Today’s most common display technologies (LCD, OLED,
DMD) form images through various methods of controlling light:
spatially, temporally, and in terms of wavelength (or even polariza-
tion). Historically, and until today, these capabilities have been in-
ternally “managed” by device designers, while end users have been
limited to common display interfaces (VGA, DVI, HDMI). While
these interfaces allow plug-and-play flexibility, they impose certain
restrictions that are difficult to work around. Specifically, as this
abstract layer is derived from the raster scan method (developed in
the late 1930s for Cathode Ray Tube (CRT) television sets), it intro-
duces almost an entire video frame of latency in the display device
itself. For example, with DMDs, color imagery is almost always
delivered via frame-sequential display—e.g., all pixels of the red
channel displayed simultaneously, then all pixels of the blue chan-
nel, then all pixels of the green channel. Since the display interface
is raster-scan-based, a DMD device has to receive an entire image
before it can start to display even the first pixel of that image.

Even on simpler devices, such as a CRTs, the display of the bot-
tom of the image occurs much later than the display of the top of
the image. Raster scan is inherently unsuited for low-latency appli-
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cations, unless scanout is performed at very high rates, which tends
to cause memory access and high-power utilization issues.

In this paper we advocate “de-abstracting” this display inter-
face layer and exposing the technology underneath to the image-
generation process. This will permit the image generation proces-
sors to “get closer” to the control of the photons in the display,
achieving dramatically lower overall latencies.

After a review of related work in Section 2, Section 3 proposes
a general low-latency algorithm that is independent of the target
display device. Section 4 introduces the basics of the display device
being used and specializes the algorithm to match that device’s
specifications and limitations. We demonstrate our prototype
system in Section 5, draw conclusions in Section 6 and discuss
future directions in Section 7.

2 RELATED WORK

Researchers have identified the need for minimal total system la-
tency in both VR and AR applications [19, 5]. To avoid certain
deleterious effects of VR (such as what is commonly known as
“simulator sickness”), it is desirable to keep system response to
head motion roughly as fast or faster than the vestibuloocular re-
flex, one of the fastest reflexes in the human body at 7 ms to 15 ms
[3], which rapidly stabilizes the retinal image at the current fixation
point by rotating the eye in response to head motion. For exam-
ple, the developers of the Oculus VR headset recommend “20 ms
or less motion-to-photon latency” [28]. To help developers reach
that goal, they have recently reduced the latency of the Oculus Rift
tracking subsystem to 2 ms [4]. Even smaller total latencies are
recommended when a VR experience conveying a high sensation
of presence is needed: to avoid any perception of scene motion due
to latency, values as low as 3 ms should not be exceeded [12, 13].
A NASA study investigating the utility of head-worn displays for
flight deck “Synthetic/Enhanced Vision Systems” concludes that
commonplace “head movements of more than 100 ◦/s would re-
quire less than 2.5 ms system latency to remain within the allowable
[Head-Up Display] error levels” [9].

Touch-based interaction with displays also represents a form of
AR, in that the user should ideally perceive display elements as be-
ing affected by touch as if they were tangible objects (e.g. when
dragging). Previous work in this related area covers both user per-
ception and task performance; its conclusions include that “there is
a perceptual floor somewhere between 2 −11 ms, below which users
do not notice lag” and that “latencies down to 2.38 ms are required
to alleviate user perception when dragging” [15, 18].

It is important to note that until now, all approaches striving to re-
duce rendering latency—even unusual ones such as frameless ren-
dering [10]—have been applied to displays with standard video in-
terfaces, such as VGA, DVI, or HDMI.

3 APPROACH

We minimize latency by updating selected parts of the displayed
image—those that require the most change—instead of the com-
plete image. Updating arbitrary individual pixels is generally not
feasible; ideally, we would update small groups of pixels in paral-
lel at a bandwidth as high or higher than current full-frame band-
width. This leads to higher update rates, albeit of smaller display
regions. While no currently available display accommodates this
update mode, we propose a broad framework for the ideal device
and then specialize the algorithm for an existing one.

The goal of this algorithm is—at every update of the display—to
bring the image that is perceived by the viewer closer to an esti-
mate of the latest true image, as determined by the tracker. We call
this estimate of the true image the Desired Image. Producing the
Desired Image by conventional rendering would be challenging at
the rates at which we want to update the display, which is on the
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Figure 1: Data path framework. While the whole approach com-
prises many stages, each operating faster than the prior stage, our
current prototype implements only the solid-line stages.

order of tens of thousands of updates per second. We propose ren-
dering from polygons (or other primitives) at as high an update rate
as a GPU can produce, and then computing a 3D warp from two
nearby rendered images [16] to approximate the desired image. If
a 3D warp at the desired update rate is not possible, then adding
another, computationally less expensive approximation with a 2D
warp is a possibility. Thus we have a sequence of rendering steps
(see Figure 1), each computationally less demanding and updating
at a faster rate than the previous one. We aim to achieve through
this mechanism a total rendering latency of under 0.1 ms. (Note
that our prototype does not fully implement this rendering pipeline.
It is introduced for the integrity of discussion.)

We must also maintain an estimate of what the user perceives.
Since the display is updating very rapidly, the estimate of the per-
ceived image must be an integral of what the viewer has seen over
a short period of time in the past. We call this the Integrated Per-
ceived Image. Abstractly, the algorithm works as follows.

1. Query the tracker and produce the Desired Image.

2. Create an Error Image from the Desired Image and the Inte-
grated Perceived Image.

3. In the Error Image, select the area with the most error.

4. Update the selected display region to reduce the error.

5. Update the Integrated Perceived Image.

6. Loop to step 1.

The Error Image may be as simple as a per-pixel difference, or
alternatively a perceptual metric. The display update step is heavily
dependent on the capabilities of the target device. For example, the
device that we have been using (see Section 4) can instantaneously
display only binary images, and forms continuous-tone images by
pulse-width modulation.

4 DMD AS A LOW LATENCY DISPLAY

The most accessible display technology for our approach is the
digital micro-mirror device (DMD) manufactured by Texas Instru-
ments as Digital Light Processing (DLPTM). Low level, rapid
display using DMDs has been demonstrated by numerous groups
[20, 17, 14]. We used the TI Discovery 4100 Development Kit [25]
with a DLP7000 [24] DMD chip capable of displaying 1024×768
pixels.

To construct a low latency image generation pipeline with this
DMD device, we assume a high-speed tracker that can deliver the
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user pose with 1.5 ms of latency (only slightly faster than the cur-
rent Oculus Rift tracker [4]), and a renderer that can generate the
Desired Image for that user pose with 0.1 ms latency, as discussed
in Section 3. These leave a display latency budget of 0.4 ms if we
are not to exceed the perceptual floor of 2 ms [15, 18].

4.1 DMD Chip Basics
A DMD chip is primarily a random access memory device with an
array of deformable mirrors. The 2D memory on the chip is split
into two buffers, each with single-bit-sized elements: one buffer
that the processor can write into (the “back buffer”) and one buffer
which controls each pixel’s mirror (the “front buffer”). To copy
from the back buffer to the front buffer, the processor must assert
a Mirror Clocking Pulse (MCP). On the DLP7000, the controlling
processor can assert this pulse at any time, though it operates on
one, two, or four blocks of 48 rows each, or on the whole array
simultaneously. This DMD cannot accept another MCP while pro-
cessing a prior MCP for 4.5 µs, and it cannot accept updates to any
buffer (front or back) on a block undergoing an MCP for 12.5 µs,
after which the mirrors of that block will have stabilized. This com-
bination of back buffer writes and MCPs allows pipelining of buffer
updates and mirror commits. Since the pixel clock for this DMD is
maximally 400 MHz, and one row requires 16 cycles, this means
that an entire block is written in (16× 48)/(400MHz) = 1.92µs.
Note that the MCP cycle time is 4.5 µs, longer than a single block
update; as a result, it is more efficient to update two or four blocks
between MCPs.

Therefore, with this DMD chip, the maximum latency from the
start of memory writes to photon output for a single block (i.e. as-
sert an MCP for one block only) is 14.42 µs, which supports our
target latency of 0.4 ms for the entire frame (16 blocks).

4.2 Standard DMD Projector Basics
Typical DMD projectors uniformly illuminate the entire mirror ar-
ray. Controlling each pixel’s mirror deflection angle between the
two powered states causes the light to either exit the projector (On)
or hit an absorbing baffle (Off). The intensity of light that a user
perceives at a given pixel is simply a function of the percentage of
time that the pixel’s mirror is in the On state. Given an 8-bit inten-
sity value, the duty cycle executed may take the form of different
durations for each bit. For example, to process one 8-bit value,
the state of the most significant bit could control a mirror for 1/2
of the frame time, the next bit for 1/4, . . . and the least significant
bit for 1/256. This basic mode supports only gray-scale imagery.
DMD projectors often provide color though color-sequential meth-
ods, usually by spinning a color wheel in front of the light, or by
alternating among multiple illumination LEDs. While a single color
is active, the controller executes the mirror sequence for the inten-
sities of that color. In this way, these projectors only emit one color
at a time; for a 60 Hz projector, the colors may alternate at 180 Hz.

These DMD projectors control the duty cycles of the mirrors
based on the video input they receive. Typically this input is sup-
plied via a DVI, HDMI, VGA, or DisplayPort connection. All of
these connections supply video in a raster scan format, in which a
complete frame arrives, pixel-by-pixel, over a full frame time (e.g.
1/60 s). Since most DMD projectors feature a color-sequential dis-
play and use pulse-width modulation to achieve varying intensities,
they must buffer a complete full-color frame before starting to load
the DMD’s back buffer, resulting in a latency of at least one frame
time by the interface alone, which is much longer than would be
desirable for an optical see-through head-mounted display (HMD).

4.3 Low Latency Custom DMD Projector
In order to reduce the latency between image production and dis-
play, one needs lower-level control over the DMD projector than
is afforded by a conventional video interface. Our experimental

Algorithm 1: Low Latency Binary Projector Image Generation
Denote Desired Image as Id, Integrated Perceived Image as
Iu, Error Image as Ie, and Binary Projector Image as Ip
for every pixel x at time t do

Compute It
u(x) = 4∑

t ′=t−1
t ′=t−64 It ′

p (x)−1
Compute It

e(x) = It
d(x)− It

u(x)

Compute It
p(x) =

{
1 if It

e(x)> 0 or It
d(x) = 255

0 otherwise

DLP7000 projector does not support color, so we describe here the
algorithm for generating gray-scale images, which can be extended
to support color (see Section 7).

Unfortunately, the DLP7000 only supports updating entire
frames, rather than rows, blocks, or small groups of pixels. It can
update and display a full binary image at 22727 Hz (slightly over
44 µs per update). A custom controller could theoretically execute
4-block MCPs every 4.5 µs. If certain blocks did not require up-
dates (no change to the back buffer), then the entire image could be
updated with four 4-block MCPs in 4×4.5µs = 18µs, or 2.5 times
faster than on the experimental projector. In many AR overlay ap-
plications, opportunities for partial-screen updates are frequent, as
virtual objects often do not cover the entire display.

As noted earlier, applying these specifications, capabilities, and
limitations of a DMD leads to a specialization of the abstract algo-
rithm from Section 3, starting at step 3:

Select Area with Greatest Error. For a custom controller us-
ing this DMD, the selectable areas would be among the four 4-block
regions of the array; however, with the experimental projector con-
troller, the only selectable area is the entire array.

Update Display Region. While the desired image may have
multiple intensity bits, the DMD is limited to a single output bit per
pixel: On or Off. This simplifies the output decision based on the
error: for each pixel, if the Integrated Perceived Image is dimmer
than the Desired Image, turn on the pixel, otherwise turn it off.

Update Integrated Perceived Image. In order to generate
each pixel of the new Integrated Perceived Image, we integrate over
a selected number of the most recent Binary Projector Images. We
determined empirically that using the latest 64 binary frames is suf-
ficient for our experimental setup, though future user studies can
refine the duration of this integration window.

The DMD-specialized algorithm is summarized in Algorithm 1.
As long as we can feed it appropriate desired images at the DMD’s
maximal load and pulse rate, we should be able to display a smooth,
low-latency, gray-scale image stream.

5 PRELIMINARY RESULTS

The DLP7000 can rapidly update the entire DMD (rather than a
subset of it) in 44µs, for an update rate of 22727Hz [23]. Alas, its
host interface cannot transfer a binary image in 44µs, so in order to
evaluate dynamic imagery in real time, we had to pre-calculate bi-
nary images and pre-load them into the projector’s local RAM. This
RAM has a capacity of 43690 binary images, which corresponds to
1.92 s at the above update rate.

Figure 2 shows our experimental setup, with a proof-of-concept
optical-see-through AR display. In addition to the DLP7000, we
also used a conventional 60 Hz DMD projector (a DLP Lightcrafter
version 2 [26]) for comparison. Either projector can frontally illu-
minate a flat surface, or it can project onto a rear-projection panel
viewed through a beam-splitter to provide augmentation to a scene.
We used a camera (iPhone5S, due to its ability to capture 720p
imagery at rates as high as 120Hz) to record a user’s monoscopic
viewpoint. The target scene consists of a rotating turntable, which
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Figure 2: Experimental setup.

can be moved either by hand, with its motion tracked by a shaft
encoder, or by a computer-controlled stepper motor. Objects such
as a box or a pyramid are placed on the platter to provide a mov-
ing scene to test the effectiveness of AR overlay and registration.
This setup is analogous to, but simpler to control experimentally
than a tracked HMD user. In particular, we can take advantage of a
very-low-latency tracker with controlled, repeatable motion.

5.1 Experiment 1: Latency
Our first experiment compared the latency of the conventional
60 Hz DMD projector with that of the low-latency experimental
DLP7000. A simple three-axis cursor was positioned in 3D space at
the tip of the physical pyramid model on the turntable. This cursor
was rendered for each projector and for each rotational position of
the platter, at intervals of 1/3◦. The platter’s position was tracked
by a shaft encoder and the appropriate image was displayed as soon
as a shaft encoder pulse was received. The pulse is input to the
DLP7000 via a 1-bit pin; thus only unidirectional random motion
is supported, while there is no such limitation for the conventional
projector. Figure 4 shows the results for conventional and exper-
imental projectors as the user rotated the turntable at a maximum
rate of 2/3 Hz. As expected, the conventional projector’s image
lagged noticeably behind its intended location at the tip of the pyra-
mid; the experimental projector’s cursor remained registered.

5.2 Experiment 2: Low Latency Gray-scale Imagery Us-
ing Binary Image Generation

In the second experiment, we projected a rotating gray-scale test
pattern (see Figure 6a) containing a combination of text, lines, gra-
dients and photos. The resulting set of Binary Projector Images
was displayed at full speed in a continuous 360◦ loop so the results
could be examined visually. As expected, the imagery was rotat-
ing smoothly, exhibiting increased motion blur near the edges of
the spinning test pattern and very little motion blur near the center.
No artifacts were observed. Figure 5 shows a selection of frames
from this experiment: Desired Images, Integrated Perceived Im-
ages, Error Images, and Binary Projector Images. Figure 6 and the
accompanying video1 show the observed dynamic results.

5.3 Experiment 3: AR Imagery on Moving Object
Since our experimental projector requires pre-loaded (and there-
fore pre-computed) binary images, the real-life bidirectional mo-
tion of the object in this third experiment must be known in ad-
vance. Therefore, instead of moving turntable and object by hand
unidirectionally, we moved it with a PC-controlled stepper motor,

1http://youtu.be/dBFdBm9Ab9E
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Figure 3: The rotation motion path used. The two dots along the
curve indicate the time instants shown in Figure 7.

through a predefined series of angular positions, in both directions
and at varying speeds. Figure 3 shows one such motion profile
covering the experiment pictured in Figure 7. The sequence lasted
1.92 s, during which 43690 binary images were displayed.

It is important to note that this experiment evaluates visual qual-
ity, not latency or registration. Note in Figure 7 and in the accom-
panying video1 that the imagery is sharp when the cube is still, and
is appropriately motion-blurred when the cube is moving rapidly.

6 DISCUSSION AND CONCLUSION

The proposed low-latency update algorithm produces visually
pleasing results. Rapid updates decrease or eliminate the “swim-
ming” artifacts induced by latency, and the imagery shown by our
proposed display is more natural and resembles motion blur, which
is more acceptable to viewers. Without the current hardware’s lim-
itations, we expect even better results because we could prioritize
updates on portions of the display, rather than updating the full bi-
nary DMD array as shown.

We believe that to achieve low-latency in displays, we must
abandon full-frame updates, which necessarily induce excessive la-
tency (unless the update rates are extremely high). This means that
we must also move away from the frame-based legacy display in-
terfaces that are modeled on decades-old CRT technology.

7 FUTURE WORK

We will next focus on developing a real-time display by designing
custom hardware to control the DMD directly, bypassing limita-
tions of the current control hardware. The implementation will be
on a high-performance FPGA, with a high degree of parallelism.
Our Binary Projector Image generation algorithm is easy to par-
allelize and can be implemented as a fixed-function pipeline with
simple integer math. It requires little memory as it involves only a
small number of most recent projected images and two gray-scale
images (one integrated Perceived Image and one Desired Image).

As the bandwidth required to drive the DMD is very high, the
control circuitry must be physically close to the DMD chip. We
expect to supply images from a GPU to the controller (in pairs and
with depth, to enable 3D warping [16]) over a conventional video
interface, such as DVI [22]. Additionally, tracking data must be
transmitted. The display controller should include circuitry to warp
the received images (see Figure 1) to produce the Desired Images
at high rates, as well as to compute the Perceived and Error Images
at the same speeds. This direct rapid control may reduce latency as
well as power consumption, and may result in higher image quality.

Extension to color images, via an approach similar to frame-
sequential color, appears straightforward. We expect the next ex-
perimental projector to have three colored light sources, for instance
red, green and blue LEDs. Switching between color channels could
occur either at every update, perhaps every 50 µs, or less frequently
if the system were to support mirror changes by blocks, as expected.

Longer-term plans include investigation of other display types
that can be updated rapidly and are suitable for head-worn displays.
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(a) Conventional 60 Hz color display. Note that the overlay is displaced significantly
from the tip of the pyramid.

(b) Experimental display at 1 kHz. Without the need to operate at the maximum rate of
22727 Hz, 1 kHz is enough to show the benefit of using this low latency display.

Figure 4: AR registration of a moving object (pyramid). These frames were filmed by a 120 Hz camera through a beam splitter (see Figure 2).
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Figure 5: Sample images used by our algorithm when displaying a rotating test pattern with the experimental low latency projector. The
pattern (see Figure 6a) rotates at 360 ◦/s to produce the Desired Images. For clarity, a border has been added to each image.

Finally, we plan to research approaches to a low latency equivalent
of a device-independent interface, analogous to HDMI or Display-
Port for conventional displays. This would be an abstract interface
to be used between a device-independent low latency renderer and
a renderer-independent low latency display, enabling more of the
proposed algorithm to be implemented in a GPU.
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