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SUMMARY

Full-text systems that access text randomly cannot normally determine the format operations in effect for a given target location. The problem can be solved by viewing the format marks as the non-terminals in a format grammar. A formatted text can then be parsed using the grammar to build a data structure that serves both as a parse tree and as a search tree. While processing a retrieved segment, a full-text system can follow the search tree from root to leaf, collecting the format marks encountered at each node to derive the sequence of commands active for that segment. The approach also supports the notion of a 'well formatted' document and provides a means for verifying the well-formedness of a given text. To illustrate the approach, a sample set of format marks and a sample grammar are given suitable for formatting and parsing the article as a sample text.
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INTRODUCTION

Storing, retrieving and displaying text are increasingly important computing activities. Commercial full-text databases now range from the research literature for chemistry\(^1\) to clippings from the popular press,\(^2\) from legal codes\(^3\) to literary works.\(^4\) Because of the novelty of this new resource, users have accepted relatively primitive forms of textual output. Some services provide data in only upper case; others offer output that includes upper and lower case and paragraph indentation. But no full-text system makes effective use of more sophisticated low-cost output devices, such as laser printers and graphics terminals.

One could argue that enhanced formatting of data extracted from a full-text database is not essential—that the new service is so valuable that the user should be glad to have any form of output. However, full, accurate formatting is not just aesthetic. Consider the following hypothetical situation. U. S. Congressmen frequently read into the Congressional Record comments made by others. Although they often quote those who agree with their position, they sometimes quote those who disagree in order to rebut or ridicule that person or that point of view. A full-text search of the Congressional Record for passages containing certain combinations of words could locate a passage quoted by a Congressman that represented a position opposite to his own. If the display did not signal through formatting that the extracted portion was a quotation, instead of the Congressman's own words, the user could be badly misled. Format information can, thus, contribute to the substance of a text as well as to its appearance. However,
storing and using format information for full-text systems that employ random access methods presents several problems.

At the time of display, format information is manifest in the pixel image of the text or in some other analogue form. One could store the actual pixel image of the original text in the database, but the volume of data required makes this option impractical as well as undesirable from the standpoint of search. Normally, format information is stored in the form of commands interspersed through the character stream that represents the text. Those commands, in turn, activate various functions in a formatting program that operate on the data or the display device. That is, they may activate a shift to an alternative font, such as italics, to mark titles or they may activate a shift to the right to mark long quotations.

Other problems arise from the way in which format information is used. When a text is processed sequentially, as presumed by virtually all formatting systems, the system 'knows' that it has processed or sent to the output device all formatting commands active for the current segment of text. However, when a text is processed randomly, using some form of indexed or inverted file structure, the system would not process the entire text sequentially but, instead, would jump directly to the passage identified and begin processing the text from that point. Thus, it does not 'know' what format commands may be in effect at that point (e.g. in the middle of a long quotation, an italicized passage, or a heading). The system could be instructed to 'back-up' to some predefined check-point, such as the beginning of a section, across which no format command would be permitted to span. But this approach could result in long lists of format marks stored multiple times, as well as arbitrarily long scans of the intervening text between the section beginning and the target point. Thus, check-pointing is restrictive and unpredictable in terms of performance for random access systems.

For full-text systems that support random access, a more efficient and more predictable approach is needed. We are currently developing a system, called MICROARRAS, to provide high-performance search, retrieval and analysis of textual data, and to support sophisticated output devices. The approach is to view the set of format commands as the symbols in a format grammar. The string of format commands can then be parsed using the grammar to build a data structure that serves both as a parse tree and as a search tree. While processing a retrieved text segment, the system follows the rather shallow search tree and pipes out the format commands encountered at each node to accumulate the format commands active for that segment. Below, we describe each of these steps in more detail. To illustrate our approach, we use this article as a sample text and show the application of these methods to it.

FORMAT COMMANDS

For practical as well as theoretical reasons, individual format commands identify generic classes of information in a document. That is, a command that identifies a long quotation signals that fact, not the indentation or other formatting convention by which the quotation is marked on the printed or displayed page. Thus, the set of format commands can be viewed as the architectural principles that give physical form to the textual substance. This perspective has been voiced most strongly in IBM's General Markup Language in its concept of document architecture, but a similar view is also found in Scribe, Microsoft's Word and other more recent formatting systems. Efforts
are also under way to develop a standard set of components for specifying document structure and format.9

Table I gives the set of high-level generic commands necessary to format this paper plus a few extras. In most cases, commands come in pairs: the first defines the beginning of the domain of the operation; the second defines its end. Commands are signalled by a reserved symbol—in this case the backslash (\).
From one perspective, these commands are simply macro names and could be implemented in that way using a number of different formatting systems. However, from a different perspective no symbol says anything directly about physical appearance. Each simply identifies, within the text sequence, a category of information or the end of that category.

One restriction is that format domains may be nested but may not overlap. The result, then, is a hierarchy of format functions and domains. Although this restriction does not rule out automatic section numbering, it does preclude derived references to remote positions in the text, such as cross-references to another section or a derived index. For example, one can say 'see Format Grammar' but not 'see Section 3: Format Grammar' where the '3' is derived by the system. However, full-text systems with random access can provide equivalent function through search and retrieval rather than through explicit references as expected in printed documents.

FORMAT GRAMMAR

A context-free grammar specifies the set of well-formed formatted texts and formally captures the hierarchical structure imposed by the format operations. Format operations are the non-terminals; word tokens are the terminals. In practice, the parser ignores the text words except to note the position of a format mark within the numerical sequence of word tokens. The generic word marker w appears in the grammar in place of actual words.

This grammar differs from a traditional context-free grammar in that the right-hand sides of the productions may contain regular expressions made up of terminals, non-terminals, and special operators:

- \( [x] \) Material inside the brackets is optional
- \( x | y \) Choice operator: \( x | y \) means either \( x \) or \( y \). The \( | \) operator has lower precedence than concatenation.
- \( x^* \) Kleene star: operand may appear 0 or more times.
- \( x^{*2} \) Modified Kleene star: operand may appear 0, 2 or more times.
- \( x^+ \) Shorthand for \( xx^* \): one or more occurrence of \( x \)
- \( x^{+2} \) Shorthand for \( xxx^* \): two or more occurrences of \( x \)
- () Parentheses used to define grouping

Although strictly speaking these modified productions are not context-free, they are actually just a notational shorthand for a much larger set of context-free productions that could have been specified. Additionally, the modified production rules allow the grammar to produce a parse tree whose structure more accurately reflects the true structure of a document.

Following is a format grammar, using the format commands listed above, adequate to parse this article.

0. root→\text-b \text-e
1. \text-b→ [titlepage-b \titlepage-e] \body-b \body-e[ \backmatter-b \backmatter-e]
2. \titlepage-b → title-b \title-e
   (author-b \author-e)*
   (address-b \address-e)*
   [date-b \date-e]
The non-terminal t is not associated with any format operator, but is instead a shorthand for the right-hand-side of production 11. In the actual parse tree, t's are eliminated; the children of each t are lifted and become the children of t's parent node.
THE PARSE/SEARCH TREE

Figure 1 shows the parse tree associated with the second paragraph of the next section (beginning 'Assume that we are searching...'). Contiguous strings of words are indicated using ellipses. The parse tree serves four distinct and useful roles. First, the tree indicates the structure and well-formedness of the text with respect to the format operations. Secondly, a left-to-right scan of the leaves of the tree yields the text without format operations. Thirdly, a pre-order traversal of the tree yields the complete text with format operations in place. And finally, with the addition of some search information at each node, a top to bottom scan of a path in the tree from the root to an arbitrary word \( w \) recovers all the formatting operations that apply to \( w \). Since the height of the parse tree is typically proportional to the logarithm of its number of leaves, recovering the formatting environment in this way is far faster than a sequential scan from the beginning of the text.

Of the four capabilities, only the first and fourth are important. The text file is a far more efficient source of running text (with or without format operations), and we assume the availability of such a file. (In our system, MICROARRAS, this file consists of pointers to a lexicon rather than the text stored in character form). Thus, the parse tree is used only for determining well-formedness and for recovering the formatting environment for an arbitrary token in the text. For these applications there is no need to actually store the word tokens in the parse tree. Instead, individual word tokens are represented by pointers into the sequential text file. Strings of contiguous tokens (not containing any format operations) are represented by pairs of integers: a pointer to the beginning of the string in the sequential text file and the length of the string. This provides for a very compact representation of text strings and greatly reduces the size of the parse tree. These integer pairs are shown in Figure 1.

Figure 2 shows the sample text, ten tokens per line.

Figure 3 shows the sample parse tree into which search information has been added. Two numbers are associated with each node. The first is the linear position in the text of the first token within the domain of the operation associated with that node. The second is the number of tokens within the domain. Empty domains, for operations such as \( \textit{emphasis-e} \), have zero length. Thus, in the example, the domain of \( \textit{para} \) is from token 1 to token 187; the domain of the first \( \textit{emphasis-b} \) is token 15, and \( \textit{emphasis-e} \) has an empty domain.

Since the parse/search tree is not used for text reconstruction, it need not actually contain contiguous blocks of text nor operations with empty domains. Figure 4 shows the tree from previous Figures as it is actually stored.

SEARCH ALGORITHM

Recovering the format environment for a particular token in the text requires a top to bottom scan of the tree. In the algorithm, the term \textit{current node} refers to the node currently being examined; the \textit{current operation} is the format operation associated with the current node.

Assume that we are searching for the format environment for the token at position \( p \) in the text. Initially, the current node is the root of the search tree. We search by repeating steps 1, 2, and 3 until the algorithm halts.

1. If the current node has no children, halt. If the current node has children, then
Assume that we are searching for the format environment for
the token at position \( p \) in the text. Initially
, the current node is the root of the search
tree. We search by repeating steps 1, 2
, and 3 until the algorithm halts. If the
current node has no children, halt. If the
current node has children, then descend to its eldest
child. [This child now becomes the current node
.
] Scan the current node and its siblings,
left to right, looking for an operation whose domain
includes position \( p \). If such a node is found
, make it the current node; if not,
stop. [Operations have been defined so that domains
can be nested but cannot overlap; therefore the domain
of at most one of the siblings will contain \( p \)
.
] Output the current operation. Repeat the process
.
[When the algorithm stops, the string of
operations sent to the output comprises the format environment for
the word at position \( p \).
]

Figure 2. Sample paragraph, ten tokens per line

descend to its eldest child. [This child now becomes the current node.]

2. Scan the current node and its siblings, left to right, looking for an operation
whose domain includes position \( p \). If such a node is found, make it the current
node; if not, stop. [Operations have been defined so that domains can be nested
but cannot overlap; therefore the domain of at most one of the siblings will
contain \( p \).
]

3. Output the current operation.

4. Repeat the process. [When the algorithm stops, the string of operations sent to
the output comprises the format environment for the word at position \( p \).
]

If, for example, we search Figure 4 for the formatting environment of the token at
position 103, the search would visit six nodes of the tree: the root, the two nodes at
the next level, the first two children of \( \text{list-num-b} \) and the first child of the second
item. The operations encountered along the direct path from the root to token 103
comprise the formatting operations that apply to this token. Specifically, the token
at position 103 is emphasized within the second item of a numbered list within a
paragraph.
Figure 4. Parse tree as it is actually stored.
THE PARSE ALGORITHM

The parsing algorithm constructs the appropriate parse/search tree from a well-formed sequential string of tokens (words and format operators). For non-well-formed strings, it provides appropriate diagnostics. This process differs from the general context-free parsing problem in that the input string contains both terminals (words) and non-terminals (format operators) rather than just terminals. The input is in essence the linearized pre-order traversal of the parse tree; the parser's job is, thus, to reconstruct that tree.

A standard LL(1) parsing algorithm,\(^{10}\) can parse a text and construct the parse/search tree in a single left-to-right scan with parse time proportional to text length. The parser can also generate error messages specific to the particular error encountered. The parser is described in more detail in Reference 11.

CONCLUSION

To get a sense of the efficiency of this approach, consider the format tree for this document. It contains 449 nodes, approximately one node for each operation used to format the paper. However, this is not really representative of most texts since 381 nodes come from just two paragraphs containing long lists. The remainder of the document, more typical of conventional texts, requires only 88 nodes. The maximum path length from the root of the tree to a leaf is 9. And although the number of children of a node is as high as 32 in one case (in the list of 32 productions), the average number of children per interior node is only 2.5. This means that recovering the format environment for a particular word requires, on the average, looking at fewer than 20 nodes. This represents at least two orders of magnitude improvement over a sequential scan of the text.

This paper is roughly equivalent to one chapter of a book. Each order of magnitude increase in text size (for example, from chapter to book, and from book to collection of books), should increase the format tree by one level. Since the points of major complexity in the tree tend to be at the lowest levels (for example, in a paragraph containing a complex list), the average number of children per node remains about the same even for large text collections. Hence, the format tree allows extremely fast recovery of the format environment for any point, even in a very large collection of texts.
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