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Abstract—Distributed embedded applications (DEAs) are typ-
ically implemented on diverse embedded nodes interconnected
through communication network(s) to exchange data and control
information to achieve the desired functionality. Conventional
approaches of utilising a single large-bandwidth link in a
distributed system are not efficient in large DEAs owing to
diverse requirements and factors like cost, reliability, scalability
and criticality, among others. Heterogeneous communication is
a promising approach in DEAs, where the diverse nature of
underlying protocols (wired/wireless, synchronous/asynchronous,
multiple access modes and others) can be leveraged to meet
such requirements, in addition to the benefits like aggregated
bandwidth and robustness. However, utilising them ‘directly’
places significant complexity on the application as it needs to
dynamically evaluate the channels and utilise different proto-
col structures for each case. Virtualising the communication
channels would present a unified interface to the application
by abstracting away low-level details, similar to virtualisation
applied in compute architectures. However, unlike architecture
virtualisation, virtualising heterogeneous communication partic-
ularly for resource-constrained device networks involves unique
challenges imposed by the physical (wired/wireless) and logical
domains (limited-bandwidth, small payload, protocols, channel
access schemes, etc.), which needs to be concurrently evaluated to
optimise the communication system. This paper presents a model
and an optimal transmission strategy as the proof of concept for
deploying heterogeneous communication in DEAs. The model is
described at an abstracted level while capturing transmission
parameters of multiple channels, which are then optimised to
meet the application’s communication requirements. The model
and the optimisation method are validated through simulation
and a practical case study.

I. INTRODUCTION

Distributed embedded applications (DEAs) running on
resource-constrained devices are gaining increasing traction
in many application domains such as smart-grid [1], [2],
automotive [3], networked robotics [4], and advanced metering
infrastructure [5]. Communication is a key component of
DEA architectures and is often enabled through wired and/or
wireless transmission protocols like CAN, Ethernet, Bluetooth,
and WiFi among others. While wired links (e.g., CAN) offer
reliable communication, cost efficiency and relatively high
bandwidth, they place limitations on applications, namely,
flexibility and scalability. On the other hand, wireless commu-
nication is becoming more cost effective, scalable and robust.
Bandwidth aggregation for devices with multiple wireless
interfaces has been extensively studied in the literature [6],
[7]. Likewise, time-sensitive networking (TSN), an enhanced
Ethernet-based network standard, is an emerging approach
for high-performance industrial and automotive networks [8].
TSN aims at delivering low and guaranteed transmission

Fig. 1: Heterogeneous communication architecture: EC splits a
message to transmit its packets over multiple shared channels
according to optimal decision.

latency which is of key significance in distributed safety-
critical applications. However, wireless networks and exten-
sions like TSN cannot to cater to all requirements of low
latency, low energy, high reliability, fault resilience in safety-
critical embedded systems. Thus, such extensions are not
expected to replace traditional wired communication in such
DEAs in the near future [3]. Also, in many cases, a single
(wired/wireless) transmission mode cannot satisfy the diverse
range of requirements of DEAs in terms of energy consump-
tion, bandwidth, reliability, real-time response and payload
capability. Consequently, next generation networks for DEAs
is expected to leverage a combination of wired and wireless
transmission modes through a heterogeneous communication
interface, which can utilise techniques like virtual pooling of
channels to maximise the performance of each channel. While
the physical transmission media (wired/wireless) forms the
basis of heterogeneity in this case [9]–[11], numerous logic-
layer factors related to the underlying protocol (like transmis-
sion model, packet size, encoding schemes and medium access
schemes) contribute to the nature of diversity.

Communication virtualisation: Computing systems have
utilised virtualisation to abstract the diversity of underlying
architecture, allowing software to run seamlessly on differ-
ent hardware platforms using standardised APIs. In high-
performance communication, network virtualisation applies
the same principles by abstracting the underlying heterogene-



ity of the communication networks [12]–[14], allowing the
application designers to use simple interfaces and standardised
APIs for communication tasks. However, existing network
virtualisation models and communication virtualisation tech-
niques are designed for general-purpose computing systems
and are relatively complex to be deployed on microcontroller-
based nodes and diverse bandwidth-constrained links used
in DEAs. This paper proposes a virtualisation model and
a unified interface that abstracts underlying heterogeneous
physical links. The model and low-level interface(s) are de-
signed as a lightweight extension suitable for integration with
embedded applications targeting resource constrained devices
and network links.

Fig. 1 illustrates an overview of a heterogeneous communi-
cation architecture that supports an embedded virtual transmis-
sion model. Each distributed node (i.e., embedded controller
(EC)) has many channels controlled by the communication
modules (CM), which can be used to transmit messages as
required by the DEA. The model provides a framework to
perform the transmission optimisation of messages in DEAs
utilising heterogeneous communication. The main contribu-
tions of this paper are as follows:
• A virtual transmission model capturing the communica-

tion physical parameters for heterogeneous communica-
tion is defined, which provides a unified and convenient
interface for DEA developers.

• An optimised transmission strategy is presented at the
middleware layer, which takes the application’s commu-
nication requirements and physical link parameters as
inputs to determine the optimal transmission strategy for
the messages

• A simulation framework is developed to validate the
model and the optimised transmission method.

• A case-study of efficient transmission via hybrid commu-
nication for resource-constrained networks is presented
using the optimised transmission method.

II. HETEROGENEOUS COMMUNICATION MODEL

We propose a model in which multiple links including
wired/wireless links with different bandwidths and physical
interfaces are employed through a heterogeneous architecture.
The model takes into account physical parameters that are
often used for low-cost and bandwidth-constrained communi-
cations in distributed embedded systems and applications. An
abstract view of the virtual transmission model presented in
this paper is shown in Fig. 2. The model enables connectivity
between an EC and multiple CMs via standard interfaces
like UART and SPI. Each communication link is controlled
by a CM through DLL and PHY layers. A middleware
component distributes and aggregates the data message from
DEAs to/from the relevant CM. It integrates the definition
of the communication layers and exposes them to the upper
layers (application) through a standard set of APIs. A new
physical link added through a new CM can be seamlessly
integrated into the DEA simply by defining its properties in
the middleware component. Based on the configuration of
the communication interfaces enabled by the application, the
middleware component will split/combine information to/from
the individual CMs for transmitting and receiving application
data. This model enables data from a transmitter to be sent
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Fig. 2: Virtual transmission abstraction for communication be-
tween a controller and heterogeneous communication modules.

to the receiver(s) over multiple links, each with one or more
channels. Also, the abstraction presents the EC with a unified
interface allowing it to extend its communication bandwidth
without altering the application. Based on the characteristics
of each link (part of the model), the EC makes optimal
transmission decisions to meet the DEA requirements.

A. Communication Link Characterisation
CMs have a typical set of physical parameters for a link

such as bandwidth BW (Kbps), physical frame size FS (Byte),
medium access mechanism, as well as the details regarding
the interface between the CM and its controller such as
interface rate (IR), i.e., Baud rate (Kbps), and data buffering.
However, the DEA specifies different requirements that must
be achieved through combining CM capabilities. To model
the heterogeneous communication at the middleware layer,
some parameters are defined to characterise the properties of
the links at the higher DEA abstraction. They are described
as follows: a) Channel Traffic (CT) represents channel usage
status (in %). b) Message Size (MS) is the total data (bytes)
of an application message that is periodically transmitted.
c) Transmission Delay (TD) is the time (ms) required to
transfer a message from a node to another. d) Packet Size (PS)
is the maximum amount of data (bytes) that can be packed into
one physical packet. A large application message may be split
into multiple packets. e) Packet Latency (PL) is the time (ms)
required to transmit a data packet. f) Transmitter Throughput
(TT) is the amount of data sent out by a controller to its CM
in a time unit (Kbps). g) Transmission Reliability (TR) is the
success rate (%) sending out a packet. h) Packet transmission
Energy (PE) is the energy (J) consumed by a controller and
its CM to send a packet within the duration of PL.

B. Heterogeneous Communication Cost Model
Sending packets optimally through a heterogeneous network

is a run-time decision making problem of choosing the optimal
link(s) from the heterogeneous network, where the available
links have different physical specifications and varying chan-
nel performance abilities, while also considering the channel
traffic conditions. The proposed model uses the virtual pool
of available channels to represent communication ability and
performance in terms of latency, throughput, reliability, and
energy so that the middleware task can optimise the transmis-
sion component based on the model, i.e., select the best links at
the given time for distributing a message from the application.
The model incorporates the characteristic of the physical links
and the status of the channels to model the transmission cost.
Based on the link characterisation discussed before, we define



the set of channel ability vectors in terms of the application
requirements for the heterogeneous architecture as follows:

CA = { TTT
, PL

T
, TR

T
, PE

T } (1)

Note that A
T

denotes the transpose of vector A. TT is a
transmission throughput vector in which each element rep-
resents the throughput of a channel that depends on the
corresponding module interface, module buffer usage, and
channel traffic. Likewise, PL represents a packet latency
vector where each element depends on the corresponding
transmission throughput, channel traffic and the link physical
specification. TR is a transmission reliability vector in which
each element depends on the corresponding channel traffic and
the link reliability characteristic. Finally, PE is the packet
transmission energy vector where each element depends on
the corresponding channel traffic and the link power rate.
These vectors have the length of M which equals to the
number of channels. The channel ability vector CA collates
the individual ability vectors to represent the channel’s ability
to support transmission requests from the application.

Next, we define the transmission cost of using one channel
to transmit a packet as:

Ccj = kl·CLj + kt·CTj + kr·CRj + ke·CEj (2)

where kl, kt, kr, and ke are the relative cost coefficients for
latency, throughput, reliability, and energy consumption, re-
spectively. The set of coefficients are design options depending
on specific DEA’s requirements. For example, an application
which requires high throughput will have a set of coefficients
in which kt is large compared to others. CLj , CTj , CRj , CEj

are the partial costs of transmission with respect to latency,
throughput, reliability, energy consumption, respectively. They
are defined as follows:

CLj =
PLj

PLmin
; CTj =

TTMax

TTj

CRj =
1− TRj

TRj
; CEj =

PEj

PEmin
(3)

where PLmin, TTMax, PEmin denote the smallest latency,
largest throughput, and smallest energy consumption of chan-
nels, respectively. PLj , TTj , TRj , PEj are latency, through-
put, reliability, and energy consumption of the channel, respec-
tively, at the current condition. Ideally, the smallest latency
cost equals 1 when PLj = PLmin, the smallest throughput
cost equals 1 when TTj = TTMax, the smallest energy cost
equals 1 when PEj = PEmin, and the smallest reliability
cost equals 0 when TRj = 100%. Note that when a packet is
sent through a channel, even if the transmission is optimised,
the transmission still entails a non-zero optimal cost in terms
of latency, throughput and energy. In case of a fully reliable
communication system (i.e., a link reliability of 100%), the
link guarantees that every packet using the corresponding CM
will be successfully transmitted, leading to zero reliability cost.

Moreover, we consider the case that the application sends
a message that can be divided into N packets due to the
constrained payload of channels. Each packet is sequentially
sent to one channel according to the corresponding decision
vector Di (i ∈ N := {1, 2, ..., N}). A decision vector is
defined as Di = [d1, d2, ..., dM ]T , where dj represents a

channel selection. If a channel is used, the corresponding
dj equals 1 otherwise equals 0. Packets can be sent to
different channels with different packet sizes (PS). Therefore,
the size of each packet depends on the the corresponding
decision vector, PSi = fDi

. The number of packets is
not pre-configured, allowing the system to dynamically chose
channels (i.e., packet sizes) to optimise transmission of each
message; however, the different packet size makes finding the
global optimal decision more difficult. We employ N as the
maximum number of packets into which a given message is
divided. It equals MS

PSmin
, where PSmin is the smallest packet

size of the channel. A decision matrix D = [D1, D2, ..., DN ]
for a message transmission is defined based upon the decision
vector Di.

We consider that in dynamic channel conditions, the trans-
mission ability of channels varies according to the previous
transmission decision(s). The transmission ability of channel
defined in Eq. (1), when expanded further, allow the CA’s to be
dependent on the message distribution, which in turn, depends
on the status of a channel (i.e., channel traffic (CT )) and the
previous transmission decision of the message Di−1, as shown
in Eq. 4. The analysis of the dependent functions (f(.)) is
used to determine the effect on the transmission ability of a
channel at the time of decision Di. Based on this definition of
CA, we can explore an optimisation algorithm for the message
distribution decision. The analysis builds on the definition of
parameters discussed before:

TTi,j = fTT (CT,Di−1); TRi,j = fTR(CT )

PLi,j = fPL(CT,Di−1); PEi,j = fPE(PLi,j)

=> CAi = {TTi, PLi, TRi, PEi} = fCA(CT,Di−1) (4)

The transmission throughput (TTi,j) and the latency (PLi,j)
of a channel are the elements of the current transmission
throughput vector (TTi) and packet latency vector (PLi),
respectively. At the time of decision Di, the current transmis-
sion throughput vector (TTi) and packet latency vector (PLi)
depend on the previous decision and channel traffic status.
In the reliability vector (TRi), each element represents the
reliability of a channel (TRi,j) and depends on the channel
traffic status. Similarly, PEi is the packet transmission energy
vector, wherein each element (PEi,j) represents the energy to
send a packet via the currently selected channel which depends
on the packet latency. Generalising the definition, the channel’s
current ability CAi is a combination of all ability vectors
and varies according to the previous transmission decisions
and channel traffic conditions. The cost of sending a packet
is counted at the time when the packet is sent to a given
channel determined by the decision Di. The cost depends on
the decision vector Di expressed as follows:

C(Di,CAi) = kl( PLi

PLmin
×Di) + kt(TTMax

TTi
×Di) +

kr( 100%
TRi

×Di) + ke( PEi

PEmin
×Di) (5)

C. Transmission Optimisation

The goal of the optimisation task is to find the best
channel(s) to deliver individual data packet(s) at any given
time. The cost of sending a distributed message through the



network depends on the decision matrix D. Consequently, the
optimisation approach can be expressed as follows:

MC(D, CAi) =

N∑
i=1

C(Di, CAi),

D̂ = argmin
D∈BM×N

MC(D) (6)

The optimised decision for sending a message through the
heterogeneous network is determined by the decision matrix
D within a space BM×N targeting the lowest MC. BM×N is
represented by a binary matrix which has M rows, N columns
and each column has at most one element equalling 1.

D. Algorithm
Having built the model and derived the optimisation ap-

proach, we now present an algorithm to determine the opti-
mised message transmission. The algorithm is based upon a
recursive function expressed as follows:

oC(MS,CA) = min
Di∈BM×N

{C(Di,CA) + oC(MS′,CA’)} (7)

Algorithm 1 Transmission optimisation algorithm.
1: Function OptimisedTransmission(MS)
2: init(CA)
3: [oC; oD] = OptimisedCost(MS,CA)
4: return oD
5: EndFunction
6:
7: Function OptimisedCost(MS,CA)
8: if MS > 0 then
9: oC = ∞
10: for Each Di ∈ BM×N do
11: Ci = Cost(Di, CA)
12: [MS′; CA′] = update(MS,CA,Di)
13: [MC; D] = OptimisedCost(MS′, CA′)
14: if oC > Ci +MC then
15: [oC; oD] = [(Ci +MC); {Di,D}]
16: end if
17: end for
18: return [oC; oD]
19: else
20: return [0; {}]
21: end if
22: EndFunction =0

This function implies that the optimised cost of transmitting
a message MS is the minimal summation of packet trans-
mission cost with Di and the optimised transmission cost
for the rest of message MS′. CA is changed to CA′ to
differentiate the current packet transmission from the previous
transmissions. CA′ is used to determine the next transmission
decision for sending the subsequent packet. The pseudo-code
implementing the algorithm is given in Algorithm 1. The
optimised transmission function computes the initial condition
of the system, then calls the optimised cost function. The
optimised cost, a recursive function, determines the optimal
cost of message transmission and the corresponding decision
matrix D according to (7). The function loop in line 10
repeats the computation for each channel. Ci represents the
packet transmission cost computed according to Eq. (5). The
transmission cost of the rest of the message is calculated
in line 13. The “if ” statement in line 14 finds the minimal
message transmission cost.

Fig. 3: The simulation architecture in which a controller of
one node has multiple communication modules which send
data to their own channel that is shared with other nodes.

III. VALIDATION USING SIMULATION AND ANALYSIS
FRAMEWORK

In this section, a simulation framework aiming to evaluate
the optimised algorithm performance and to validate the trans-
mission model is presented. A mathematical analysis is also
developed to calculate the transmission performance based on
channel status and system architecture. Results of the proposed
optimised method are compared to those of conventional
methods in both simulation and analysis in Section III-C.

A. Simulation Environment Setup
The simulation is built using SimPy which is a process-

based discrete-event simulation framework based on standard
Python. SimPy also simplifies the modeling of shared channel
communication. The architecture on the left of Fig. 3 illus-
trates the topology of the simulator in general. Considering
distributed nodes, an EC employs multiple CMs to transmit
messages. Each CM controls the transmission of packets to
a channel (i.e shared bus, wireless channel) that is shared
with other distributed nodes (DNs). The SimPy simulation
environment is shown in the right of Fig. 3. In the simulation,
the functions of ECs and CMs are performed in separate
processes so that they can run concurrently. Shared resources
are employed as shared channels. Multiple processes are
created for simulating channel traffic (CT) with multiple DNs
that cause the occupation on the shared channels.

For the sake of simplicity, without loss of generality, a
heterogeneous communication system is considered with two

TABLE I: Channel parameters for simulation.

PS (Byte) IR (Kbps) BW (Kbps)

Channel 1 24 500 250
Channel 2 8 1000 100

TABLE II: The packet Latency, PL, of channels at different
channel traffic, CT , conditions.

CT (%) 10 20 30 40 50 60 70 80 90

PL1 (ms) 1.68 1.80 1.98 2.26 2.57 2.99 3.53 4.35 5.24
PL2 (ms) 1.25 1.38 1.55 1.75 2.09 2.50 3.15 4.15 5.75



channels with diverse parameters, as shown in Table I. The
simulation is realised as follows:

• First, we investigate the performance of each channel
separately as channel traffic varies, with packet latency
results shown in Table II.

• Second, according to the previous investigation results,
the optimal algorithm presented in Section II-D is em-
ployed to determine the optimised transmission, with
the goal of minimizing message latency and maximizing
throughput.

• Finally, the optimised transmission on a distributed node
is investigated in both the simulation framework and the
mathematical analysis. The enhancement provided by the
proposed approach is compared to normal transmissions.

B. Mathematical Analysis

A mathematical analysis is presented to determine the
message latency and throughput according to a transmission
decision. The analysis calculations are based on the status
of channels and the system architecture. Consider the system
architecture in Fig. 3 in which the EC is to distribute the
packets of a message to CMs. The CMs can transmit their
packets sequentially and can perform their transmissions in
parallel with other CMs. The CMs can only buffer one packet
at a given time. We seek to investigate the transmission
performance when the EC distributes packets to the CMs.
Continuously sending packets to the same CM can reduce
transmission performance because the EC must wait for the
CM to finish sending the previous packet. On the other hand,
allocating the task of sending sequences of packets to different
CMs can increase transmission efficiency because the CMs can
send packets in parallel over multiple channels.

Fig. 4 shows the timing diagram for the process of sending
packets to multiples CMs. The horizontal dimension shows the
time when the EC sends the packets to the CMs. Di denotes
the ith packet transmission. The vertical dimension illustrates
the different CMs sending packets over their channels. As can
be seen in Fig. 4, the first case considered is shown in the first
two transmissions (i.e., D0, D1) that employ the same channel
(i.e., Ch0) and packets are sent to the channel sequentially.
In this case, the EC sends the first packet to the CM within
a duration of ttp. Then the CM transmits the packet to the
channel within a duration of tch while the EC waits for the
duration tba that is required for the CM to finish transmitting
the first packet on the channel. Another case considered is
sending packets in different channels (e.g., Cha, Chb). This
case is illustrated in the last three transmissions (i.e., Dn−3,
Dn−2, Dn−1). After sending a packet to CMa on the channel
Cha at the transmission Dn−3, the EC can immediately send
a packet to another channel Chb at the transmission Dn−2 if
CMb’s buffer is empty. If the EC wants to send the next packet
to CMa at the transmission Dn−1, the EC has to wait for
CMa completely transmit its previous packet on the channel
Cha. Based on this analysis of the timing diagram (in Fig. 4),
the throughput and latency of transmitting a message can be
evaluated through mathematical analysis after the optimised
decision is determined as follows:
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Fig. 4: Timing diagram showing messages transmitted over
multiple channels.

MT =
MS∑N
i=1 tTPi

ML =

N∑
i=1

tTPi
+max (tCHN

; tCHN−1
− tTPN

; . . . )

where

tTPi
=

PSi

TTi × Di

tCHi
= (PLi × Di)− tTPi

(8)

The throughput of a message transmission is the message
size (MS) divided by the time taken by the EC to distribute
all packets of the message to the CMs. The message latency
specifies the time between the EC sending the first packet until
the last packet is received by the the receiver’s CM.

C. Simulation Results
The simulations are performed with the communication

presented in Section III-A, transmitting 64 byte messages
over the network with the two channels. Fig. 5a shows the
simulation results in terms of throughput when data traffic
on channel 2 is increased from 10% to 90%. The curves
correspond to different steady-state data traffic in channel 1.
* 20, * 50, * 80 suffixes denote 20%, 50%, 80% steady-state
traffic occupancy on channel 1, respectively. Sim *, and Ana *
prefixes indicate the transmission results of the proposed
method on both channels in simulation, and from the model,
respectively. The Ch1 * prefix represents transmissions using
only channel 1 and CH2 denotes transmitting the message only
on channel 2.

The results in Fig. 5a show that the proposed method Sim *
significantly improves the throughput, especially in the case
of low data traffic (20%) in channel 1, compared to a typical
method that would use only channel 2. When channel 1’s data
traffic is increased to 80%, the gap between Sim * and CH2
is reduced due to the higher network utilisation. Sim * also
outperforms the corresponding typical method that uses only
channel 1 Ch1 *. Increasing the channel 2 data traffic reduces
the gap between Sim * and the corresponding Ch1 * due to
increased congestion. Additionally, the results of simulation
and analysis are in close agreement except for the cases of
large traffic in channel 2 (i.e., 80%, 90%). When data traffic
reaches 90%, transmissions are almost jammed, leading to an
increased deviation between the simulation and model.

Similarly, Fig. 5b illustrates the message latency results.
We can observe that the proposed method (Sim *) achieves



(a) Transmission throughput

(b) Message latency

Fig. 5: Performance comparison of transmitting 64 byte mes-
sages in varying channel data traffic.

lower message latency compared to the typical method of
transmitting on a single channel (CH2). Also, we can see that
the results of the simulation and model are in agreement. The
simulation and analysis results in Fig. 5a and Fig. 5b show that
the optimised algorithm achieves significant improvements in
throughput and latency compared to the case of the typical
transmissions using either channel 1 or channel 2 alone.

The optimised transmission is further investigated in the
case of transmitting 64 byte messages through the network
when the channel utilisation varies dynamically. The perfor-
mance of the proposed algorithm is compared not only to
the typical transmission using a single channel but also to
a greedy approach of two-channel transmission that employs
both channels alternately. We assume that the channel traffic
can be continuously sensed at the CMs before a transmission
decision is made for each message. Based on the sensed traffic,
the optimised decision is determined for message transmission.

Fig. 6a and Fig. 6b show the results in terms of the
transmission throughput and message latency, respectively vs.
channel traffic varies over time. The comparisons are done
between the proposed method Pro, the baseline methods that
use single channel transmission and the greedy approach.
N1, N2, N3 denote the transmissions using channel 1, us-
ing channel 2, and using a greedy algorithm (employing
both channels alternately), respectively. Notably, the proposed
method achieves lower latency, higher throughput and, hence,
considerably outperforms the other approaches, particularly in
the case where the traffic of a channel suffers heavy congestion
compared to the other.

These simulation results show the significant improvement
offered by the proposed hybrid communication algorithm in
terms of throughput and message latency. They also validate
the accuracy of the model and the mathematical analysis
compared to simulation.
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Fig. 6: Performance comparison in varying traffic over time.

IV. CASE STUDY AND EXPERIMENTS

A. CAN/Zigbee Hybrid Communication Case Study Scenario

The application of the proposed model is now investi-
gated in a practical hybrid communication case study. Hybrid
communications are often targeted for low-latency, resource-
constrained (embedded devices) networks such as sensor
networks, industrial automation, robotics, and cost-efficient
automotive. For example, the work in [10] presents a robust
sensor network based on a hybrid architecture in which the
communication between nodes is through a wired link; a
wireless link is employed as a backup link for any node
or wired link failure. Other related works investigate the
combination of wired and wireless transmission to improve the
performance of embedded communication [11], [15], [16].

We consider a system where a typical wired network
suffers from increasing congestion and risks of physical dam-
age, leading to performance and reliability degradation. An
additional wireless link is added in this case to increase
robustness against the failures and improve communication
performance. The experiments are set up using commercial
off-the-shelf microcontroller boards as ECs that includes two
CMs to exchange data via controller area network (CAN) [17]
and Zigbee channels. The proposed hybrid communication is
implemented at a middleware layer on the EC as discussed in
Section II. This provides an abstract interface for embedded
applications to transmit and receive over the channels. We
perform the evaluation as follows: First, hardware experi-
ments are set up and evaluated to obtain the experimental
parameters of each channel separately. Then, based on the
measured results for the experimental parameters, the hybrid
algorithm presented in Section II-D is employed to determine
the optimised transmission to minimise message latency.



TABLE III: Physical specifications of the channels.

Channel Interface IR (Kbps) BW (Kbps)

Zigbee UART 115.2 250
CAN SPI 500.0 250
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Fig. 7: Mean and standard deviation of latency sending 24
byte messages with varying tgap durations.

B. Determining Experimental Parameters

Each distributed node is set up as an Arduino Due [18]
board consisting of a CAN shield and an Zigbee shield
using SPI and UART interfaces, respectively. The physical
specifications of the channels are shown in Table III. We
consider that CAN is a conventional wired channel suffering
from deteriorating performance and an Zigbee channel is
added to improve the network performance. CAN is typically
used to transmit small data quantities (maximum data field
size of 8 bytes) in packets. We assume that the Zigbee channel
has no congestion and the Zigbee packet latency has a fixed
distribution regardless of the channel traffic, while in case
of the CAN channel, increasing the channel traffic results
in increased packet latency. This setup enables to investigate
and quantify the Zigbee and CAN network characteristics
at different network conditions, which are presented in the
following subsections. The experimental parameters presented
are averaged over 1000 transmission measurements in each
case.

a) Zigbee Characteristics: We determine the characteris-
tics of the Zigbee channel by measuring Zigbee transmissions
in a free channel. We observe that the latency of Zigbee
transmissions is spread in a narrow range of time. This can be
attributed to the packet processing pipeline within the Zigbee
communication module; the internal buffers within the Zigbee
controller allows subsequent packets to be sent to the CM
before the current packet is fully transmitted. However, we also
observe that when packets are sent to the CM continuously, the
packet latency is affected due to the finite buffer size within the
CM. We also evaluate the impact of varying the gap duration
tgap on the packet latency. Fig. 7 shows the measurement
results. When tgap is decreased below 1.4 ms, the mean and
deviation of the latency increase. Transmission latency is
stable at tgap >1.4 ms. Therefore, we take the tgap into
account to determine packet latencies. These measurements
on the Zigbee channel result in the characteristics in Table IV,
which are used in the proposed hybrid communication model
and subsequent evaluation of the optimisation scheme.

b) CAN Characteristics: Next, we investigate the char-
acteristics of a CAN channel by measuring average packet
latency with respect to the data traffic of the CAN network.
Each CAN packet has a size of 8 bytes. To set a given data
traffic usage on the CAN bus, we set up two interfering nodes

TABLE IV: Measured characteristics of Zigbee channel.

Interface Baud rate Packet size tgap Packet Latency

UART 115.2 Kbps 24 bytes 1.4 ms 6.9 ms
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Fig. 8: Packet Latency in CAN point-to-point communication
with varying traffic (1000 measurements).

that generate random packets (that are higher priority than
the packets sent by the transmitter node) to the receiver node.
Measurements of mean packet latency and deviation are shown
in Fig. 8a. We further investigate the probability distribution
of the CAN packet latencies. Fig. 8b illustrates this for CAN
point-to-point communication at various traffic values on the
CAN bus. When data traffic is increased to 90%, the maximal
packet latency is significantly increased. These measurements
on the CAN bus result in the characteristics in Table V, which
are applied in the proposed hybrid communication model.

C. Hybrid Communication Performance

With the parameters for both communication systems deter-
mined, we investigate the impact of the hybrid Zigbee/CAN
communication model to enhance the communication perfor-
mance over the single CAN network using our case study.
From the analysis before, we observed that the Zigbee latency
is much higher compared to the CAN bus; hence, the end-
to-end latency of sending messages using only Zigbee or
using a greedy algorithm will be higher than the latency
of sending messages using only CAN bus at low network
utilisation. Thus, the optimisation approach aims to use the
hyrbid communication while minimising the overall latency
of the system. We consider the transmission latency associated
with a moderately sized 80-byte message for our experiments.
The latency results of sending messages using only CAN
bus are considered as the baseline for comparison to the
results achieved by the proposed solution. Fig. 9 shows the
plot of the message latency measured for the CAN network
and the proposed hybrid approach. We see that the hyrbid
approach can achieve considerable improvement in message
latency compared to a standard CAN-only transmission model,
particularly in case of high network utilisation (higher data
traffic). We also observe that the hyrbid approach could cause
higher deviation around the mean latency value owing to the
differences in the underlying networks; however, the worst
case observed latency is significantly below the mean value
observed on the CAN-only transmission. We further determine
the distribution of the latency on the hybrid approach under
varying bus load conditions on the CAN network, which is
illustrated in Fig. 10. It clearly shows that the distribution



TABLE V: Packet latency (PL) versus CAN bus traffic, CT .

CT (%) 10 20 30 40 50 60 70 80 90

PL (us) 794 835 872 918 985 1056 1117 1221 1390
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Fig. 9: Transmission latency comparison with respect to bus
traffic for an 80 byte message (1000 measurements).

spreads the latency across multiple messages at higher loads
leading to the lower worst case latency, as observed in Fig. 9.

V. CONCLUSION

Summary: This paper presents a model and unified inter-
face for heterogeneous communication for DEAs, addressing
the constraints of latency, throughput, reliability, and energy.
A model for heterogeneous networks at a high level of ab-
straction was proposed to optimise message transmission over
heterogeneous channels. A simulation framework has been
built to validate the proposed model and the optimisation algo-
rithm in comparison to conventional approaches. The proposed
model and optimised algorithm have been also investigated
using a practical hybrid communication case-study. It shows
that the hybrid transmission achieves considerable improve-
ment compared to the conventional single-link communication,
particularly in the case of high traffic load. In the future, we
aim to extend the model to consider additional parameters
like message criticality to address the need for safety-critical
systems.

Future work: Although our results are largely positive,
we view the proposed approach as a first step rather than a
complete solution. As such, we aim to explore the following
potential extensions for our future work. First, the presented
algorithm is based on a recursive search that may cause
unexpected computational complexity. One potential direction
for future work is to investigate a multi-objective optimization
method that may allow an efficient algorithm to optimise the
objectives of the proposed model simultaneously. Secondly,
even though the model considers reliability and energy con-
sumption in its cost function, the simulation and the case
study limit the investigation to throughput and latency aspects.
Despite the obvious fact that multi-link communication is
more resilient against single link alternatives, it is interesting to
investigate the reliability and energy efficiency improvements
that could be achieved by the proposed model. Finally, the data
transmission in the proposed model considers dynamic channel
conditions to optimise transmission conditions. This is based
on an assumption that the channel traffic can be continuously
sensed/estimated at nodes. We aim to investigate mechanisms
for accurately estimating channel traffics and how estimating
accuracy affects transmission optimisation.
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Fig. 10: Message latency distribution of the hybrid communi-
cation with varying bus traffic for an 80 bytes message.
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