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In-Vehicle Object-level 3D Reconstruction
of Traffic Scenes

Qing Rao∗† and Samarjit Chakraborty‡

Abstract—Emerging automotive applications such as in-vehicle
Augmented Reality (AR) and fully automated parking require a
comprehensive understanding of the vehicle’s three-dimensional
surrounding represented as an object-level environmental model.
In this model, not only 3D poses (positions and orientations)
and 3D sizes of detected objects are registered, but 3D shapes
(geometries) need to be reconstructed precisely. A combination
of 3D object detection and 3D surface reconstruction techniques,
referred to as object-level 3D reconstruction, is fundamental to
building such environmental models. However, the possibilities
to incorporate object-level 3D reconstruction in a car have not
been sufficiently explored either in academic research or in
the industry. This primarily stems from the cost and resource
constraints associated with the automotive domain. In this paper,
we address these constraints by proposing implementations of
in-vehicle object-level 3D reconstruction in two specific use cases:
(i) augmented reality and (ii) automated parking. For augmented
reality, we propose a cost-efficient solution called monocular 3D
Shaping that requires only a single frame from a monocular
camera as input. For automated parking, we propose a resource-
efficient alternative that generates more precise 3D reconstruction
results by taking advantage of additional 3D sensors (such as
Lidars). The crux of our proposed approaches lies in the use of
a Latent Shape Space, where various 3D shapes are represented
using only two parameters. As a result, highly complex 3D shapes
can now be transmitted using a low- to medium-bandwidth in-
vehicle communication infrastructure in a cost-effective manner.

Index Terms—3D reconstruction, deep learning, in-vehicle
augmented reality.

I. INTRODUCTION

OUTDOOR 3D surface reconstruction and 3D object
detection have long been challenging research topics

in computer vision and robotics. They have slightly different
focuses. In general, 3D surface reconstruction aims at recon-
structing the geometric surface of static infrastructure objects
such as roads or buildings. A 3D environmental map can be
thereby generated for further use, e.g., for precise localization
or AR navigation. 3D object detection, on the other hand,
mainly focuses on recognizing and classifying dynamic ob-
jects, including cars, pedestrians, and other traffic entities. The
results of 3D object detection are usually interpreted as a list of
3D bounding boxes (without detailed geometric information)
that indicate the 3D size, 3D position, orientation, and speed
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Fig. 1: Example of an object-level environmental model in
urban area with precise 3D shapes.

of objects in the surroundings. These are important inputs
for subsequent function blocks for self-driving cars, such as
prediction and trajectory planning [1], [2], [3].

The output of 3D object detection is considered sufficient
for simple self-driving use cases, e.g., driving on the highway.
However, for complicated scenarios in an urban area,
knowledge about 3D object geometries might be essential to
enable the ego-car to carry out more challenging tasks, such as
automated parking that requires an environmental model with
comprehensive geometric information of the surroundings at
an object level. In this environmental model, not only 3D
bounding boxes of surrounding objects are registered, but
also 3D shapes need to be precisely reconstructed (Fig. 1).
Combining 3D surface reconstruction and 3D object detection
enables building such object-level environmental models, and
the technique is referred to as object-level 3D reconstruction.
Although its concept [4], [5] already dates back to around
ten years ago, the possibilities to incorporate object-level 3D
reconstruction in a car has not been sufficiently explored,
either in academic research or in the industry.

Automotive E/E architectures: To integrate a function into
a mass-production car, we need to take specific in-vehicle
constraints into consideration. Unlike a desktop computer
with a centralized architecture, automotive in-vehicle
electrical/electronic (E/E) architectures are heterogeneous
and distributed systems comprising multiple Electronic
Control Units (ECUs) along with a communication system
connecting them. Based on their main functions, ECUs in
a car can be categorized into four major domains. These
include the body domain that provides comfort-related
functions, the powertrain domain that controls the engine,
the ADAS (Advanced Driver Assistance System) domain that
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helps improve driver safety, and the telematics domain for
in-vehicle telecommunication and infotainment. To meet the
special requirements of these different in-vehicle domains,
various in-vehicle communication networks, also known as
in-vehicle buses, have been developed in the past. Today, apart
from several widely-used buses such as CAN or FlexRay [6],
Ethernet technology has gained importance for in-vehicle
communication due to its high transmission capacity and low
cost. Ethernet might be used as a backbone bus that carries
inter-domain communication traffic in future in-vehicle E/E
architectures.

Goal of this paper: Our objective in this paper is to develop
a resource-efficient solution to object-level 3D reconstruction,
which is implementable on an automotive E/E architecture.
This leads to different design questions during the early phase
of system development. On the one hand, certainly, the 3D
reconstruction algorithm itself needs to be further developed
to be able to run robustly in a car. In addition, questions such
as How to combine 3D object detection and 3D surface re-
construction techniques for traffic scenes? or Which algorithm
would work best for which specific use cases? also need to
be answered. Simultaneously, the in-vehicle E/E architecture
needs to be modified or redesigned to support the developed
algorithms. In particular, questions such as these need to be
answered: What kind of sensor inputs are necessary? How
many computational resources are required? How to effec-
tively partition the algorithm corresponding to the different
in-vehicle domains? Finally, the cost implication needs to be
seriously considered when making design decisions based on
the answers to these questions.

To narrow down the scope of these open design questions,
we first take the premise that computing resources in future
automotive E/E architectures will be sufficient to support deep
neural networks. In addition, we focus on two specific use
cases, namely in-vehicle augmented reality and automated
parking. For augmented reality, we propose a cost-efficient
solution called monocular 3D Shaping (Section III) that only
requires a single frame from a monocular camera as input. For
automated parking, we propose a resource-efficient alternative
(Section IV), which generates more precise 3D reconstruction
results by taking advantage of additional 3D sensors (e.g.,
a Lidar). The crux of our proposed approaches lies in the
use of a Latent Shape Space [7], [8], where various 3D
shapes are represented using only two parameters. Using the
latent shape representation, highly complex 3D shapes can be
transmitted through a low- or medium-bandwidth in-vehicle
bus, which enables an efficient partition of both the proposed
approaches into different in-vehicle domains. These results
are fundamental to a practical implementation of in-vehicle
object-level 3D reconstruction, which we believe is the main
engineering contribution of this paper.

From a technical point of view, the contributions of this
paper are three-fold. First, we exploit deep neural networks
for in-vehicle object-level 3D reconstruction, which, to the best
of our understanding, is the first of its kind in an automotive
context. In addition, by using additional 3D sensors, we enable
object-level 3D reconstruction in complicated real-world traffic

Fig. 2: Augmented Reality (AR) visualization of object-level
3D reconstruction results by heavy occlusion.

scenes, even in the presence of heavy occlusion (Fig. 2).
Finally, we demonstrate how the proposed approaches can
be integrated into a future in-vehicle E/E architecture, which
enables new applications such as in-vehicle augmented reality
and fully automated parking. Our proposed techniques are
good candidates for facilitating several future automotive ap-
plications, particularly those supporting autonomous features.

II. RELATED WORK

A. Object-Level 3D Reconstruction

The problem of object-level 3D reconstruction breaks down
to two major questions: i) How to represent complex 3D
shapes? and ii) How to retrieve 3D shapes from given input
cues? For retrieving shapes, different methods were developed
in the past including Shape from Shading [9], Shape from
Contour [10], and Shape from Silhouette [11]. For repre-
senting shapes, there exist both explicit methods based on
mesh models [12], [13], [14] and implicit methods based
on implicit functions such as the Signed Distance Function
(SDF) [15], [16]. The major advantage of SDF over explicit
shape description or other implicit methods is that the normal
vectors of the object surface can be easily calculated for further
use, e.g., shading. Also, a fast approach exists to render the
3D geometry from an SDF [17], which is suitable for in-
vehicle use cases. Therefore, we narrowed our focus to 3D
reconstruction methods using SDFs for the literature review
related to this work.

Based on the SDF representation, Prisacariu et al. [8]
developed a method to reconstruct 3D object shapes using
only a single frame. The authors first segment an object in
an input image from the background and then optimize the
viewpoint based on the projected silhouette of an offline-
learned 3D shape prior. The use of the Gaussian Process Latent
Variable Model (GPLVM) [7] for 3D reconstruction was first
mentioned here. GPLVM is a dimensionality reduction method
for representing complex 3D shapes using only two variables.
We consider this property to be ideal for the partitioning
of the object-level 3D reconstruction workflow in in-vehicle
E/E architectures (Section III-A). However, we identified two
significant drawbacks of [8] in the process. First, the algorithm
used for differentiating foreground and background in an input
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image is only trained based on a few frames (5 to 7 frames as
described in [8]). This resulted in limited performance for ex-
tracting objects from the background. In addition, [8] requires
manual input for initializing the viewpoint for subsequent
tracking, which is not practical in a car. According to us, both
of the problems can be addressed using deep neural networks.
Hence, we decided to combine the approach in [8] with deep-
learning-based methods for object-level 3D reconstruction.

B. Deep-Learning-based 3D Object Detection

Today, deep-learning-based solutions exhibit excellent per-
formance for a wide range of computer vision tasks, including
object detection [18], [19], [20], [21], [22], semantic seg-
mentation [23], [24], [25], viewpoint estimation [26], [27],
[28], [29], and depth estimation [30], [31]. The advantage
of a deep neural network lies in its capability to learn the
“optimal” feature representation out of a training dataset. The
learned features can even be shared for tasks that are intuitively
irrelevant to humans, e.g., semantic segmentation in a 2D
image and 3D viewpoint estimation.

Specifically for semantic segmentation, Long et al. [25]
first introduced a Fully Convolutional Network (FCN) that
classifies every pixel in an input image. The output (seg-
mented) image has the same size as the input image. Several
studies [23], [32], [33] attempted to improve the performance
of FCN by combining it with Conditional Random Fields
(CRFs). We choose the solution of Zheng et al. [23] for
monocular 3D Shaping (Section III) for the following two
reasons. First, unlike the other studies, the CRF in [23] is
fully integrated into the deep neural network, enabling end-to-
end training of both the segmentation network and the CRF.
Second, back then, in 2015, they achieved the top rank on the
PASCAL VOC 2012 image segmentation benchmark [34].

For viewpoint estimation, existing deep-learning-based ap-
proaches can be divided into two major categories: multi-
class classification and regression. Tulsiani et al. [27] and
Su et al. [28] modeled viewpoint estimation as a multi-class
classification problem. A viewpoint angle was discretized into
viewpoint bins, and a softmax loss function was used for
training the neural network. Pepik et al. [26] showed, on the
contrary, that it is more natural to model viewpoint estimation
as a regression problem. In this paper, we investigate both
variants of modeling viewpoint estimation for 3D Shaping
(Section III-C).

III. MONOCULAR 3D SHAPING

Most production cars that provide AR applications are not
necessarily equipped with 3D sensors, such as a stereo camera
or a Lidar. Thus, we decided to approach the problem of
object-level 3D reconstruction using a minimal sensor setup,
viz., a monocular camera. Here, we further challenge ourselves
to use only a single frame from the monocular camera as an
input. If we could solve the problem without saving any raw
image data from the past, then we would reduce the memory
requirements of the ECU on which the 3D reconstruction is
done. Besides, a light-weight tracking algorithm could be built

on top of the single-frame solution without much additional
effort.

Based on this design rationale, we propose a two-stage
workflow for object-level 3D reconstruction that combines
3D object detection and 3D surface reconstruction techniques,
as shown in Fig. 3. In the first stage, a Region of Interest
(ROI)1 of the input image is semantically segmented into a
foreground and a background. In addition, an initial viewpoint
angle is estimated. Among the many existing approaches for
segmentation and viewpoint estimation, we decide to exploit
a deep neural network, based on the premise that hardware
accelerators for deep learning would be available in cars
in the near future. Compared to traditional computer vision
approaches, the benefit of deep-learning-based solutions is
that there is no additional effort to tailor the trained neural
networks for the target hardware in a car. Also, we can
use the same neural network architecture for different object
classes. Hence, we designed our workflow in a way that is
easily extensible to multiple classes. In the second stage, the
output of the first stage (foreground/background segmentation
and viewpoint estimation) are used as initial input for jointly
calculating the 3D pose and 3D shape of the object in the
input image ROI. Here, we are inspired by [8] where 3D
object shapes are efficiently represented using a Gaussian
Process Latent Variable Model (GPLVM) [7]. Theoretically,
complex 3D shapes can be represented by only two latent
variables. This property of GPLVM is ideal for partition the
entire workflow into different vehicle domains. Generally, the
computation part of a workflow in a car resides in a domain
near the sensors (e.g., ADAS domain) and the visualization
part in a domain near the users (e.g., telematics domain). For
augmented reality, visualizing the detected 3D objects by the
users requires transmitting 3D shapes from the ADAS domain
to the telematics domain. Using the latent shape representation
allows the use of a low- or medium-bandwidth communication
bus for this transmission, resulting in savings that are essential
for the cost-sensitive automotive industry.

SegNet

VP + Shape

Optimization
VPNet

shape prior

input output

Fig. 3: Workflow of monocular 3D Shaping.

The rest of this section is structured as follows. We explain
the mathematics behind the latent shape space in Section III-A
and formulate the calculation of 3D shapes as an optimization
problem in Section III-B. In Section III-C, we present the
neural networks developed for segmentation and viewpoint

1Cropped out of the input image, based on the results from 3D object
detection.
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estimation referred to as SegNet and VPNet respectively in
the rest of this paper.

A. Latent Shape

First, 3D geometries are represented implicitly through a
Signed Distance Function (SDF). The general definition of
an SDF is expressed in Eq. 1, where Ω denotes a subset
of a metric space with d(·, ·) being the metric function.
∂Ω and Ωc denote the boundary and the complement set
of Ω, respectively. The definition of the metric function d
is expressed in Eq. 2, which returns “the nearest distance”
between x and the boundary of Ω. The SDF is positive if x
is “inside” Ω and negative if outside. Theoretically, an SDF
is differentiable almost everywhere if Ω is in the Euclidean
space.

Φ(x) =


d(x, ∂Ω), if x ∈ Ω

0, if x ∈ ∂Ω

−d(x, ∂Ω), if x ∈ Ωc

(1)

d(x, ∂Ω) = inf
x′∈∂Ω

d(x, x′) (2)

Fig. 4(a) and Fig. 4(b) visualize an example of a signed
distance function in R2. One can immediately realize that this
SDF represents the silhouette of a car. The boundary of the
car is implicitly embedded in the contour line that equals to
zero. Hence, it is also known as the zero level set. A two-
dimensional SDF can represent the 2D boundary of an object
in an image. With an additional dimension, the surface of a
3D geometry can be represented, as shown in Fig. 4(c).

(a) (b)

(c)

Fig. 4: Visualization of SDF. (a) and (b) 2D SDF representing
the silhouette of a car. (c) 3D SDF representing a car. In fact,
the 2D SDF in (a) and (b) is a slice cut out from the 3D SDF
in (c).

In practice, an SDF is discretized and stored as a floating-
point array. Each element of the array records the distance

from its grid location to the zero-level. The higher the di-
mension of the array is, the finer is the discretization of the
original geometry. Fig. 5 illustrates how the fineness of an SDF
is affected by the dimension of the array container. As can be
observed in Fig. 5, more delicate details in the concave parts
of the original 3D model (mirrors, wheels) are not captured
in the SDFs.

(a) (b) (c) (d)

Fig. 5: Different levels of fineness of an SDF. (a) Original 3D
model. (b), (c), and (d) 3D SDFs of the original model with
203, 603, and 1203 entries, respectively.

Although an SDF is able to embed a 3D geometry implicitly,
it cannot be directly used as a feature for classification or
other machine-learning-based algorithms. The reason is that
an SDF is a representation of the original 3D geometry in
the spatial domain. A machine learning algorithm typically
needs to operate in a so-called feature domain, where sample
points that belong to different classes are separated. This is the
same reason why we would not directly use RGB value as a
feature for object recognition in an image. Therefore, a three-
dimensional Discrete Cosine Transform (DCT) is applied,
which transforms an SDF into the frequency domain to make
it feature-rich.

The number of DCT coefficients is the same as the number
of the elements in a discretized SDF. Their sizes increase
cubically with the dimension of the array. Dealing with
an extremely high dimensional feature would require more
computational power and slow down the entire workflow.
However, if we cut down the dimension of an SDF array, the
quality of 3D reconstruction needs to be compromised. Here,
we take advantage of the property of DCT that centralizes
low-frequency components. This allows us to discard small
high-frequency coefficients without significantly affecting the
reconstruction quality, as shown in Fig. 6. The difference
between the reconstructions using 603 coefficients in Fig. 6(a)
and 403 coefficients in Fig. 6(b) is barely visible through naked
eyes.

(a) (b) (c)

Fig. 6: Reconstruction with (a) 603, (b) 403, and (c) 203 DCT
coefficients, respectively.

After collecting a small number of 3D geometries (training
samples) and transforming them into DCT coefficients (fea-
tures), a Gaussian Process Latent Variable Model (GPLVM)
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training is carried out. In general, GPLVM is a dimen-
sionality reduction method that uses a Gaussian process to
learn a low-dimensional representation (latent variables) of
high-dimensional data (features). In the context of 3D shape
representation, GPLVM has the following advantages. First, it
only requires a small number of training samples (the nature
of a Gaussian process). Second, it can significantly reduce the
dimension of the feature space without any information loss.
Last but not least, the low-dimensional latent space is contin-
uous and differentiable everywhere, which is mathematically
convenient for optimization purposes.

Mathematically, GPLVM training aims at finding a Gaussian
process (Eq. 3) that maps a low-dimensional latent space X to
a high dimensional feature space Y . K denotes a kernelized
covariance matrix of the Gaussian distribution, with each
element kij = κ(xi,xj).

Y ∼ N (0,K) (3)

The kernel function κ(·, ·) is typically a radial basis function
plus some white noise, as expressed in Eq. 4.

κ(x,x′) = θ1 exp

(
−θ2

2
‖x− x′‖2

)
+ θ3 + θ4δ(x,x

′) (4)

The so-called hyper-parameters Θ = {θ1, θ2, θ3, θ4} and the
set of latent variables X are the variables to be optimized
during GPLVM training. The optimization is formulated as a
Maximum Likelihood Estimation (MLE) problem in Eq. 5.
During GPLVM training, we try to find the latent variables X
that are most likely to generate the given training set Y through
a Gaussian process controlled by the hyper-parameters Θ.

(X∗; Θ∗) = arg max
X;Θ

p(Y |X; Θ) (5)

In practice, the negative log-likelihood L = − ln p(Y |X; Θ) is
minimized through a Scaled Conjugate Gradient (SCG) [35]
method. Fig. 7 shows a latent space that embeds 3D geometries
of cars, with an extremely low latent dimension of q = 2.
The transition of 3D geometries inside the latent shape space
is smooth everywhere, as shown in Fig. 8. Theoretically, the
latent shape space is able to span a space that covers all 3D
geometries in the training set. In other words, if different car
types like trucks or buses are included for latent space training,
they can also be reconstructed later during recall.

Fig. 7: A two-dimensional latent space that embeds 3D ge-
ometries of cars. Latent points in the dark area are considered
to be able to generate more car-like 3D shapes.

Having a trained latent space, one can infer a fea-
ture point y∗ of an arbitrary latent variable x∗ by the

Fig. 8: A smooth transition of latent shapes.

definition of Gaussian processes (Eq. 6), where K∗ =
[κ(x∗,x1), κ(x∗,x2), · · · ]T and K∗∗ = κ(x∗,x∗).[

Y
y∗

]
∼ N

(
0,

[
K K∗

(K∗)T K∗∗

])
(6)

Therefore, the expectation and the variance of y∗ can be
estimated using Eq. 7.

E(y∗) = κ(x∗, X)K−1Y

V ar(y∗) = κ(x∗,x∗)− κ(x∗, X)TK−1κ(x∗, X)
(7)

The inference from a low-dimensional latent variable back to
the original feature space is referred to as GPLVM recall.

Now, the path between a 3D geometry and a latent variable
is completed, as illustrated in Fig. 9. 3D geometries go through
distance transformation, DCT, and GPLVM training to become
latent variables in the latent shape space. A latent variable
generates a 3D SDF through GPLVM recall and Inverse DCT
(IDCT). The triangulation of a 3D SDF is realized using the
Marching Cube [17] algorithm.

CAD

Model
SDF

Marching

Cube

Distance

Transform DCT

IDCT

GPLVM

Training

GPLVM

Recall

Feature

Point

Latent

Point

Fig. 9: From latent variable to 3D geometry.

B. Optimization Problem
After the latent shape space is trained, the problem of 3D

reconstruction can be reformulated as an optimization problem
to find the latent variables that generate the original 3D shape.
Fig. 10 illustrates an example of how this optimization works.
The screen at the left side shows a semantically segmented
input image, with blue pixels illustrating a car. On the right
side, a 3D geometry of a car is projected onto the screen.
The objective of the optimization is to find the best position,
orientation, and 3D shape of the car so that the silhouette of
the car on the screen matches the segmented output as close
as possible.

Mathematically, the energy function in Eq. 8 is maximized
during 3D shape optimization. Ω denotes a region of interest in
an image and x an image pixel. Pf (·) and Pb(·) record how
likely a pixel belongs to the foreground (the target object)
or the background. They are estimated using a segmentation
neural network (SegNet). π(·; ·) denotes a projection function
that projects a 3D SDF denoted as Φ onto the image plane.
The projection is controlled by the parameter set ρ. More
specifically, ρ comprises three parameters for the translation,
four parameters2 for the rotation, one parameter for the scale,

2Quaternion representation.
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Fig. 10: Visualization of 3D shape optimization.

and two additional latent variables for the 3D geometry.
Relying on the latent shape representation, we only need to
solve two additional variables in the latent space instead of,
e.g., 403 = 64, 000 variables in the original feature space.

E(Φ; ρ) =
∑
x∈Ω

Pf (x)π(Φ; ρ) + Pb(x)[1− π(Φ; ρ)] (8)

The energy function is differentiable with respect to the
latent variable and the viewpoint parameters. Thus, it can be
optimized through standard non-linear optimization methods,
such as gradient descent or Levenberg-Marquardt [36]. For
more details of the derivatives on the energy function, we refer
the reader to [37].

We conducted different experiments under controlled condi-
tions to examine the influence of latent variables and viewpoint
parameters on the energy function. First, we render a car’s
dummy image from a fixed viewpoint and calculate the energy
value at each point in the latent shape space. The result
is visualized in Fig. 11(a), which clearly shows an area of
global maxima that can be reached through gradient-based
optimization methods. Second, we fix the latent shape and
unlock the orientation angle to change the viewpoint. In other
words, we rotate the camera around the car and calculate
the energy at each angle. Fig. 11(b) illustrates the result. We
observe two local maxima on opposite sides of the circle, i.e.,
there is a 50 percent chance that the optimization converged
at the “wrong” local maximum if we randomly initialize the
viewpoint at the beginning of the optimization. Last but not
least, to show the ambiguity between depth and scale, we
unlock the longitudinal distance and the scale parameter while
fixing the others. A ridge-like structure can be observed in the
result shown in Fig. 11(c). This is quite straightforward to
understand since a big car that is far away might look similar
in an image to a small car right in front of us. The ambiguity
between depth and scale will not disappear if only one image is
used during the optimization. For pure visualization purposes
such as video overlay for augmented reality, this ambiguity is
acceptable.

C. SegNet and VPNet

For monocular 3D Shaping, we assume that the object
bounding boxes are given in an earlier processing step, i.e.,

each input image contains only one object. For the seg-
mentation network (SegNet), we use a Fully Convolutional
Network (FCN) [25] combined with a Conditional Random
Field (CRF), as suggested in [23]. This produces a sharp-
edged foreground-background segmentation, which is essential
to the performance of the subsequent 3D shape optimization.
The architecture of the FCN is shown in Fig. 12. The output
of the FCN is fused from the last three pooling layers and
sampled up to the same size as the input image. A coarse level
segmentation output from the FCN is then refined through
the conditional random field, which yields fine and sharp-
edged segmentation. The finer the segmentation results are, the
better is the quality of the reconstructed 3D shape. According
to [23], the performance of this approach on the object class
Car achieved 82.4% mean IoU (Intersection over Union)
evaluated using the Pascal VOC 2012 dataset, which proved
to outperform the state-of-the-art back then.
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Fig. 12: Network architecture of the FCN. Only convolution
layers and pooling layers are illustrated. The architectural
parameters of the network remain the same as those of a
VGG16 network [38].
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Fig. 13: Network architecture of the viewpoint classification
network, which resembles an AlexNet except for the output
layer fc8. Pooling, ReLu, and dropout layers are omitted in
the illustration.

In addition, we train a separate neural network specifi-
cally for viewpoint initialization. The network architecture
is adapted from AlexNet [18], as shown in Fig. 13. By
modifying the last fully connected layer of the AlexNet, we
can model the problem of viewpoint estimation differently
from a mathematical point of view. Here, we use two types
of loss functions: the softmax loss expressed in Eq. 9 and
the Euclidean loss in Eq. 10. Using the softmax loss function,
we formulate viewpoint estimation as a classification problem,
while we define it as a regression problem using Euclidean
loss.

L = − 1

N

N∑
n=1

ln

(
exln∑K
k=1 e

xk

)
(9)
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Fig. 11: Energy space exploration for monocular 3D Shaping.

In Eq. 9, N denotes the number of training samples, K the
total number of viewpoint bins, l the groundtruth viewpoint
label, and x the predicted score. We tried different numbers
of viewpoint bins. Generally, using a larger K increases the
precision of the estimated viewpoint angle.

L =
1

2N

N∑
n=1

‖x̂n − xn‖2 (10)

The Euclidean loss in Eq. 10 turns the neural network into
a regressor. x̂n denotes the groundtruth and xn the predicted
viewpoint, respectively. The Euclidean distance between the
groundtruth and the neural network output is minimized during
the training process.

We used a subset of ImageNet with viewpoint annota-
tions [39] for training the VPNet. A layer-separation for
different classes was not considered since for monocular 3D
Shaping, we specifically focused on car objects. All training
processes were carried out using the Caffe deep learning
framework [40].

IV. 3D SHAPING+LIDAR

Future cars with autonomous driving functions will be
equipped with more powerful 3D sensors such as Lidars or
stereo cameras. These can be used to make the results of
object-level 3D reconstruction more precise, and enable appli-
cations like automated parking (already available in high-end
cars today). In particular, the ambiguity problem (Fig. 11(c)) of
monocular 3D Shaping ceases to exist if 3D measurements of
the environment are directly used. Also, by taking advantage
of deep learning-based 3D object detection techniques such
as [41], the scene can be clustered in 3D before being fed into
the 3D Shaping pipeline. In other words, the self-occlusion
issue of monocular 3D Shaping (Fig. 18) can be resolved.
Therefore, in this section, we propose another variant of 3D
Shaping, referred to as 3D Shaping+Lidar in the rest of this
paper. This is a resource-efficient alternative to monocular 3D
Shaping, which requires less computing resources on the ECU
in exchange of using more expensive sensors.

The workflow of 3D Shaping+Lidar is similar to that of
monocular 3D Shaping. Here, we assume that the 3D scene

is already clustered into object clusters. For each object, an
image ROI and a point cloud cluster are taken as the input to
the proposed 3D Shaping+Lidar workflow. We use the point
cloud as an additional constraint for the 3D shape optimiza-
tion, which yields more precise reconstruction results in 3D
than monocular 3D Shaping. The updated energy function is
explained in Section IV-A.

A. Energy and Optimization

The new energy function for 3D Shaping+Lidar (Eq. 11)
is a weighted combination of the image-based energy Eimg

(Eq. 8) and a point cloud energy (Eq. 12). Φ denotes an
SDF that encodes 3D geometries, and ρ denotes a set of pose
parameters. This energy function was first used in [42] for
similar purposes.

E(Φ; ρ) = Eimg(Φ; ρ) + λEcloud(Φ; ρ) (11)

The additional cloud energy is formulated in Eq. 12, where
XL denotes a 3D point in a Lidar cluster L, and g ∈ SE(3)
the Lie algebra that transforms a point from Lidar coordinates
to the object geometry coordinates. The object geometry
coordinates system is attached to the geometrical centroid
of an object. The exponential term of the Geman-McClure
function [43] reaches its minimum if XO lies exactly on
the zero-level of the SDF Φ. It increases monotonically with
the distance between XO and the object surface, and the
increasing rate is controlled by σ. This energy function was
also used in [42].

Ecloud(Φ; ρ) =
∑

XL∈L

exp

{
Φ2(g(XL; ρ))

Φ2(g(XL; ρ)) + σ

}
=
∑
XO

exp

{
Φ2(XO)

Φ2(XO) + σ

} (12)

In our case, to examine the properties of the point cloud
energy, we conducted similar experiments under controlled
conditions as in Section III-B. We generated a dummy point
cloud cluster by random sampling the surface of an SDF
of a car and used the dummy cluster to simulate Lidar
measurements. First, we fixed the viewpoint and varied the
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latent variables within a trained latent shape space. Second, we
fixed the latent shape and altered the orientation angle. The
results are shown in Fig. 14(a) and Fig. 14(b), respectively.
We observed similarities between the point cloud energy and
image-based energy. There is a unique global minimum when
varying latent variables, while a 180◦-flipped local minimum
occurs when changing the orientation angle.

low energy high energy

l = [0.43, 0.28]

E = 0.0005603

(a) Latent variable.

180
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°

0
°
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E: 0.0005518
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E: 0.0007195

(b) Orientation angle.

Fig. 14: Energy space exploration for 3D Shaping+Lidar.

(a) Initial state.

(b) Final state.

Fig. 15: 3D Shaping optimization using image and Lidar
measurements. Image statistics are illustrated in the middle
column, with white pixels being more likely to be foreground
pixels. The right column shows SDFs and Lidar measurements.

In practice, the image energy and the point cloud energy
can be jointly optimized using gradient-based optimization
methods. Fig. 15 shows an example to help understand such
optimization processes. Lidar points would “stick” to the
surface if the optimization converges ideally.

V. EXPERIMENTAL RESULTS

A. Results of Monocular 3D Shaping
We chose viewpoint accuracy as the metric to evaluate

monocular 3D Shaping. The reason is that for in-vehicle
augmented reality, viewpoint accuracy is considered one of
the most critical factors that affect user experience.

The viewpoint error is measured by the geodesic distance
over the rotation sphere, as expressed in Eq. 13, where Rest

denotes the estimated rotation matrix and Rgt the groundtruth.
We calculated the median viewpoint error Med(•) over the
entire evaluation dataset. In addition, we show the percentage
of accurate estimates Acc(< θ), with θ being the angular
threshold. The results are presented in Tab. I.

δvp(Rest, Rgt) =
1√
2
‖ ln(RT

estRgt)‖F (13)

The first half of Tab. I shows the results after the first stage, and
the second half after the second stage of the 3D Shaping work-
flow. The network using softmax loss for viewpoint estimation
is denoted by VPNet-Kbin, with K indicating the number of
viewpoint bins. The viewpoint regression network using the
Euclidean loss function is denoted by VPNet-Reg. VDPM-
24bin stands for Viewpoint Deformable Part Model [39] with
24 viewpoint bins, which was considered the state-of-the-art
before deep-learning-based algorithms were introduced.

TABLE I: Evaluation of viewpoint estimation by monocular
3D Shaping.

Approach Med(δvp) Acc(30◦) Acc(15◦) Acc(5◦)
VDPM-24bin 19.60◦ 67.51% 35.57% 8.16%
VPNet-Reg 23.11◦ 58.74% 34.75% 12.34%
VPNet-24bin 11.82◦ 86.77% 64.29% 19.26%
VPNet-72bin 7.48◦ 90.47% 73.61% 35.23%
VPNet-24bin+Shape 5.47◦ 88.04% 78.35% 47.08%
VPNet-72bin+Shape 4.29◦ 89.13% 77.30% 54.13%

The following three points can be summarized from the
results in Tab. I. First, the viewpoint network with the most
viewpoint bins outperforms the other approaches. Second, the
estimated viewpoint angles are more close to the groundtruth
after the second stage optimization. There is a nearly 20 per-
cent performance gain in Acc(< 5◦) by VPNet-72bin+Shape.
Last but not least, the optimization process is proven to
be robust against initialization to some extent, as VPNet-
24bin+Shape and VPNet-72bin+Shape yield similar results.

Fig. 16 shows a reconstructed 3D car overlaid on the image,
as an example use case of 3D Shaping for in-vehicle aug-
mented reality. The foreground possibilities estimated through
the segmentation network are illustrated in Fig. 16(b), ranging
from zero (black) to one (white). The red frame in Fig. 16(b)
shows the outer contour of the projected 3D geometry.

(a) (b)

(c) (d)

Fig. 16: Example of satisfying 3D reconstruction. (a) Input
image. (b) Segmentation score. (c) 3D shape recovered. (d) 3D
shape overlay.

Three failed reconstructions due to ambiguous silhouette
(Fig. 17(a)), divergence in the latent shape space (Fig. 17(b)),
and poor viewpoint initialization (Fig. 17(c)) are presented in
Fig. 17. More reconstruction results of 3D Shaping are shown
in Fig. 22.
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(a) Ambiguous silhouette.

(b) Divergence in the latent shape space.

(c) Bad viewpoint initialization.

Fig. 17: Failed 3D reconstructions.

(a) (b) (c)

Fig. 18: Occlusion problem by monocular 3D Shaping.
(a) Original image patch. (b) Segmented image. (c) Probability
of car pixels. The optimizer would try to cover the entire white
area in (c) with only one instance of the object class car.

Certainly, the second stage 3D shape optimization is subject
to viewpoint initialization and image segmentation. Additional
constraints such as discriminant keypoints could be introduced
to solve the problem of ambiguity shown in Fig. 17(a). For
example, wheels or side mirrors could be used to identify the
viewpoint. Another idea would be to use the shared latent
space that associates latent shape variables and keypoints.
However, compared to deep neural networks, it is not easy
to parallelize these algorithms and efficiently implement them
on an in-vehicle platform. Also, as already mentioned at the
beginning of Section III, a light-weighted tracking algorithm
could be built upon the single frame solution to solve the
problem of viewpoint ambiguity.

Nevertheless, the workflow presented in this section is
designed for augmented reality use cases, e.g., highlight a
single object standing in front of a clean background. Multiple
instances of the same object class would cause a self-occlusion
problem, as illustrated in Fig. 18. Without knowing the exact
number of cars in the scene and the boundaries between
them, the optimizer in the second stage is unable to deliver
reasonable estimations of the viewpoint and 3D shapes. Using
additional inputs from 3D sensors (e.g., a Lidar) could solve
this issue.

B. Results of 3D Shaping+Lidar
For 3D Shaping+Lidar, we use the accuracy of orientation

angle and occupancy bounding box in 3D to evaluate the per-

formance. These two metrics are most relevant to the target use
case – automated parking. We use a more challenging dataset
for the evaluation, namely the KITTI vision benchmark [44],
which is widely used in the context of autonomous driving.
We selected representative sequences from the raw recordings,
which cover a wide range of scenarios, such as city, road, and
residential. More details of the evaluation dataset are given in
Tab. II.

TABLE II: Details of the evaluation dataset. From left to
right: Sequence name of KITTI raw recordings, data category,
number of Car tracklets, number of image patches of non-
occluded cars at short range (up to 20 meters away from
the ego-car) and full range, respectively. The sequences were
recorded on Sep. 26, 2011.

Sequence Category Tracklet Short Range Full Range

0001 city 12 30 129
0002 city 1 0 11
0005 city 9 42 48
0009 city 89 246 592
0011 city 15 30 276
0013 city 8 100 195
0014 city 26 38 348
0015 road 33 44 746
0017 city 4 13 13
0018 city 11 137 336
0019 residential 13 135 283
0020 residential 5 0 0
0022 residential 53 452 960
0023 residential 150 288 668
0027 road 3 9 32
0028 road 9 29 139
0029 road 3 21 75
0032 road 21 67 793
0035 residential 23 128 382
0036 residential 80 200 363
0039 residential 35 276 689
0046 residential 8 35 35
0048 city 7 32 61
0051 city 26 114 557
0052 road 4 27 43
0056 city 13 35 444
0057 city 22 1 877
0059 city 52 439 1082
0060 city 2 0 128
0061 residential 39 217 639
0064 residential 38 100 226
0070 road 2 8 50
0079 residential 2 0 0
0084 city 49 261 988
0086 residential 3 39 74
0087 residential 6 50 235
0091 city 2 0 0
0093 city 54 322 634

sum 932 3965 13151

Note that the metrics to be calculated for the evaluation
strongly depends on the viewpoint initialization for the 3D
Shape optimization, as already discussed in Section V-A. In
order to better evaluate the added value of the proposed 3D
Shaping+Lidar to existing approaches, we decided to decouple
the influence of viewpoint initialization by manually adding a
normal-distributed bias N (15◦, 15◦) to the groundtruth orien-
tation. This bias reflects the upper bound performance of the
top-ranking approaches in the KITTI vision benchmark.

Table III and Fig. 20 present the evaluation results. In
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Tab. III, Med(δ) shows the median of the absolute estimation
error δ in degrees, and Acc(< θ) indicates the percentage of
accurate estimates that are smaller than the threshold angle θ.
According to the results, both 3D Shaping approaches – using
and without using a Lidar – can correct viewpoint angle within
a certain initialization error. At short range, the approach using
a Lidar is able to correct an error more than 30◦ and at full
range up to 20◦. This clearly shows the improvement when
using a Lidar.

TABLE III: Evaluation of 3D Shaping in viewpoint estimation.

Approach Med(δ) Acc(< 20◦) Acc(< 10◦) Acc(< 5◦)

sh
or

t

Initialization 16.07◦ 61.23% 31.80% 15.15%
Orientation Net 12.77◦ 63.00% 42.12% 23.61%
Shaping Cam 13.96◦ 65.67% 37.95% 21.64%
Shaping Lidar 7.02◦ 85.45% 67.53% 37.99%

fu
ll

Initialization 16.01◦ 62.08% 31.87% 15.49%
Orientation Net 20.44◦ 49.42% 30.61% 16.57%
Shaping Cam 16.08◦ 60.24% 32.59% 17.91%
Shaping Lidar 14.14◦ 61.50% 38.44% 20.22%

The occupancy bounding box is defined as the rectangu-
lar bounding box around an object from a bird’s-eye view.
The bounding box overlap ratio is given by Eq. 14, which
calculates the Intersection over Union (IoU) of two bounding
boxes in 3D. We present the evaluation results of bounding
box accuracy in Tab. IV and Fig. 20. In Tab. IV, Mean(Ovl)
denotes the average of the overlap ratios. Acc(> •) indicates
the percentage of accurate estimates larger than a certain
threshold of overlap ratio. An estimated occupancy bounding
box is considered correct if the overlap ratio is larger than
0.5. According to the results, the approach using a Lidar sig-
nificantly improves the bounding box estimation performance
compared to the monocular approach, due to the fact that the
ambiguity between distance and scale is eliminated by directly
using 3D measurements.

Ovl(A,B) =
A ∩B
A ∪B

(14)

TABLE IV: Evaluation of 3D Shaping in bounding box
estimation.

Approach Mean(Ovl) Acc(> 0.5) Acc(> 0.7)

sh
or

t Shaping Cam 0.17 8.34% 1.97%
Shaping Lidar 0.69 90.57% 62.77%

fu
ll Shaping Cam 0.11 5.67% 1.21%

Shaping Lidar 0.53 58.36% 28.87%

We also evaluated the absolute translation error, as presented
in Tab. V and Fig. 20. In Tab. V, Med and Std denote the
median and the standard deviation of the absolute translation
errors. We observe a significant improvement in estimating
longitudinal distance for 3D Shaping using a Lidar compared
to monocular 3D Shaping.

TABLE V: Evaluation of 3D Shaping in translation estimation.

Approach Med (m) Std (m)
longitudinal lateral longitudinal lateral

sh
or

t Shaping Cam 2.724 0.522 1.751 0.805
Shaping Lidar 0.157 0.085 0.376 0.525

fu
ll Shaping Cam 3.856 0.494 2.540 0.982

Shaping Lidar 0.359 0.106 0.702 0.655

Fig. 19 gives an example of how occupancy estimation is
improved by using a Lidar. It is quite common in a traffic scene
that only a part of the object surface is captured by the Lidar,
yielding an L-shape or I-shape measurements in the resulting
point clouds when looking from a bird’s-eye view. The reasons
for this include reflective surface material, occlusion, and
clustering errors. Relying on our prior knowledge about 3D
geometries of a specific object class, e.g., a car, the estimated
occupancy bounding box is more close to the groundtruth even
if the point cloud cluster is sparse and incomplete.

Fig. 19: Improvement in occupancy estimation for 3D Shaping.
The left image shows the bounding box (dark red) that is
directly obtained from a Lidar cluster. The right image shows
the estimated bounding box (red) using 3D Shaping+Lidar.
The green bounding box illustrates the groundtruth.

Figure 2 shows a rendered result when heavy self-occlusion
occurred. Using a Lidar allows us to cluster the scene directly
in 3D and, thus, to reconstruct multiple instances within the
same class that are occluded by each other. This enables us to
build a 3D environmental model at the object level, which is
essential for near-future in-vehicle features such as augmented
reality and autonomous driving.

VI. SYSTEM INTEGRATION

Fig. 21 demonstrates our design proposal to integrate the
proposed 3D Shaping workflow into a future in-vehicle E/E
system. The computation and visualization of the workflow are
distributed into the ADAS domain and the telematics domain.
For each new object, the optimizer would first minimize a
combined energy function (Eq. 8 and Eq. 12). Then, it would
send out the optimized latent shape variables to the sensor
fusion interface, where they would be tracked according to the
shape consistency. The sensor fusion interface would pack the
two additional latent variables into an object list and send the
list to the telematics gateway through the vehicle backbone
bus. The payload data to be transmitted on the backbone
would only increase by the size of two floating-point numbers
multiplied by the number of tracked objects.

We analyzed the payload requirements for transmitting 3D
geometries through in-vehicle communication buses. Assum-
ing that the 3D shaping optimizer operates at 25 frames
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Fig. 20: Evaluation of 3D Shaping+Lidar. Left: short range
objects. Right: all objects. From top to bottom: absolute
orientation error, overlap ratio of occupancy bounding box,
absolute longitudinal error, and absolute lateral error. The
vertical axis indicates the percentage of estimates that are
smaller or larger than the corresponding threshold on the
horizontal axis.
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Fig. 21: Integration of 3D Shaping into a future in-vehicle E/E
architecture.

per second, and at most 32 objects can be simultaneously
tracked, we calculated the required payload using different
representations of object geometry. The size of the SDF is set
to be 40×40×40, and a single-precision floating-point is used.
The result is presented in Tab. VI, where FE indicates Fast
Ethernet with a transfer rate of 100 Mbps, and N -GE indicates
Gigabit Ethernet with N Gbps transfer rate. The result clearly
shows the advantage of using latent shape representation.
In fact, a vehicle backbone will be filled with all different
signals for inter-domain communication. Every free byte on
the backbone is considered a critical resource. 3D Shaping is
a practical solution to realize 3D object-level reconstruction
in a car, with a minimum sensor requirement of only one
monocular camera. Therefore, it is clear that 3D Shaping is
a potential candidate for new applications such as augmented
reality and autonomous driving.

TABLE VI: Payload analysis for transmitting 3D geometries.

SDF Face + Vertex Latent Shape

Single Object 250 KB ∼ 73 KB 8 B
Required Payload ∼ 195 MB/s ∼ 57 MB/s 6.25 KB/s
Required Backbone 10-GE 1-GE FE
Cost High Medium Low

Regarding the run-time efficiency of the entire workflow,
we consider it inconclusive in the current state of develop-
ment to measure the end-to-end run-time performance for the
following reasons. First, the proposed 3D Shaping software
runs on a desktop workstation installed in a prototype vehicle,
while the system inputs (cameras and Lidars) are already
highly optimized close-to-production sensors. It is not meant
to measure the run-time in such a mixed system setup. Second,
for production-level maturity, the proposed 3D Shaping soft-
ware will be optimized for the target hardware, which will
significantly increase its run-time performance. Finally, the
proposed partitioning of the entire workflow (Fig. 21) will
also influence run-time efficiency.

VII. CONCLUDING REMARKS

In this paper, we presented a novel workflow named 3D
Shaping that enables in-vehicle object-level 3D reconstruction.
We proposed two variants that focused on two specific uses
cases, viz., augmented reality and automated parking. For
augmented reality, we proposed a cost-efficient solution that
only requires a single frame from a monocular camera as input.
For automated parking, we proposed a resource-efficient al-
ternative that generates more precise reconstruction results by
additionally using 3D sensors. We took advantage of the latent
shape representation of geometries, which only requires two
additional parameters for reconstructing various 3D shapes.
This enables partitioning the proposed 3D Shaping workflow
into different vehicle domains, making its implementation in
mass-production cars practical and cost-effective.

Although the presented 3D Shaping solutions have already
achieved satisfying reconstruction results, there are still possi-
ble improvements that could be taken into consideration in the
future. Instance-aware segmentation could be applied further
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to increase the quality of 3D reconstruction for cluttered
scenes. An end-to-end neural network that directly reconstructs
a 3D geometry from an image would also be of interest in
future research.
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