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long been fascinated by trees of all kinds, and it is therefore particularly 

fitting that this paper is, hereby, humbly dedicated to him, with my most 

sincere and heartfelt love and admiration. 



ABSTRACT 

Consider an s-ary tree (in which every node has no more than s children). 

Each node holds a single datum, including a key. These are the oaaupied, 

internal, or aZosed nodes of the data-structure. Augment the tree, following 

D. E. Knuth, by adding a set of unoaaupied, ezternaZ, open, or free nodes, 

so that every internal node now has just s children and every external node 

has no children. We assume that there is an unambiguous rule, depending 

only on the key-values at the internal nodes of the tree, whereby a new 

datum, with a new key value, will be inserted at one of the external nodes; 

this node then becomes internal and acquires s new external nodes as children. 

We further assume that the rule and the statistical distribution of data are 

such that every external node has equal probability of being selected for 

insertion of a new datum, at every stage. Various statistics of such trees 

are now obtained explicitly, in a systematic manner which may be extended to 

higher moments. The principal result is that the average ZeveZ of both 

internal and external nodes in a given tree is asymptotic in probability to 

s 
8 

_ 
1 

log m as m + =, where m is the number of internal nodes in the tree. 

Since the 

(with m = 

corresponding average level for a k-level fully balanced tree 
k 

s - 1) k 1 is asymptotic to - log m = 
1 

log m as m ~ =, we s - 1 s og s 

conclude that, unless the distribution-of data is far from the rather 

plausible assumption made here, it is highly improbable that the considerable 

cost of rebalancing trees when constructing data-bases will ever be iustified 

in practice. 
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1. INTRODUCTION 

The underlying problem which we consider is the construction of 

an efficient data-storage structure of arbitrary size, when the data 

are identified by a key, which may be thought of as one or several 

real numbers. A sequence of such data is received and successively 

inserted in an initially-null structure, according to a rule depen

ding only on the (possibly multi-dimensional) order of the keys, 

not on their magnitudes or other parts of the data. When we consider 

the statistics of such data, it is reasonable-to assume that every 

possible order of the incoming·data is equally probable. We seek to 

devise a structure such that the work of insertion, deletion, and 

retrieval of data is a slowly-growing function of the number m of 

data to be handled. 

A favorite structure, balancing speed of insertion~ deletion, and 

retrieval is a tree. When the key consists of a single real number, so 

that all key-values are linearly ordered, we may choose a binary tree, 

in which every node has 0, 1, or 2 ahildren, and every node but one (the 

root) has just one parent (the root has none). If we call the nodes of 

such a tree internal (or oaaupied or alosed) nodes, we may augment the 

tree with additional external (or unoaaupied or open) nodes, in such a 

way that all.internal nodes have just two children and all external nodes 

have none (see Knuth [68]). Each internal node contains the key of just 
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one datum; the key belonging to the first datum received in sequence 

being placed at the root of the tree; and, thereafter, we proceed 

recursively, comparing each new key with keys stored at successive nodes 

encountered in a traversal of the tree, beginning at the root, moving to 

the right child if the new key exceeds the key found at the current 

node, and to the left child if not; when an external node is reached, 

the new key is placed there. At every stage, every right child has a key 

greater than that at its parent, every left child has a smaller key than 

its parent. Figure 1 below shows the augmented binary trees with m in-

ternal and n external nodes, form= 0, 1, 2, 3, and 4. All topologi-

cally distinct trees are shown. Internal nodes are shown as filled (black) 

0 • • /~ '\ circles and external 
I ' 

I \ 
d' ;\A 

I , 

0 0 \ 
m = 0 ' • 0 nodes as open I 
n = 1 I 

' b b m = 1 0 f*.., (white) circleso 
n = 2 j \ 

m = 2 0 Note that, >n every 
• n = 3 

case, n = m + 1. 
• 0 ,,-. m = 3 

/~\ 
n = 4 This is generally 

• 0 0 

•• true (as is proved 
:e 0 • • 

I • • by Knuth [ 68]) for I 
d 0 0 0 0 0 

• 0 cl 0 binary trees, and 
I 

I 

0 0 indeed is a special 

case of a general 
m = 4 
n = 5 result for s-ary 

Fi!!ure 1. trees. 
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Every node has a ZeveZ, defined as the number of steps (edges) in a 

direct path from the root to the node; the root thus has level 0. The 

height of the tree is the maximum level over all internal nodes, Knuth 

[68] calls the sum of the levels of all external nodes of a tree the 

ezternaZ path Zength of the tree (we denote this by E~1 ), when there are 

m internal nodes in the tree) and the sum of the levels of all internal 

nodes the internaZ path Zength (we denote this by F(l)). Given a tree, 
m 

with m internal nodes, the work required to insert a new datum at level 

h is essentially proportional to the number of comparisons required to 

find an external node at which to place it, and a little reflection shows 

that this is just h. If, as we shall argue later, all external nodes are 

equally likely candidates for insertion of a random datum, it follows 

that the expected (average) amount of work required to insert a datum >s 

. 1 E(l)/ ' h b f 1 d ' h proport1ona to n, where n 1s t e num er o externa no es Lfi t e trees 
m 

Similarly, the work required to build the entire tree is proportional to 

F(l). The work required to search for a datum without success is essen
m 

tially the same as the work required to insert the datum sought and not 

found: the average amount of work required by an unsuccessful search >s 

thus proportional to E(l)/n. The work required to find a given datum is 
m 

proportional to one more than the level at which it is found; so that the 

average work required to find a datum is proportional to 1 + F(l) /m m • 

When the key consists of more than one real number, the ordering 

becomes multi-dimensional, and a binary tree does not suffice for efficient 

storage and retrieval. This motivates the concept, familiar from graph 

theory, of an s-ary tree, in which every node has 0, 1, 2, ••• , s children. 
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As before, we may augment the m internal nodes of such a tree with n 

external nodes, so that every internal node has just 8 children and 

every external node has none. Again, each internal node holds the key 

of a single datum. The insertion rule will not be specified, except as 

stated earlier. Level, height, internal and external path lengths are 

all defined as for binary trees, and the reasoning leading to the 

formulae for average work required for various operations holds without 

any change. It is clear that the quantities 

and 

= E(l) In 
m 

= F( 1) /m 
m 

(1) 

( 2) 

are central to these considerations. Figure 2 below is the counterpart 

of Figure 1, for general 8. 

0 

b it m = 0 
n = 1 

m = l 
n = 8 

m = 2 
n = 28 - 1 

m = 3 
n = 38 - 2 

8 

m = 4, n = 48 - 3 

Figure 2. 
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We infer from this that 

n = (s - l)m + 1. (3) 

Indeed, on the one hand, since the augmented s-ary tree with m internal 

and n external nodes is a tree, it is well known (see, e.g., Knuth [68], 

§2,3,4.1, or Aho, Hopcroft, and Ullman [83], §7.1) that it has m + n- 1 

edges; on the other hand, every edge points from an internal node to one 

of its children (external nodes have no children; internal nodes have 

exactly s children each), sotherearejustsm of them: (3) follows, 

Various applications of s-ary trees have been suggested (e.g., see 

Muntz and Uzgalis [70], Finkel and Bentley (74], and Bentley [75, 79]), 

In all cases, the postulate that all (multi-dimensional) orderings of 

·the data are equally probable is quite plausible. A full discussion of 

this matter is postponed, 

We shall further generalize the quantities E(l) 
m ' 

F(l). x<l) d 
m ' m ' an 

Y(l) defined above to the sum of the p-th powers of the levels of all m 

external nodes of a tree, which we shall call the p-th external sum of 

the tree and denote by E(p) the sum of the p-th powers of the levels 
m ' 

of all internal nodes, which we shall call the p-th internal sum of the 

tree and denote by p<P) 
m ' 

and the corresponding averages, 

iP) = E(p) In (4) 
m m 

and y<P) = m 
p<P) /m 
m • (5) 

Averaging over all the nodes of a tree give one kind of expected 

behavior; but it is more interesting to ask how trees in general behave; 

so that we need to average again over all trees generated by random data. 
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General techniques will be developed below, which may be used to obtain 

the mathematical expectations, and higher moments, of the four statistics 

appearing in (4) and (5). These will be computed on the assumption that 

insertion of a new datum is equally probable at every external node. 

and 

where 

and 

In particular, we will explicitly obtain the following results: 

E[X(l)] = T( 1) 
m ' m 

E[yCl)J = m + e T(l) - 1 - e, 
m m m 

E[i 2)] = [T(l)JZ + T(l) - T(2) 
m m m m ' 

m 
E[yCZ)] = 

m 
m + e 

var[X(l)J = 
m 

(2 + 6)~- T(Z) - __!__ T(l) 
m+e m m+em' 

(~)2 [ (1) 
m var Xm ] ; 

1 e = s::l 

(6) 

(7) 

(8) 

+ 26), 

(9) 

(lo) 

(11) 

(12) 

T(q) = (1 + S)q{--1~- + --1~-
m (1 + e )q ( 2 + e )q 

1 
+ ---'=--- + • • • + 

C 3 + e )q 

Some special cases of these results do occur in the literature, 

mainly for binary trees. When s = 2, e = 1, and T(q) = 2q[2-q + 3-q + 
m 

4-q + ... + (m + 1) -q l; Booth and Colin [ 60 l' Windley [ 60 l' and Hibbard 

[62] have all independently obtained the equivalents of (6) and (7), and 

(l3) 



-7-

Lynch [65] and Knuth [73] have corresponding equivalents of (10) and (11). 

Wilson [76] has results similar to (6) and (7), and also has the variance, 

for s = 3. 

We proceed to derive asymptotic results form + ~. 

and 

T~l)- (1 +e) log m + u
1

(e) 

TCZJ - u (e)· 
m 2 ' 

(14) 

(15) 

and 

(1 + 6)(y- 1) ~ u1(6) ~ (1 + 6)y, y = 0.5772156649 ••• ) 

2 2 
(1 + 6)2(116 - 1) ~ u2(6) ~ (1 + 6)2 116 • 

(16) 

where 

Whence 

and 

E[X(l)l = (1 +e) log m + 0(1), 
m 

E[Y(l)] = (1 + 6) log m + 0(1), 
m 

var[XC 1l] = 2 + 6 - u
2

(6) + O(lo! m), 
m 

var[Y(l)] 
m = 2 + 6 - u (6) 

2 
+ O(log m), 

m 

E[X(Z)] -
m 

(E[ill ])2 = (l 
m 

+ 6) log m + 0{1), 

E[Y(Z)J - (E[Y(l)]) 2 = (1 + 6) log m + 0(1). 
m m 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 

The last two expressions may be viewed as the in-tree variance of the node-

levels, in an average tree. 
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Previous authors do not seem to have examined the asymptotics of the 

results they have obtained, As a result, they have failed to make the 

following observations, which would appear to be crucial to important 

strategic decisions in setting up a data-base structure and its algorithms. 

Chebyshev's inequality (see, e.g., Feller [68] or Tucker [67]) states 

that, if a random variable Q has finite expectation E[Q] and variance 

var [Q], then, for any E > 0, 

2 2 Prob [ I Q - E [ Q Jl :.> E E [ Q]] .;; vad Q ]/ E (E [ Q]) • ( 26) 

Taking Q = x< l), we derive that 1 by (17) and (22), 
m 

Prob[JX(l)- E[X(l)JJ:.>E E(X(l)J].;;var[X(l)]h 2(E[X(l)])Z 
m m m m m 

2 2 -!<(e)/E (log m) -+ 0 as 

where K(8) = [2 + e- u
2
(e)]/(l + e) 2 = O(l). 

(27) 

(28) 

Taking Q = Y~1 ), we derive, in exactly the same way, by (18) and (23), that 

Prob[JY(l)- E[yCll]J:.>E E[Y(l)]]-+ 0 
m m m . as (29) 

Similarly, for the in-tree distribution of levels (in an average tree), 

we see that, if x and y denote the levels of random external and internal 

nodes, respectively, then, by (17) and (24), 

Prob(Jx- E(X(l)JI :.> E E[X(l)]].;; var(x]/E 2(E(X(l)]) 2 
m m m 

2 1/(1 + 8)E log m + 0 

and, similarly, by (18) and (25), 

Prob(Jy- E(Y(l)JI :.> E E(Y(l)JJ-+ 0 
m m as 

as (30) 

( 31! 

These results mean that the random variables X(l)/E[X(l)], y(l)/E[Y(l)], 
m m m m 

x/E[X~1 )], and y/E[Y~ 1 )] tend to 1 in probability as m-+ ~. The Central 

Limit Theorem (see ibid., or Halton [85]) does not directly apply, but we 

may expect that at least the distributions of the level-averages X(l) and 
m 
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Y(l) approximate the normal for large m. The critical points of the normal 
m 

distribution are 3,090232 for probability 10-3 and 4.753424 for probability 

10-6 , for example, Roughly doubling these for safety, we may infer that 

Prob[X(1) > E[X(1)] + 6.18(var[X(l) ])~] < 10-3 
m m m 

(32) 

and Prob[x;l) > E[x;l)] + 9.51(var[x;l) ])~] < 10-6 , (33) 

with similar results for the yCl). 
m 

For comparison, consider an ideally balanced tree, with sj internal 

nodes at level j, for j = 0, 1, 2, • 0 .. , h. Then 

+ 82 h 
h+1 

1 h+l 
1 s -m = + s + ... + s = , n = s s - 1 

so that h 
log[m(s - 1) + 1] 

= log n - 1 = - 1. s log s 

Since all external nodes of such a tree are at the same level, 

xClJ = h + 1. 
m 

(34) 

(35) 

(36) 

Using (6), (lo); (144), and (145), we may now calculate some values of m, 

ideal-tree xCl), and the bound (33): 
m 

s 2 4 10 100 
m 127 85 111 101 

7 < 14.56 4 < 11.54 3 < 11.11 2 < 10.56 
m 8191 5461 11111 10101 

13 < 23.33 7 < 17.54 5 < 16.56 3 < 15.55 (37) 
m 1048575 1398101 1111111 1010101 

20 < 33.05 11 < 24.95 7 < 21.68 4 < 20.21 
m 67108863 89478485 111111111 101010101 

26 < 41.36 14 < 30.49 9 < 26.80 5 < 24.86 

One final statistic is available to us for comparison, in the case of 

s = 2. Adel'son-Vel'skii and Landis [62] (see also Knuth [73], §6.2.3) 

have devised the concept of a haU7naed tPee as one which, at every node, 
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has the heights of the left and right sub-trees differing by no more than 

one; and they have a very elegant algorithm for rebaZanaing such a tree 

with every insertion, at a cost of insertion times about five times as long 

as for simple insertion (see empirical discussion in Knuth). Knuth points 

out that the Fibonacci tree is the least ideal kind of balanced tree; here, 

the tree of index k has n = m + 1 = Fk (k = 2, 3, 4, ••• ),where Fk is the 

Fibonaaai number of index k, satisfying, for all integers k, 

F
0 

= 0, F1 = F2 = l, F3 = 2, F4 = 3, F
5 

= 5, F
6 

= 8, 

Fk = Fk-1 + Fk-2" 

••• ; } (38) 

A little thought shows that the external path length of a Fibonacci tree, 

satisfies the recurrence relation (with &
2 

= 0, &
3 

= 2, &
4 

= 5) 

(39) 

It is easily verified that this has the solution 

(40) 

It is well kndwn (and easily checked) that (Binet's formula) 

1 + Is a = 1 - Is 
a= 2 ,~ 2 

1 k k 
Fk = 75 (a - S ), (41) 

whence we see that 

since a. = 1. 618' 8 = - 0.618. This implies that, for Fibonacci trees, 

x< 1l - o 7236 k m • - 1.5037 log m, (43) 

since m = Fk - 1 - l!ls. By contrast, (36) gives 1.4427 (iee .. , 1/log 2) 

as the factor of log m. 
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To summarize, we may conclude that: 

(1) on the assumption that at every stage, a new datum has equal 

probability of being inserted at any of the exter111ll nodes of a tree, it is 

possible (with adequate automated formula-manipulation assistance) to calculate 

all the moments of the distribution of average work for insertion, search, 

and full-tree construction, by the techniques developed here; 

(2) asymptotic results indicate that, for large enough trees (in the 

sense of numerous enough nodes), the probability that the in-tree average work 

s for search or insertion exceeds the mathematical expectation, s _ 
1 

log m, by 

any appreciable percentage, is negligible; 

(3) it follows that any rebalancing scheme is of doubtful" utility, 

in view of the additional work entailed, when the t.ree becomes large enough, 

even when out lying cases are to be avoiled. 

The thrust of the argument presented here is that absolute worst-case 

situations become of such extremely small probability that extra work to 

avoid them is not economically justifiable, for trees having, say, a hun-

dred or more nodes. Some authors have, nevertheless, studied the heights 

of random binary .trees (as measures of··the worst-case statistics), under 

various assumptions of randomness (see Stepanov [ 69], Kemp [79], Renyi and 

Szekeres [67], Yao [80], Robson [79, 82, 83], Flajolet and Odlyzko [82], 

de Bruijn, Knuth, and Rice [72], Mahmoud and Pittel [84], Pittel [84], 

Devroye [84, 86], for example). 
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2. THE STRUCTURE OF AN s-ARY TREE 

We consider an s-ary tree, augmented with external nodes, so that 

there are m internal nodes (each with s. children) and n = (s - l)m + 1 

external nodes (by (3)), each without children. At each level k (k = 

0, 1, 2, ••• ), let the number of internal and external nodes be ~mk and 

vmk' respectively. We observe that, when m = 0, ~DO = 0 and v00 = 1, 

while, if m > 0, 

~ = 1 mO 
and v = O· 

mO ' 
(44) 

since the root is the only node at level 0 and is the first to be occupied. 

Also, since a tree of m nodes cannot reach level m, 

if k ;lo m, ~mk = vm(k+l) = o. (45) 

Of course, ., 
I ~mk = m 

k=O 
(46) 

and ., 

I v k = (s -
k=O m 

l)m + 1. (47) 

Since every internal node has. just s (internal and external) children 
' 

we see that, for k ;lo 1, 

(48) 

Following Knuth [68], we define the external and internal path 

lengths and generalize them to the p-th external and internal sums of 

the tree, for p ;lo o, 
iPl 

., ., 
= k~Ovmk~ and F(p) = L ~mk~' (49) m m k=O 

so that iD) = (s - l)m + 1' 
F(O) = m, (50) m m 

by (46) and (47), and E(O) = 1, F(O) = E(p) = F(p) = 0 (p > 0). (51) 0 0 0 0 
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By (46), (48), and (49), we see that, when m > 0 and p > 0, 

"' = s L ll • (j + l)P 
j=O I11J 

- F(p) 
m 

= (s - l)F(p) 
m (52) 

The corresponding averages are defined in (4) and (5) and are the focus of 

our investigationo 

We may note that, when s = 2 and p = 1, (52) with (50) reduces to 

,.(1) = p< 1) 
[j + 2m, m m (53) 

which is obtained directly by Knuth [68], §2.3.4.5, by induction; and he 

proceeds in [73], §6.2.1, to derive that· 

y(l) = (1 + l) x<l) - 2, (54) 
m m m 

in our notation (Knuth writes C~ for our X~l) and Cm for our Y~l) + 1), 

He attributes (54) to Hibbard [62]. He also gives (3) and (52) for general 

s but only p = 1, as exercises ([68], §2,3.4.5). 

3. RANDOM STORAGE OF DATA IN TREES 

For single-keyed data, let the input sequence of keys be [a
1

, a
2

, a
3

, 

am] and let p denote the (unique) permutation of [1, 2, 3, ••• , m] for 

which 

(55) 

AssuMPTioN I: The random input of single-keyed data is so struatured that 

every ordering permutation p satisfying (55) is equally likely. 

L. EMMA I: Given the ordering permutation p of the first m data, the 

only possible permutations p 1 of [1, 2, 3, ••• , m, m + 1] aompatibZe with 

(55) are those whiah pZaae p 1 (m + 1) in one of them+ 1 intervals formed 

by p(l), p(2), •• • , p(m). 
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Proof. [We require that, as in (55), 

so that m of the p'(j) must be the p(i), in the order of (55). If p'(k) 

= m + 1 (k = 1, 2, 3, ... ) or m + l); then p 1 (1) = p (1), p ' ( 2) = p ( 2) , ••• , 

p'(k- l) = p(k- 1), p'(k + 1) = p(k), p'(k + 2) = p(k + 1), ••• , p'(m + 1) 

= p(m), proving the lemma.] 

CORoLLARY 1.1: Given the ordering (55) of the first m data keys, the 

(m + 1)-st key ap(m + l) has equaZ probabiZity of faZZing into any of the 

m + 1 intervaZs formed by the earZier keys (in order) ap(l)' ap( 2)' •.• , 

ap (m) • 

[Of all possible permutations p' specifying the ordering (56) of all 

m + l keys, only them + l permutations defined in Lemma l are possible, if 

the ordering (55) of the first m keys is given. By Assumption 1 and the 

definition of conditional probability, these m + l permutations are them-

selves equally probable.] 

• / 
/ 

/ 
/ 

/ 
/ 

~ 
1._..,__1 Li ~-1 I 
AZZ AZZ 

ai < ak aj > ak 

FJI!ure 3. 

less than ak in value.] 

LEMMA 2: AZZ keys in the· Zeft sub-tree of any node 

are Zess than the key at that node, and that is Zess 

than aZZ keys in the right sub-tree. 

[(See Figure 3). The insertion rule ensures 

that any key fintling its way into the right 

sub-tree must pass through a comparison at the 

node holding ak (say) and exceed it; similarly, 

any key entered in the left sub-tree must be 
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CoRoLLARY 2.1: If an m-node bina:ty tree is formed by entering m data with 

keys a
1
, a 2, •••• am (entered successiveZy, in the order stated), and the 

tree is augmented with m + 1 e:rternaZ (open) nodes; then each open node 

corresponds to one of the m + 1 intervaZs described in Lemma 1 (that is, 

an (m + 1)-st datum wiZZ be entered at that open node if it faZZs in the 

corresponding intervaZJ. 

[If a. <a., then, by Lemma 2, either (i) a• is entered at an (internal) 
'1- J v 

node in the left sub-tree of the node holding aj, or (ii) aj is entered at 

a node in the right sub-tree of the node holding a., or (iii) there is a 
'!-

node holding a key ak such that ai < ak < ak' and ai is in the left and 

aj is in the right sub-trees of the node holding ak. If, further, we know 

that there is no key (entered in the tree) which lies between ai and aj' 

then case (iii) is excluded entirely; and, in case (i), a. is at the rightmost 
'!-

(internal, i.e., occupied) node of the left sub-tree of the node holding 

aj' so that it is at the last of a string of right-children of the root of 

that sub-tree; while, in case (ii), a. is similarly at the leftmost node of 
J 

the right sub-tree of the node holding ai. In either case, (i) the right 

child of the node holding ai or (ii) the left child of the node holding aj' 

is an open node (since its parent is the Zast occupied node, going to the 

right (or left, respectively) and will be filled by a new key if and only if 

that key lies between ai and aj. Since there are just m + 1 open nodes and 

just m + 1 intervals between the ordered keys, this suffices to prove the 

result.] Case (i) is illustrated in Figure 4; case (ii) is entirely analogous. 



Figure 4. 

-16-

THEOREM 1: If m data <ll'e formed into a 

bi~ tree according to the insertion 

ruZe defined e<ll'Zier, and the tree is 

augmented with m + 1 open (e::r:ternaZ) 

nodes; then a further random datum is 

equaZZy ZikeZy to be inserted at any of 

the open nod.es. 

[By Corollary 1.1, all intervals are equally likely candidates for the 

placement of the new key into the order of the previous data; by Corollary 

2.1, each interval corresponds to a single open node. The theorem follows.] 

Even for bi.nary trees, it is possible to devise alternative probability 

structures to that used in Assumption l above, or its consequence, Theorem 1. 

For example, we may define equivalence-classes of binary trees, and say that 

all equivalence-classes are equally likely (see, e.g., the work of Renyi and 

Szekeres [67], de Bruijn, Knuth, and Rice [72], Meir and Moon [78], Kemp 

[79], Odlyzko [79], Flajolet, Raoult, and Vuillemin [79], Flajolet and 

Steyaert [80], or Flajo1et and Odlyzko [82]). When we attempt to generalize 

to s-ary trees, the alternatives multiply. We shall make the following 

assumption, by analogy with Theorem 1. 

ASSUMPTION 2 : The random input of the s-ary tree is so structured that, 

if m data <ll'e formed into a tree according to a suitable insertion ruZe, and 

the tree is augmented with n = (s - l)m + 1 e::r:ternaZ (open) nodes; then a 

further random datum is equaZZy ZikeZy to be inserted at any of the n open 

nodes. 
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We note ~n passing that this is not the same probability as is naturally 

generated by quad-trees and similar structures (see, e.g., Finkel and Bentley 

[74] or Bentley [75, 79]), in which each datum has d keys Ca1 , a
2

, ••• , ad) 

and a 2d-ary tree is generated by simultaneous ordering of each key, In 

Figure 5, a simple example shows the difference, when m = 6 and d = 2. 

2 

3 

1 

8 

5 

4 

0 1 2 3 4 5 6 
Siz double•key data 

entered in order '1·', '2', 

~3•, '4', '5', 16'. ·rtallc 

numbers denote intervals 

1enerated by these data, 

It is natural to extend the structure of Carol-

lary 1.1 and assume· that aU intervals generated 

by eaah key are equally probable, within any key, 

and independent, between keys. This means that 

the "squares" in the first part of the figure 

would be equally probable. But this particular 

situation yields the tree shown in the second 

part of the figure, where we see that the sets 

iD each coordinate. of nsquares" corresponding to the various open 

~ (66} 
~ (36}(46}(56} 
~~ (34}(44}(54}(35}(45}(55} 

0 (64} (65} 
0 (25} (26} 

. /~ ~~!~ ~~!~ (06} (16} 

~-6~~~-~- ~m(23} 
\ .6 ~ (00} (01} (02} 

(10} (20} (11} (21} (12} (22} 
\ ' ,o (51}(52}(53}(61}(62}(63} 

nodes vary in number from one to 

six (there are clearly 7 x 7 = 49 

"squares" and only 19 open nodes). 

[The assumed inse·1·tion rule is 

similar to that for binary trees: 

at each node, search moves to one 

of the four children, "NE" or "++II 
' 

. (32}(33} 
\~/ (42} (43} 

if the keys to be inserted are both 
5 (31} 

4 
0 (41} 

(30} (40} 
'<> (50} (60} 

CorrespondiDI tree, indicatinl which •squares' 

10 with which open nodes. 

Figure 5. 

greater than their counterparts at 

the node being examined, "NW" or 

"-+", if the first key is less 

and the second greater, 11 SW" 
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or "--" if both are less, and "SE" or "+-", if the first key iS greater and 

the second is less.] The regions of the ordering-diagram (top of Figure 5) 

corresponding to the open nodes of the graph generated by the same data 

(bottom of Figure 5) are outlined in thicker borders, and it is clear 

that their boundaries are generated in a very natural way, each successive 

datum falling into such a region and quadrisecting it. Since the "squares" 

are not really. square, but formally define order only; it is plausible to 

argue that the equal status of each of these regions (corresponding one-to-

one to the open nodes) is more analogous to the equal status of the intervals 

into which single-key data dissect the line, than is the conferring of 

equal status to each "square", which is a knee-jerk application of the 

Cartesian product, taking no notice of the order in which the data are 

entered. 

4. STATISTICAL RELATIONSHIPS 

By Assumption 2, in an m-node s-ary tree, each of the open nodes has 

probability 

1/n = 1/[(s- l)m + 1], (57) 

by (3) ,. of being the next node filled. We may define the mathematical 

expectations of the parameters ~mk and vmk defined in §2 to be 

Mmk = E[~mk] and Nmk = E[vmk]. (58) 

By (44)- (48), if k ~ 1 and m ~ 1, we have that 

Mmo = 1 and N = o· (59) mO ' 
if k ~ m, Mmk = Nm(k+l) = 0· ( 60) • 

~ 

L Mmk = m, (61) 
k=o 
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):N =(s-l)m+l; 
k=O mk 

(62) 

(63) 

Consider now an (m - 1)-node tree to which an m-th node is added at 

level h. Then, clearly, since m ~ 1, 

umk = u(m-l)k + 0hk' 

where ohk is the Kronecker symbol, 

{ 
1 if h = k }·· 5

hk = o if h t< k 

and so, by (48) and (58), if k ~ 1 and m ~ 1, 

- lHm - 1) Mmk- M(m-l)k = E[ohk] = h~0°hk (s 

sM(m-l)(k-1)- M(m-l)k 
= (s - lHm - l) + 1 

Collecting terms, we thus see that 

where 

by (12). 

+ l 

(64) 

(65) 

(66) 

( 67) 

Also, inserting the m- th node at level h reduces v (m-l)h by one and 

increases "(m-l)(h+l) by s; so that, similarly, if k ~ 1 and m ~ 1, 

"mk = "<m-l)k - 15hk + 80 (h+1)k; (68) 

whence, just as in getting (66) from (64), we obtain that 

(69) 

with the same coefficients am and am as before. The difference in the 

values of Mmk and Nmk originates in the differing initial conditions, 

M00 = o, Mmo = 1 (m ~ 1) and N00 = 1, Nmo = o (m ~ 1). (70) 
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Now let us define the functions 

= . 
E (t) = L N e1kt 

m k=O mk 
(71) 

and 
.. . 

F (t) = L M e1kt; 
m k=O mk 

(72) 

so that, by (49) and (58), 

E (t) 
m 

"' = . (ikt)P 
= L Nmk L - p!-

k=O p=O 

= p 
= ~ (it) E[E(p)] . 

t. p! m ' 
p=O 

(73) 

and, similarly, 

"' (it)P E[F(p) J 
p! m- • 

(74) F (t) 
m = r 

p=O 

We now note that (see Fi.gure 2 and (60)) 

N10 = 0, N11 =a, Nlk = 0 (k ~ 2), 
(75) 

and M10 = 1, Mlk = 0 (k ~ 1); 

whence 

= se it and F1 (t) = 1. (76) 

Now, by (69) with (60) and (70), if m ~ 2, 

E (t) = 
m 

m-l ikt it m-l · •t 
= a I N ( 1) ke + a e I N ( 1) .e1J [j = m - 1] 

m k=l m- m j=l m- J 

whence 

•t 
= (a + a e 1 )E 

1 
(t); m m m-

E (t) m 

m 
= II (ah + 

h=l 

(77) 

(78) 
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1 + e since, by (67), al = 0 and sl = e = s (thUs including the first equation 

of (76) as a special case of (78)). Similarly, we see that 

F (t) = 
m 

= 1 -
"t m-1 . "t 
1 ~ 1J 

S e 1.. M( l) .e 
m j=O m- J 

whence 

it = (1- a) + (a + S e )F 
1
(t); 

m m m m-

m 
F (t) = L (1 

m j=l 

m 
- a.) II (ah + 

J h=j+l 

as is easily verified. 

Applying Maclaurin's theorem, 

to (73) and (74), we see that 

and 

E[E~p)] = (-ii[ ( 3~)PEm(t) ]t=O 

E[F~p) l = (-i)P[ Ca"t)PFm(t) lt=o· 

By (61), (62), (71), and (72), we have that 

E m + e (0) = 
m e and F (0) = m. m 

(79) 

(80) 

(81) 

(82) 

(83) 

(84) 

(This is also obtained, by a little algebra, from (78) and (80).) Now, 

we see that 
m 

= l: 
h=1 

m = m + e ~ 1 + e = m + e T(l) 
e h~l h + e e m • 

(85) 
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by (13). Similarly, 

(2) 
{ 

m m 8. B • m B. 
E[E ] = m + 

6 L L t- + L [ t- -
m e . 1 . 1 a.+ e. a.+ e. ~. 1 a 1 + 81 . t-= J= 1- 1- J J v v v 

m m 
l: l: 

i=l j=l 

1 + e 1 + e 1 + e 
h + e 1- + e J + e 

(86) 

m m 
+ 3 I I rr + e 

h=l i=l h + 9 

m 
+ 3 I rcl + 

h=l h + 

= m + e[[T(l) ]3 + 3[T(l) ]2 - 3T(2)T(l) + 2T(3) - 3T(2) + T(l)} 
em m mm m m m' 

(87) 

and so on. 

The direct calculation of the corresponding E[F(p)] is rather laborious; 
m 

but, fortunately, we have the relation (52), leading directly to the corres-

pending relation for .the e~ectations, 

p-l 
E[E(p)] = (s- l)E[F(p)l + s L cPJE[F(ql]. 

m m q=O q m 

From this, we obtain that, since E[F~O)] = m, by (50), E[E~1l] 

+ sm, whence, by (85), 

(88) 

= (s- l)E[F(l)] 
m 

E[F(l)] = (m + S)T(l) - m(l + 6); (89) 
m m 
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and E[E( 2)] = (s- l)E[F( 2)] + s(m + 2E[F(l)]}, whence, by (86), 
m m m 

E[F( 2)] = (m + 6) {[T(l) ]2 - (1 + 26)T(l) - T(Z)} 
m m m m 

+ m(l + 6)(1 + 26); (90) 

and E[E(3)] = (s
m 

E(F( 3)] = 
m 

l)E[F~3)] + s{m + 3E[F~1 )] + 3E[F~2)]}, whence, by (87), 

(m + 6){[T(l)] 3 - 3T(Z)T(l) + 2T(3) - 36[T(l)JZ 
m m m m m 

+ 36T(Z) + (1 + 66 + 66 2)T(l)} - m(l + 6) (1 + 68 + 68 2); 
m m 

(91) 

and so on. 

By (3), (4), and (5), m + 8 since n = e we see that we immediately 

obtain (6) - (9), as announced, as well as 

E[X(3)] = [T(l) ]3 + 3[T(l) ]2- [3T(2) - l]T(l) 
m m m m· m 

and E[Y(3)] = m + 8 {(T(l)] 3 - 36[T(l)]Z- l3T(Z) 
m m .m m m 

+ 36T(2) + 2T(3)} - (1 + 6) (1 + 
m m 

with a clear path to higher internal and external sums and averages, by 

increasingly, but not intolerably, laborious calculations. 

To continue the analysis, we should now consider the higher moments 

of the quantities E(p) F(p) X(p) and Y(p). Since things rapidly get 
m'm'm' m 

highly complicated, we shall only explicitly calculate the varianaes of 

xCl) and yCl). The method used, however, is clearly extensible to other 
m m 

cases .. 

We have, by (4) and (49), with (85), that 

var(X(l)J = E[{X(l)} 2]- {E[X(l)]}2 
m m m 

m m 
l 

2 I I 6 i=l j=l 
(94) 

(93) 
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Referring to the relation (68), we see that 

E[vmivmi] = E[{v(m-1)i- chi+ so(h+l)i}{v(m-l)j- ohj + so(h+l)j}], (95) 

if the m-th node of the tree is inserted at level h. As before, we average 

first over the m-th node and then over all trees, and write S .. for the 
m1..J 

quantity (95). Then 

5mij = 5 (m-l)ij- E[v(m-l)i0hj] +sE[v(m-l)i0 (h+l)j]- E[ohiv(m-l)j] 

+ E[ohiohjl - sE[ohio(h+l)jl + sE[o(h+l)iv(m-l)jl 

2 
- sE[o(h+l)iohj] + s E[o(h+l)io(h+1)jl 

m - 1 - a 1 + a 
+ 5 cm-1) (i-l)jl - 1 + a 5 cm-l)ij + m- 1 + a[ 5 (m-l)i(j-l) m -

a 
a (N (IIJ-lJi[ 0ij -

1 + e N [ 1 + a + oi(j-1) l m - 1 + 6 + (m-l)(i-1) e 

(96) 

m 
We note that, by (47), ~. 1s .. = 

J= m1..J 
m [ ] [m ] m+ L 1E v .v • = E E. 1v .v . = 
J= m mJ J= m mJ e 

m+a m m+e 
= e Nmi and Ei=lNmi = -e-· Thus, (94) and (96) yield that 

0 (i-l)j 

var[X(l)] = 
m 

c 6 )2 L I m - 1 -m m{ 
m + e i=1 j=l m - 1 + 

e .. 5 2 c 1 + e) . C • ) 
e 1..J (m-l)ij + m- 1 + e 1.. J + 

1 5 cm-l)ij 

+ e [i2N .- 21 +a ·c· l)N cl + ·9l2c·· 
m - 1 + a (m-1)1.. e 1.. 1.. + (m-l)i + · e -

1 ) [var[X(l)] + [T(l) 12] + 
(m + 9)2 m-1 m-l 

l · E[X( 2)] 
(m + S)2 m-l 
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This reduces to: 

var[x~1 )] = [ 1 1 J var[X(1)] + 
(m + e)2 m-1 

1 (T(1) _ T(2) ]· 
(m + e)2 m-1 m-1 ' 

and we observe that 

n 1 -m [ (h - 1 + e) (h + 1 + e J 
h=k+1 (h+e) (h+e) 

= (k • o + e)ICk + 2 + e)(k + 1 + e~(k • 3 + e)(k + 2 + 
( + 1 + e~( + 1 + 6)( + 2 + e)i( + 2 +e)( + 3 + 

; ; 

e)jcm- o + e)(m- 1 + 

• • • (m - I + 
(m - 2 + 

e)!(m- 1 + e)(m- o + 

' 
= (k + e)(m + 1 +e) 

(k + 1 + e) (m + e) ' 

e)j(m - 0 + e) 

(98) 

(99) 

with the fractions cross-cancelling in pairs, except for the first and last. 

Since xf 1l = 1, so that var[xi1)] = 0, we see that (98) can be solved in the 

form 

var[X~1 l ] = I { ~ (1 
k=2 h=k+1 

= r m+l+ 
k=2 m + e 

e [ 1 
k + 9 

1 [T(l) - T(2)] 
2 k-1 k-1 

+ e) 

I J (T(l) - T(2)] 
k • 1 • e ~-1 k-1 • 

Now note that, for any sequence !
0

, !
1

, !
2

, ••• 

m 
= L k ! eCfk-1- fk-2) • 

1 
e fo 

1 
+ e fm-1" k=2 2 + m + 1 

Further, we evaluate the telescoping series: 

m 
1 1 1 1 1 

(100) 

(101) 

I [k _ e] = 1 I (k + e)(k- 1 • e) = - ;n:;:e 
k=2 k=2 1 + e k + + e (102) 
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m 
1 m ( 

1 + 8)) 
and I - I 1 1 

k=2 (k + 8) (k - 1 + 8) 2 k=2 (k - 1 + 8) 2 (k + e)(k-

= 1 T(2) 1 1 
(103) + 

(1 + 6) 2 m-1 1 + e m + 8 • 

Successively taking f. 
J 

= T\1) and T\2l, and noting that T(q) = 0 and that 
J J 0 

T(q) - T(q) - ( 1 + 8 
k-1 k-2 - k - 1 + 8

)q, we see that (100), with the help of (101) - (103), 

becomes 

var[xC1l] m + 1 +6(m 1+8 1 T(1) = m m + a k~z (k + e)(k- 1 + 9) m + 1 + 8 m-1 

m (1 + 8) 2 1 T(2)} I + 
k=2 (k + e) Ck - 1 + 6)2 m + 1 + e m-l 

m + 1 + 8(1-1+8 1 T(l) T(2) + (1 + 8 l = e 1 m + m + 8 m + + 8 m-1 m-l 

(1 + 8) 2 1 T(2)} + 
m + e m + 1 + e m-1 

= (Z + 8) ( 1 + 1 ( 1 + 8 1 T(l) _ T(2) 
m + 8) 1 - m + al - m + 8 m-1 m-1 

= (2 + 8) m - 1 T(l) - T(2) 
m+8 m+8m m' 

confirming equation (10). Fortunately, we can get var[Y(l)] from this; 
m 

by way of (52) with p 

xlll = ECll 8 
m m m + 8 

or 

= 1, with (3), (4), (5), and (SO); namely, 

= 1 pCll + 1 + 8p(O) = m [Y(l) + 1 + 8], 
m+8m m+8m m+8 m 

yCll = m + 8 xCll _ 1 _ e; 
m m m 

whence, var[Y~1l] = (m; 8) 2 var[X~1l], confirming equation (11). 

(104) 

(lOS) 
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s. ASYMPTOTIC RELATIONS 

We observe that 

m-lr dz 
m-1 

e) ll A(l, k, m) - I = I [log(h + z .. 
- h=k 0 h + z + 6 h=k 0 

m-l 
6 I {log(h + 1 + 6) - log(h + 6)} m + 

(106) = = log k + 6 , 
h=k 

m-1r dz 
m-1 

1 -1 ]1 A(q, k, m) = I =Lr 
1 (h h=k 0 (h + z + e)q h=k q - + z + 6)q-1 o 

1 m-1{ 1 1 
6)q-l} 

= 1 h~k (h q - .. 6)q-l (h + 1 + 

1 
1 

tk 

1 
(m + la)q-1} 

for q ~ 2; (107) = q + e)q-l 

and, further, 

m r dz m 1 

h=tl 0 h 
= I [-log(h - z + e)J0 - z + a h=k+l 

m 
= l: {log(h + e) - log(h- 1 + 6)} = A(l, k, m), (108) 

h=k+1 

m r dz 
m 

1 1 ]1 

h=Ll o (h 
= I r 

- 1 (h -- z + 6)q h=k+l q z + 6)q-l o 

1 m 

th-

1 
16)q-l} = A(q, = I k, m) 

q - 1 h=k+l 1 + 6)q-l (h + 
for q ~ 2. (109) 

Now note that the function 1/(z + 6)q, with q ~ 1, is decreasing and aonaave 

upward. Therefore, as we see in Figure 6, the horizontal segment LB lies 

below the arc AB and the segment BM lies above the arc BC; furthermore, the 

chord BC lies below BM and above the arc BC, while the arc lies above the 
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tangent SBT (with the portion SB lying 

above the extension KB of the chord BC). 

Thus, first, 

(110) 

and 

1 Jh+l dx = Jl dz 
(h + e)q > h -(x__:+=-e-)q- o (h + z + 

secondly, 

3/2 l/2 

(111) 

(h+e)q (h+l+e)q 

< fol ---'dz=--
(h - z + e)q 

(ll2} 

-~1.~..1:.2_ + 

(h + e)q 
1/2 J1 

dz 
(h + 1 + e)q > o -(h_+_..;;z;;....+_e_)_q' 

(113} 

and thirdly, since the derivative of the function 1/(x + e)q is -q/(x + e)q+l, 

1 r dz + q/2 < 
(h + e)q (h + e)q+l o (h - z + e)q 

(114) 

and r l g_/2 < dz 

(h + e)q (h + e)q+l o (h + z + e)q 
(llS} 

Each of these inequalities may now be summed from h = k + 1 to h = m, yielding 

by (13) that, respectively, 
m 

T(q) = (1 + 
k 

e)q l: 
h=k+l 

1 < (1 + e)q A(q, k, m), 
(h + e)q 

T(q) - Tk(q) > (1 + e)q A(q, k + 1, m + 1}, 
m 

(116} 

(117} 
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+ (1 + 9)q[--..:.l __ 
2 (k + 1 + 9)q 

1 

(m + 1 + 

< (1 + 9)q A(q, k, m), (118) 

_ (1 + e)q[--..:.1 __ 
2 Ck + 1 + e)q (m + 

> (1 + 9)q A(q, k + 1, m + 1), (119) 

with (118) clearly better than (116), and (119) better than (117), 

T~q) - T~q) + 
2(1 + 

[T(q+l) 
9) m 

T(q+1)] < 
- k (1 + 9)q A(q, k, m), (120) 

T(q) - T~q) - [T(q+l) - T~q+l)] 
m 2(1 + 9) m . 

< (1 + 6)q A(q, k + 1, m + 1). (121) 

By (106) and (107), (118) and (119) simplify to 

T~q) - T~q) < (1 + S)q[A(q, k, m) - ! A(q + 1, k + 1, m + 1)] (122) 

and 

T~q) - T~q) > (1 + 9)q[A(q, k + 1, m + 1) + fA(q + 1, k + 1, m + 1) ], (123) 

making (123) our best lower bound for T~q) - T~q) Using this, we see that 

(120) yields that 

T~q) - T~q) < (1 + 6)q[A(q, k, m) - tA(q + 1, k + 1, m + 1) 

- q(q; l) A(q + 2, k + 1, m + 1)]. (124) 

which is clearly better than (122); and, using (124), we see that (121) becomes 

T(q) - T(q) < (1 + 9)q[A(q, k + 1, m + 1) + £
2 

A(q + 1, k, m) 
m k 

- q (q; 1) A (q + 2, k + 1, m + 1) 

- q(q + l~(q + 2l A(q + 3, k + 1, m + 1)]. (125) 
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If we write 

A(q, k, m) = B(q, k) - B(q, m), 

so that, by (106) and (107), 

and 

B(l, r) 

B(q' P) 

= - log(r + e) 

1 1 = __::;.....,.. 
q - 1 (r + e)q-1 

for q ;;. 2; 

(126) 

(127) 

(128) 

then, for any e, we may interpret (123) - (125) as stating that the sequence 

U~q) = T~q) + (1 + e)q[B(q, r + 1) + J B(q + 1, r + 1)] (129) 

inareases monotoniaaZZy as r ~ ~, while the sequences 

V(q) = T(q) + (1 + e)q[B(q, r) - CJ..
2 

B(q + 1, r + 1) 
!' !' 

- q(q; l) B(q + 2, r + 1)] (130) 

and W(q) = T(q) + (I + e)q[B(q, r + 1) + CJ..
2 

B(q + 1, r) 
!' !' 

- q(g 
4
+ 1) B(q + 2, r + 1) 

- q(q + l~(q + Z) B(q + 3, r + 1)] (131) 

dearease monotoniaaZZy as r + =. Now, we note that (~- 1)-q = ~-q(1 

and therefore 

(~- 1)-q- t;-q- g_ ~-q-1- q(q + 1) ~-q-2 
2 4 

= J ~-q-1 + qCq 
4
+ 1) ~-q-2 + qCq + 1~ Cq + 2) ~-q-3 + ••• 

> 0 for ~ > 0; (132) 

·whence, by (128), with~= r + 1 + a, 

> 0, (133) 

1 -q 
-) 
t; 
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so that both U(q) and W(q) aonverge to respective limits: 
r r 

uCq) 1 u (e) 
r q ' 

wCq) • w (e)~ u (e). 
r q q (134) 

Further, when q = 1, we note that 

_ log ~ - 1 _ ;-1 _ ..!. ~-2 
!; 4 

1 1 1 =-+-+-+ 
4~2 3~3 41;4 

.•. > 0, (135) 

and, when q ~ 2, 

q: lrc~; - 1)-q+l - ;-q+l] - 1;-q- r ;-q-1 

= ~ ,-q-1 qCq + 1) ,-q-2 q(q + l)(q + 2) -q-3 
4 ~ + 6 ~ + 24 ; + • • • > 0 ; (136) 

so that, similarly, 

vCq) - uCq) > o 
r r ' 

(137) 

whence (138) 

Indeed, we further observe that 

wCq) - uCq) < lc1 + e)q (r + e)-q + o as r _,. ~. 
r r 2 

(139) 

vCl) 
r 

( 1) 1 :..r_+--=1=--:+.....::...e u < (1 + e) og r r + e 
~ 0 as r ~ ~, (140) 

vCq) - u(q) < (1 + e)q - 1-(r + e)-q+l + o as r _,. "'• 
r r q - 1 

for q ~ 2; (141) 

so that it follows that 

u (e) = v (e) = w (e). q q q (142) 

Some numerical calculations yield the following values for the limit: 
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8 2 4 10 
0 

100 = 

e 1,000000 0.333333 0.111111 0.010101 0 

q = 1 -0.845569 0.176045 0.453270 0.566386 0.577216 (143) 

q = 2 2.579736 1.947728 1. 744310 1.653890 1.644934 
q = 3 1.616455 1. 329923 1. 242978 1.205694 1.202057 

Finally, we can now deduce from all this that, by (129), 

T(q) < u (e) - (1 + e)q[B(q, m + 1) + ~2 B(q + 1, m + 1)]; (144) m q 

by (130), 

T(q) > u (e) 
m q 

- (1 + e)q[B(q, m) -!seq+ 1, m + 1) 

- q(q 4+ 1) B(q + 2, m + I) ] ; (145) 

and, by (131), 

T(q) > u (6) - (1 + e)q[B(q, m + 1) + ! B(q + I, m + 1) 
m q 

- q~q + 1) B(q + 2, m + 1) 
4 

- q(q + 1)(q + 2) B( ] 
8 

q + 3, m + 1) • (146) 

We note that bounds in (144) - (146) equal uq(e) + T~q) - {U~q), v~q), w~q)}, 

respectively, so that (133), (137), and (139) - (141) imply that 

T~q) - uq(e) - (l + e)q[B(q, m + 1) +! B(q + 1, m + 1) ]; (147) 

which yields 

p(1) 
m - u

1 
(6) + (1 + 8) [log(m + 1 + e) 1 1 

+ el -z:m+ 1 

- (1 + 6) log m + u1(e) + 0(~); (148) 

- uq(e) - (1 + e)q[ 1 1 1 1 l - 1 e)q-1 
+-q (m + 1 + 2 (m + 1 + e)q 

- u (6) + O(m-q+l) 
q 

for q ;;. 2. (149) 
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We recall (see, e.g., Copson [44] or Whittaker and Watson [27]) that 

the Riemann zeta-function is 

~ (q) 
1 1 1 =1+-+-+ + -+ • c <> ' 

2q 3q hq 
(150) 

and Hurwitz 1 s generalization is 

~ (q' 1 + 8) 1 1 1 = + + + ... 
(1 + e)q (2 + e)q (3 + e)q 

(151) 

Since s ~ 2, by (12), 0 < 8 .;; 1; (152) 

so that ~(q)- 1 = r;(q, 2).;; ?;(q, 1 + 8) < r;(q, 1) = r;(q); (153) 

and we see that T(q) r (1 + e)q r;(q, 1 +e), as m + ~. 
m 

In particular, it is known that 

and that 
m 1 
E n- log m = ym + y = o.s7721s6649 ••• , 

h=l 

(154) 

(155) 

(156) 

as m + "'; y is Euler's (or Mascheroni's) constant (see, e.g., Abramowitz 

and Stegun [72] or Mitrinovi~ [66]). It follows from (148) with (153), 

(154), and (156) that 

(1 + 8) (y - 1) = (1 + 8) [ 
m 1 

lim L -h -
m-- h=2 

log m] 

.;; (1 + 8) lim [ I 
m-- h=l 

1 
log m - m ! e) h + 8 

= lim {T(
1

) - (1 + 8) log m} = m-- m 

.;; (1 + 8) limm--(J
1 
/i- log m] = (1 + e)y; (157) 

while, from (149) with (153), (154), and (155), 
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2 
= (1 + e) 2 u

2
ceJ < (1 + e) 2 ~C2l = (1 + eJ 2 

"6 • (158) 

We see that the relation (148) yields (14), the relation (149) leads to 

(15), and the bounds given by the relations (157) and (158) yield (16). 

Note, too, that, when s = 2 and s ~ ~, we get 1 + e = 2 and 1; and 

(159) 

2 
and u2Cll = 4("6 - 1) and (160) 

as is seen in (143). 

We now see immediately that (17) follows from (6) and (148) (or (14)); 

and, since 10! IJl -.. 0, (18) follows from. (7) and (148). We also see that 

E[X(l)] - E[Y(l)] = 1 + 6 - ! T(1) - 1 + 6 + O(log m) (161) 
m m m m m ' 

as in (19). From (8) and (9), with (148) and (149), we see that 

E[X(Z)] - [ (1 + e) log m + 0(1) ] 2 
+ [ (1 + e) log m + 0(1)] - 0(1) (162) m 

and E[Y(Z)l- (I+ !){[(1 +e) log m + 0(1)] 2 - (I+ 2e)[(l +e) log m 
m m 

+ O(lJ l - O(ll} + (I + e) (1 + 2e) 

- (1 + e) 2(log m) 2 
+ O(log m) + 0[ (log m) 2!m], (163) 

which yield (20) and (21), since (log m) 2!m ~ 0. From (10) we now get that 

var[X(l)] - (2 + e) (1 - __!__) - u (e) + o(.!.) - 1 + e log m + 0(1) 
m m+e 2 m m+e 

1 + a 
- 2 + e + u2 (e) - m + 8 log m + 0(1), (164) 
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which yields (22); and then (11) gives us (23) at once. Finally, we observe 

that 

E[X~2)] - (E[X~l) ])2 = T~l) - T~2)' (165) 

leading immediately to (24); and that 

(166) 

which readily simplifies to (25). 
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