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Abstract—Motivated by computational capacity and power
efficiency, techniques for integrating graphics processing units
(GPUs) into real-time systems have become an active area
of research. While much of this work has focused on single-
GPU systems, multiple GPUs may be used for further benefits.
Similar to CPUs in multiprocessor systems, GPUs in multi-GPU
systems may be managed using partitioned, clustered, or global
methods, independent of CPU organization. This gives rise to
many combinations of CPU/GPU organizational methods that,
when combined with additional GPU management options,
results in thousands of ‘“reasonable” configuration choices.
In this paper, we explore real-time schedulability of several
categories of configurations for multiprocessor, multi-GPU
systems that are possible under GPUSync, a recently proposed
highly configurable real-time GPU management framework.
Our analysis includes the careful consideration of GPU-related
overheads. We show system configuration strongly affects real-
time schedulability. We also identify which configurations offer
the best schedulability in order to guide the implementation of
GPU-based real-time systems and future research.

I. INTRODUCTION

It is quickly becoming standard practice to use graphics pro-
cessing units (GPUs) to tackle general purpose, data parallel
computational problems, due to the significant performance
advantages GPUs have over traditional CPUs, both in terms
of throughput and power efficiency. The ways in which
GPUs are managed and scheduled differ greatly from CPUs.
This has spurred research on supporting GPUs in real-time
systems [1, 2, 3,4, 5,6, 7, 8,9, 10]. Still, few have explored
multiprocessor, multi-GPU real-time systems.

CPUs in traditional multiprocessor scheduling can follow
a partitioned, clustered, or global approach. Under clustered
scheduling, a system’s m CPUs are separated into clusters
of ¢ CPUs each, and each task is scheduled within a single
cluster. Partitioned and global scheduling are special cases,
where ¢ = 1 and ¢ = m, respectively. Similarly, GPUs can
be organized by following a partitioned, clustered, or global
approach. This categorization yields nine possible allocation
categories, as illustrated in matrix form in Fig. 1. As we
describe later, when combined with additional GPU manage-
ment options, these nine choices multiply into many more.
Which configurations are best for real-time predictability?
Does configuration really matter? The answers to these basic
questions are not immediately clear.

We began to answer some of these questions in prior
work, where we explored technical implementation is-
sues and the run-time performance of a subset of multi-
GPU configurations [7]. Therein, we observed that clus-
tered GPU scheduling can improve job response time.

However, we did not investi-
gate performance in terms of
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runtime overheads. Although
not exhaustive, our evaluation
is broad (requiring over 40,000
CPU hours to complete). We investigate several possible
configurations within each of the nine aforementioned high-
level categories. We show that real-time guarantees differ
greatly among configurations.

Figure 1: Matrix of CPU
and GPU organization.

Scope and contributions. Our study was performed within
the context of GPUSync, a highly configurable real-time
GPU management framework developed by us that extends
LITMUSRT, a Linux-based real-time OS.! GPUSync takes
a locking-protocol-based philosophy to GPU scheduling.
Thus, schedulability tests incorporate lock-related blocking
analysis, as well as overhead accounting.

We investigate real-time schedulability in terms of the
existence of response-time bounds. This motivates us to use
“fair-lateness” (FL) schedulers, which are earliest-deadline-
first-like (EDF-like) schedulers that have provably smaller
response-time bounds than standard EDF schedulers when
¢ > 1 (FL is equivalent to EDF when ¢ = 1) [11]. Under FL
scheduling, priority points are defined to minimize worst-
case response times. The FL scheduler uses these priority
points as pseudo-deadlines, and thus is a job-level static-
priority scheduler (a requirement of GPUSync).

The central contribution and intent of this paper is to
identify the most promising CPU/GPU configurations by
modeling real-world system behavior in overhead-aware
schedulability tests (we do not seek to address other real-
time issues such as precise bounds on worse-case execu-
tion time). We follow the overall empirical measurement,
overhead accounting, and experimental process developed
by Brandenburg [12], with additional techniques to quantify
the effects that GPU operations have on overheads. We also
devise a new ranking method to aid in comparing many
CPU/GPU configurations under various assumptions and
task set properties. Ultimately, we find that clustered CPU

ILITMUSRT and GPUSync source code is shared at www.litmus-rt.org.



scheduling with partitioned GPUs offers the best real-time
schedulability, overall. However, clustered GPU configura-
tions are competitive in some situations. In these cases, a
system designer may take advantage of the improved run-
time performance demonstrated in [7] with minimal impact
on response-time bounds.

Organization. In the rest of the paper, we provide needed
background (Sec. II), discuss aspects of GPUSync relevant
to blocking analysis (Sec. III), consider general and GPU-
specific overheads and present empirical measurements
(Sec. 1V), and present the results from our schedulability
experiments (Sec. V). We conclude with a summary of our
findings and notes for future work (Sec. VI). Additional data
and blocking analysis is presented as appendices.

II. BACKGROUND

Current real-time GPU research falls within three gen-
eral categories: (i) techniques for persistent low-latency
tasks [1, 13], (i) worst-case execution-time analysis of
GPU program code [3, 4], or (iii) GPU resource schedul-
ing [2, 5, 6,7, 8,9, 10]. In (i), a persistent task executes
on a dedicated GPU, polling for and processing work. This
research has focused on efficient data movement between a
single GPU and the rest of the system. There is no need for
scheduling data-movement or GPU computations since there
is only a single dedicated GPU. Research on (ii) has focused
on bounding the execution time of GPU program code, with
no attention paid to scheduling or data-movement costs—it
is assumed all data already resides on the GPU. In contrast
to the first two categories, the techniques developed in (iii)
seek to schedule both data movement and GPU computations
on GPU(s) shared by competing jobs of different priorities.
Only [5, 6, 7] have directly approached the topic of multi-
GPU scheduling in real-time systems. This paper also falls
within this last category. Specifically, we investigate the
analytical real-time properties of GPUSync [7] ([7] focuses
on observed real-time performance). However, before we
can address this topic directly, we must first discuss system
hardware specifics, examine how GPUs are used, and moti-
vate our synchronization-based approach. We adapt some of
the following information from [7] to suit our needs here.

System hardware. GPUs may be “discrete” or “integrated.”
There are two distinguishing characteristics between these.
First, integrated GPUs share main memory with CPUs,
while discrete GPUs have local high-performance memory.
Second, integrated GPUs are built with fewer transistors
since they share silicon with CPUs and other system-on-
chip components—this limits performance. We focus our
attention on discrete GPUs due to their performance char-
acteristics, but this introduces challenges posed by memory
management. However, our management techniques are still
applicable to integrated GPUs, except that there is no need
for GPU memory management.
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Figure 2: Example high-level architecture. On some multicore
chips the I/0 hub may be integrated.
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Our GPUs of interest each have an execution engine (EE)
and one or two DMA copy engines (CEs). The EE consists
of many parallel processors and performs all computation.
The CEs transmit data between system memory and GPU
memory.”> GPUs commonly have only one CE and cannot
send and receive data at the same time. However, high-end
GPUs may have an additional independent CE, enabling
simultaneous bi-directional transmissions. EEs and CEs per-
form operations non-preemptively.

Fig. 2 depicts a high-level architecture of a multicore,
multi-GPU system. The CEs connect to the host system via
a full-duplex PCle bus. PCle is a hierarchically organized
packet-switched bus with an I/O hub at its root. Switches
multiplex the bus to allow multiple devices to connect
to the I/O hub. Traffic is arbitrated at each switch using
round-robin arbitration at the packet level. The structure
depicted in Fig. 2 may be replicated in large-scale NUMA
platforms, with CPUs and I/O hubs connected by high-speed
interconnects. However, only devices that share an I/O hub
may communicate directly with each other as peers.

GPU usage pattern. GPU-using programs execute on CPUs
and invoke a sequence of GPU operations. There are two
types of GPU operations. Kernel operations are programs
executed by the GPU EE. Memory copy operations are
data transfers to or from a GPU’s local memory; these are
processed by the CEs. A general execution sequence for a
GPU-using program scheduled alone is depicted in Fig. 3.
Observe that a program running on a CPU initiates GPU
operations—the GPU does not initiate them independently.
At time t;, the program selects a GPU to use. At time
o, the program transmits input data for the GPU kernel
from system memory to GPU memory. The memory copy
is processed by one of the GPU’s CEs. The program waits
(it may elect to either busy-wait or suspend) until the copy
operation completes at time ¢3. A kernel that operates on
the input data is executed at time ¢4,—computational results
are stored in GPU memory. The program copies the kernel

2GPUs support several data transmission methods [1, 14], but we focus
on CEs due to high performance and ease of deterministic control.
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Figure 3: GPU-using program execution sequence.

output from the GPU at time ¢g. Finally, the program no
longer requires the GPU at time tg. We call the duration
from time ¢; to time tg a GPU critical section because the
program expects its sequence of operations to be carried out
on the same GPU. Recall that GPU operations on the various
engines are non-preemptive. For example, GPUcg, cannot
be preempted within [t2, t3]. However, the program running
on the CPU is preemptive while waiting if it busy-waits
(and is not running if it suspends). There are two important
things to note about this example. First, this is only a simple
execution sequence. Any number of GPU operations may
be issued within the GPU critical section. Second, we have
depicted the input and output memory copies as processed
by different CEs—it is actually up to the GPU to select
which CE to use.

In addition to memory used for input and output, recurrent
tasks may maintain inter-job state in GPU memory. State
must be migrated from one GPU to another if such a task
switches GPUs. Migration cost is the time taken to copy
state data between these GPUs. This cost is partly dependent
upon the distance between GPUs and the method used to
copy state between them. Distance is the number of links
to the nearest common switch or I/O hub of two GPUs. For
example, in Fig. 2, the distance between GPUs 0 and 2 is
two (one link to a switch, a second link to the common
I/O hub). One may use either of two methods to migrate
state between GPUs. The first is a two-step process by way
of a temporary buffer in system memory: data is copied to
system memory from one GPU and then back out to another.
The other method is a more efficient single-step approach
using peer-to-peer (P2P) communication: data is copied
directly from one GPU to another. P2P-based migrations are
potentially more efficient, especially over short distances,
due to proximity and reduced bus contention. However, this
method requires coordination between the GPUs.

Synchronization-based philosophy. Significant difficulties
arise when we attempt to develop schedulability tests for
the system described above. A multiprocessor, multi-GPU
system is a heterogenous multiprocessor system. However,
GPU-using tasks are not fully preemptive, cannot execute
wholly on one processor type or another, and may not
arbitrarily migrate from one processor type to another.
Thus, prior holistic schedulability tests for heterogenous

multiprocessors do not apply because they assume tasks can
be partitioned among heterogenous processors or execution
is fully preemptive (e.g., [15, 16, 17]). Recently, Kim et
al. presented schedulability analysis for uniprocessor, uni-
GPU, systems under fixed-priority scheduling [10]. The
main contribution of [10] is in managing self-suspensions
that arise when a job suspends from a CPU to execute on a
GPU. However, Kim et al.’s approach is not general enough
for us to explore all the possibilities discussed in Sec. I.
This lack of generality motivates us to consider alternative
methods.

Real-time locking protocols impart a predictable access
pattern to non-CPU resources. The locking protocol itself
is a non-preemptive scheduler: it is non-preemptive since
lock ownership cannot be arbitrarily revoked. Gai et al.
observed this in [18], where they cast the problem of
scheduling a uniprocessor with a single non-preemptive
digital signal processor as a synchronization problem. We
also took this perspective in developing GPUSync, a single
synchronization-based framework that allows us to explore
every high-level category described in Sec. 1.

Although our current analysis is centered on locking
protocols, it may be possible to analyze GPUSync with new
holistic schedulability tests for heterogenous multiprocessors
without having to change GPUSync itself. New tests would
have to account for the complex relationship between EEs
and CEs and task self-suspensions.

III. GPUSYNC

In this section, we discuss the synchronization-based frame-
work implemented by GPUSync. We limit our attention
to the aspects of GPUSync that relate to schedulability
analysis. A treatment of technical aspects (such as interrupt
handling and budgeting) can be found in [7]. We begin with
a discussion of our assumed system model and proceed to
describe GPUSync.

A. System Model

We consider a task system, 7', comprised of n real-time tasks
Ti,---,T, that are scheduled on m CPUs, partitioned into
clusters of ¢ CPUs each. The subset 7¢ C T includes all
tasks that require GPU resources from the system’s h GPUs,
partitioned into clusters of ¢ GPUs each. The subset 7¢ £
T\T are tasks that do not use a GPU. We assume that the
workload to be supported can be modeled as a traditional
sporadic real-time task system. Every task has a provisioned
CPU execution time of €;™, period p;, and relative deadline
d;. Each task releases a (potentially infinite) series of jobs
T;; with a minimum separation time of p; time units. Job
T; j is released (arrives) at time a; ; and completes (finishes)
at time f; j. The response time of T ; is r; j = fij — a; ;.
The parameter 5™ denotes T}’s provisioned GPU execution
P denotes T;’s total CPU execution

time. The parameter g;
time requirements within its GPU critical section (note that



[ Parameter | Description
m number of system CPUs
h number of system GPUs
c CPU cluster size
g GPU cluster size
T¢ set of all GPU-using tasks
Tc set of all CPU-only tasks

T;’s provisioned CPU execution time
T3’s provisioned GPU execution time

cpu total CPU execution time within
i T;’s GPU critical section
2r size of T;’s GPU input data (bytes)
20 size of T;’s GPU output data (bytes)
27 size of T;’s inter-job GPU state data (bytes)
b; upperbound on blocking for 7

Table I: Important notation.

g™ is included in €). Each T} ; sends (receives) z! (20)

bytes of data as input (output) to (from) GPU computations.
The size of T} ;’s state is denoted by 2. For convenience,

we define the function xmit(z/, 20, z7) to specify the total

1% Y
data transmission time required by T; ;. As we discuss in
Sec. IV, this can be computed given empirical measurement
data. We assume that a job of 7; € TC may use any
one arbitrary GPU in its GPU cluster. e, zI, 20, and
27 are zero for T; € TC. The term b; denotes an upper-
bound on the time 7; ; may be blocked due to lock requests
(for presentation simplicity, we assume tasks share no other
resources, but this is not a GPUSync requirement). We derive
values for b; in Appendix B. Finally, T;’s utilization is given
by u; £ (e + e +xmit(z], 29, 27)) /pi, and the task set
utilization is U £ >0, u;.

We refer back to the parameters summarized in Table L

Example. If we assume that the GPU usage pattern illus-
trated in Fig. 3 represents the entire execution sequence of a
job T; ;. then e;™ = (toa—to)+ (ta—t3)+(te —t5)+ (to—t7),
e = ts—ty, ¢ = (ta—t1)+(ta—t3)+(te—t5)+(ts—t7),
and xmit(z],29,27) = (t3 — t2) + (t7 — t¢) (assuming

27 = 0, i.e. the job has no state to migrate between GPUs).

B. GPUSync Structure

It helps to refer to concrete system configurations in describ-
ing GPUSync, so let us define several such configurations.
Fig. 4 depicts a matrix of several high-level CPU/GPU
configurations for a 12-CPU, 8-GPU system, which we also
use in Secs. [V and V. We refer to each cell in Fig. 4 using a
column-major tuple, with the indices P, C, and GG denoting
partition, clustered, and global choices, respectively. The
tuple (P, P) refers to the top-left corner—a configuration
with partitioned CPUs and GPUs. Likewise, (G, C') indicates
the right-most middle cell—globally scheduled CPUs with
clustered GPUs. We use the wildcard * to refer to an
entire row or column: e.g., (P, *) refers to the left-most
column—all configurations with partitioned CPUs. Within
each cell, individual CPUs and GPUs are shown on the
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Figure 4: Concrete configurations.

left and right, respectively. Dashed boxes delineate CPU and
GPU clusters (no boxes are used in partitioned cases). The
solid lines depict the association between CPUs and GPUs.
For example, the solid lines in (C, C') indicate that two GPU
clusters are wholly assigned to each CPU cluster. Finally,
the horizontal dashed line across each cell denotes the
NUMA boundary of the system. Offline, tasks are assigned
to CPU and GPU clusters in accordance with the desired
configuration.

GPUSync uses a two-level nested locking structure: an
outermost foken lock to allocate GPUs to jobs and innermost
engine locks to arbitrate access to GPU engines. This is
depicted in Fig. 5. In Step A (or time ¢; in Fig. 3), the
job requests a token from the GPU allocator responsible for
managing the GPUs in the job’s GPU cluster. The GPU
allocator determines which token—and by extension, which
GPU—should be allocated to the request. The requesting
job may access the assigned GPU once it receives a token
in Step B. In Step C, the job competes with other token-
holding jobs for GPU engines; access is arbitrated by the
engine locks. A job may only issue GPU operations on its
assigned GPU after acquiring its needed engine locks in Step
D. For example, an engine lock must be acquired at times %o,
t4, and tg in Fig. 3. With the exception of P2P migrations,
a job cannot hold more than one engine lock at a time.

_—L
GPU | @~ Engine Locks \_
Allocator / L GPU, : | GPUY
ﬂ p/ @ aa ‘s @aa
k=pxg ©l__|__|_ R

@ | CEléN l

request CE%Y

Figure 5: High-level design of GPUSync.



GPUSync can be configured to use different locking
protocols to manage tokens and engines. In this paper, we
configure GPUSync to use protocols known to offer asymp-
totically optimal blocking bounds under FL scheduling. We
now describe the two locking levels in more detail. We
provide blocking analysis in Appendix B.

Token lock. FEach cluster of ¢ GPUs is managed by
one GPU allocator. We associate p tokens (a configurable
parameter) with each GPU. All GPU tokens are pooled and
managed by the per-cluster GPU allocator using a single k-
exclusion lock, where k = pg. Jobs with a pending token
request suspend until assigned a token.

We employ one of two k-exclusion locking protocols
to allocate tokens, depending upon how GPU clusters are
shared among CPU clusters. We use the Replica-Request
Donation Global Locking Protocol (R?DGLP) [19] in cases
where GPU clusters are wholly assigned to a single CPU
cluster. This is because the R2DGLP’s progress mechanism
(i.e., priority inheritance) ensures predictable behavior with-
out directly affecting CPU-only tasks. However, a stronger
mechanism (i.e., priority donation) is required when GPU
clusters are shared among CPU clusters. Hence, we employ
the Clustered k-exclusion O(m) Locking Protocol (CK-
OMLP) [20] for cases (P,C), (P,G) and (C,G). Priority
donation may cause CPU-only tasks to experience blocking
at release-time. We use the RZDGLP and CK-OMLP be-
cause these protocols offer asymptotically optimal blocking
bounds with the associated CPU/GPU cluster configurations
under FL scheduling. To improve runtime performance,
we augment both protocols with heuristics that bias token
selection towards certain GPUs over others in order to reduce
the frequency and cost of GPU migrations within a cluster.
We showed that this can substantially improve observed
performance in [7]. Moreover, these heuristics do not affect
the analytical properties of the locking protocol.

The value of p affects both migration frequency and
GPU parallelism. A small value of p, such as p = 1, will
trigger frequent migrations since tokens are scarce, incurring
migration overheads. A larger value of p, such as p = 3,
will allow the engines of a GPU to be used by separate
jobs simultaneously. However, if tokens are foo plentiful,
then work may “pile up” on few GPUs, while others are
underutilized. There is a balance to strike: the value of p
should promote GPU parallelism while distributing work
equitably across GPUs.

Engine locks. A mutex is associated with every GPU EE
and CE. For GPUs with two CEs, one engine is dedicated
to inbound data copies, and the other to outbound data
copies. Although CEs are capable of copying data both to
and from the GPU, on our test platform, we were unable to
coax a dual-CE GPU (NVIDIA Quadro K5000) to perform
two copies simultaneously in the same direction. Thus,
we are unable to reserve one CE for copies to and from

system memory and the other for P2P migrations (such a
configuration may offer favorable analytical properties).

Each engine mutex prioritizes requests in FIFO order.
Blocked jobs suspend while waiting for an engine. A job
that holds an engine lock may inherit the priority of any job
it blocks. Priority inheritance relations from the token lock
may propagate to an engine holder to ensure timely real-time
scheduling. A job releases an engine lock once its engine-
related operation (e.g., GPU kernel execution or memory
copy) completes. In order to reduce worst-case blocking, a
job is allowed to hold at most one engine lock at a time,
except during P2P migrations.

Schedulability is best when engine locks are held for
short durations, so each individual GPU operation should be
protected by separate engine-lock critical sections. To that
end, GPUSync provides convenience routines to break large
memory copies into chucks. Others have used this chunking
technique [1, 8].

Migrations. GPUSync supports both P2P and system
memory migrations. The rules governing each method differ.

Under P2P migration, when migrating from GPU, to
GPUy,, a job must hold the appropriate CE locks for both
GPU, and GPU,. As shown in [21], worst-case blocking
grows quadratically with respect to the total number of GPU
tokens if these locks are acquired separately. We avoid such
excessive blocking by instead using dynamic group locks
(DGLs) [22]. Using DGLs, a job atomically requests both
CE locks simultaneously, instead requesting of one after
the other. As a result, worst-case blocking grows linearly
instead of quadratically. A job may issue memory copies to
carry out migration once both engine locks are held. P2P
migrations are usually only possible between GPUs within
the same NUMA node, so P2P migrations are restricted to
cases (x,C') of Fig. 4.

System memory migrations are performed speculatively,
i.e., migrations are always assumed to be necessary. Thus,
state data is aggregated with input and output data. State is
always copied off of a GPU after per-job GPU computations
have completed. State is then copied back to the next GPU
used by the task for the subsequent job if a different GPU
is allocated. An advantage of this approach over P2P migra-
tions is that a job never has to hold two CE locks at once.
This reduces lock contention and may improve blocking
bounds, depending upon system and task set parameters.

Speculative migrations may seem heavy handed, espe-
cially when migrations between GPUs may not always be
necessary. Instead, an “on demand” approach could be taken
where each migration forces data to be copied off of the
previously allocated GPU to system memory and then to
the newly allocated GPU. However, this method offers no
analytical real-time benefits over P2P migrations.

Table IT summarizes the GPUSync configuration options
we study in this paper. Not every combination is valid, e.g.,
the migration method “None” is only valid for (x, P).



[ Parameter [ Choices
CPU Scheduling PC G
GPU Organization PC G

Tokens per GPU (p) Ny
Migration Method | None, System Memory, P2P

Table II: GPUSync configuration parameters studied in this paper.

IV. OVERHEADS

In this section, we discuss the methodology we used to
gather general and GPU-related system overheads for the
test platform upon which our evaluation in Sec. V is based.
Brandenburg demonstrated in [12] the importance (and chal-
lenges) of incorporating such overheads into schedulability
analysis—sometimes schedulers that perform well in theory,
do poorly in practice. We replicate and extend Brandenburg’s
methods for gathering and accounting for these overheads.
We classify overheads as either algorithmic overheads or
memory overheads. Before discussing these further, we first
frame the context in which our overheads were gathered.

Evaluation platform. Our analysis and overheads are
within the context of our implementation of GPUSync in
LITMUSET (based on the 3.10.5 Linux kernel) running on
our test platform. This platform has two NUMA nodes,
each like the system depicted in Fig. 2. Each NUMA
node is equipped with one Xeon X5060 processor with six
2.67GHz cores, and four NVIDIA K5000 Quadro GPUs.
Overheads were gathered under partitioned, clustered, and
global FL scheduling. We used CUDA 6.0 as our GPU
runtime environment and the NVIDIA Linux driver 331.62.

A. Algorithmic Overheads

We followed Brandenburg’s methods to gather algorithmic
overheads. These include: thread context switching, schedul-
ing, job release queuing, inter-processor interrupt latency,
CPU clock tick processing, and GPU interrupt process-
ing. We measured these overheads using the light-weight
tracing facilities of LITMUSRT while executing workloads
that stress the various hardware components managed by
GPUSync. These overheads were measured under different
CPU and GPU cluster configurations, as well as with task
sets of varying sizes (in order to capture overhead trends
dependent upon the number of tasks). Over 11GB of trace
data was recorded (a single trace event is only 16 bytes
in size). We distilled this data into average and worst-case
overheads, and incorporate them into schedulability analy-
sis using Brandenburg’s “preemption-centric” method [12].
Most of these algorithmic overheads have been studied in
prior work, so we do not discuss them further. However, we
do discuss algorithmic overheads related to GPUs.

GPUs interact with the host system primarily through
I/O interrupts. Interrupt processing is split into “top” and
“bottom” halves. Due to page constraints, we defer a lengthy
description of our GPU interrupt accounting method to [21].
Nevertheless, this accounting requires that we quantify the
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Figure 6: Histogram of observed top-half execution times.

execution cost of top and bottom halves of GPU interrupt
processing. Fig. 6 shows a histogram of observed top-half
execution times recorded over a 20 minute period, where
30 tasks executing at rates between 10 and 30 frames
per second, used GPUs managed by GPUSync to perform
computer vision calculations.> The most striking aspect of
this data is the outliers: the maximum value is 87.19us,
yet the mean and median are only 8.0lus and 7.31us,
respectively. We observed similar characteristics for bottom-
halves: the maximum observed bottom-half execution time
was 1ms, while the mean and median are 66.14us and
54.68us, respectively. Although these overheads are greater,
GPUSync schedules these bottom-halves according to real-
time priorities, so this significantly mitigates their impact [5].
We must be mindful of the discrepancies between worst-case
and average measurements as we model schedulability and
determine system provisioning in practice.

B. Memory Overheads

Although algorithmic overheads are important, those related
to memory access are more so in a real-time GPU system.
As pointed out by Pellizzoni et al. [23], I/O memory bus
traffic can significantly impact the performance of tasks
executing on CPUs due to system memory bus contention.
Moreover, in multi-GPU systems, there is also contention
for the PCle bus. We seek to quantify two memory-related
overheads. First, we want to determine the impact GPU
memory traffic has on cache preemption/migration delays
(CPMDs) [12]. Second, we seek to determine the speed at
which data can be transmitted to and from system memory
and directly between GPUs. We incorporate the former into
schedulability analysis. The latter is used to compute task
execution requirements on GPU CEs—critical to real-time
GPU schedulability. CPMD and GPU memory copy costs
have been studied in prior work ([12] and [14], respectively),
so we refrain from repeating such work here. Instead, we
focus on cost increases due to GPU memory traffic under
worst-case scenarios.

3This is the same test scenario used in our evaluations in [7].



Increase in CPMDs. To assess CPMDs, we used an
experimental method modeled after the “synthetic method”
described in [12]. A non-preemptive instrumented process
records the time taken to read a prescribed amount (a
“working set size”) of sequential data from a “hot” cache.
The process suspends for a short duration, resumes on
a random processor, and rereads said data from the now
“cold” cache. A cost is determined by subtracting the hot
measurement from the cold.

We are concerned with two memory configurations since
our test platform is a NUMA system. Under partitioned
and clustered CPU scheduling (when clusters reside entirely
within a NUMA node), memory can be allocated locally to
increase performance and reduce interference from NUMA-
remote tasks. However, under global CPU scheduling, one
may interleave memory pages across the NUMA nodes in
order to obtain good average case performance. We require
overhead data for both configurations in order to accurately
model each CPU/GPU configuration described in Sec. III.

Under both local and interleaved configurations, we col-
lected three CPMD datasets: (i) an “idle” dataset where
the instrumented process runs alone, (i) a “loaded” dataset
where “cold” measurements are taken in the presence of
cache-trashing processes that introduce contention for both
caches and memory bus, and (iii) a “loaded-gpu” dataset
where additional load is created by GPU-using processes,
one for each CE, that fully loads the bidirectional PCIe bus
with a constant stream of 512MB DMA memory transfers
to and from pinned pages in system memory. We observed
that GPU traffic increased local CPMD costs by a factor
between two and four for working set sizes larger than
32KB. Interleaved CPMDs were affected to a lesser degree,
with increases by a factor between 1.1 and 1.9. However,
interleaved CPMDs without GPU traffic are nearly as great
as local CPMDs with GPU traffic.

GPU memory copy costs. We performed similar exper-
iments to determine GPU memory copy costs. An instru-
mented process performed memory copies to and from sys-
tem memory and P2P memory copies between neighboring
GPUs. We tested both local and interleaved configurations
under idle and loaded scenarios. In addition to loading every
GPU CE, we also executed memory-heavy GPU kernels on
the EE of GPUs used by the instrumented process in order
to stress the GPU’s own local memory bus. Table III shows
the worst-case GPU transmission times with and without
load for IMB memory copies. There are no results for P2P
copies in the interleaved case since P2P copies are isolated
from system memory. We see that load greatly increases
memory transmission time. For example, system-to-GPU
memory copies increased by factors of 6.6 and 9.6 for
the local and interleaved cases, respectively. Interestingly,
P2P transmissions were hardly affected. This is because
P2P copies were performed between neighboring GPUs, so

IMB [ Idle [ Loaded [ Factor

Local
System-to-GPU | 179.6ms | 1181.3ms | 6.6
GPU-to-System | 169.2ms | 1214.3ms | 7.2
P2p 167.9ms | 175.68ms | 1.05
Interleaved
System-to-GPU | 187.1ms | 1802.4ms | 9.6
GPU-to-System | 204.6ms | 1733.7ms | 8.4

Table III: Worst-case GPU memory copy cost for 1MB.

there was no contention for the PCle bus linking them. This
result also shows that the EE did not strongly affect DMA
performance. This is due to the GPU’s architecture: the EE
has a very high-bandwidth connection to GPU memory in
comparison to a CE.

V. EXPERIMENTAL RESULTS

In this section, we assess trade-offs among many con-
figuration options supported by GPUSync by presenting
the results of overhead-aware schedulability studies. We
randomly generated task sets of varying characteristics and
tested them for schedulability using the methods described
in [11]. We now describe the experimental process we used.

Experimental setup. There is a wide space of system
configuration and taskset parameters to explore. We eval-
uvated each high-level configuration illustrated in Fig. 4.
These configurations are not exhaustive, but we feel they
are they simplest and realistic configurations within each
cell. For instance, in (P, P), four partitioned CPUs have
no attached GPU; these CPUs may only schedule tasks of
TC. Such a configuration is a natural extension of existing
uniprocessor, uni-GPU methods. We also only explore GPU
clusters of size two in (x,C). This is because we found
no runtime benefit to larger sizes in [7]. The configurations
of (x,C) were also tested under system memory and P2P
migration methods (we denote the P2P cases as (¥, CF?F)).
Every cell was tested with several values of p: p = 1
to examine schedulability under exclusive GPU allocation;
p = 3 to explore schedulability when all GPU engines
(one EE and two CEs) are given the opportunity to operate
simultaneously; and p = 2 to see if there is a balance to
strike between p = 1 and p = 3. (%, P) was also tested
with p = oo since p’s role in facilitating migrations is moot.
Finally, we assumed a data copy chunk size of IMB.
Random task sets for schedulability experiments were
generated according to several parameters in a multistep
process. Task utilizations were generated using three uni-
form distributions: [0.01,0.1] (light), [0.1,0.4] (medium),
and [0.5, 0.9] (heavy). Task periods were generated using two
uniform distributions with ranges [33ms, 100ms| (moderate),
[200ms, 1000ms] (long).* Tasks were generated by selecting
a utilization and period until reaching a desired task set

4These periods are inspired by the sensor streams GPUs may process.
Moderate periods represent video-based sensors. Long periods model
slower sensors such as LIDAR.



utilization. The task set was then randomly subdivided into
TS and TC. The number of tasks in 7¢ was set to be:
33%, 66%, or 100% of the task set size. For tasks in
T, kernel execution times were generated using three
uniform distributions with ranges [10%, 25%], [25%, 75%)],
and [75%,95%] of task execution time (a corresponding
amount of time was subtracted from CPU execution time).
Input/output data sizes were generated using three values:
256KB (light), 2MB (medium), and SMB (heavy). A selected
data size was evenly split between z! and z©. Task GPU
state size was generated using three values: 0%, 25%, and
100% of T;’s combined input/output data size. In order to
keep our study tractable, all tasks were assigned a CPU
cache working set size of 4KB. For tasks in TG, 5% of its
CPU execution time was determined to be within the task’s
single GPU critical section. Overheads and data transmission
times were taken from four data sets: average-case (AC)
observations in an idle system (AC/I); AC observations in
a loaded system (AC/L); worst-case (WC) observations in
an idle system (WC/I); and WC observations in a loaded
system (WC/L).

A unique combination of the above system configurations
and taskset parameters defined a set of experiment settings,
75,816 in all. Under each set of experiment parameters,
for each 0.25 increment in system utilization range (0, 12]
(reflecting the range of system utilizations supported by our
twelve-core test platform), we generated between 500 and
4,000 task sets.> Task sets were partitioned to the CPU/GPU
clusters in three phases:

Phase 1: T¢ was partitioned among the GPU clusters, using
the worst-fit heuristic in decreasing GPU utilization order,
where ufP" £ (e + ¢ + xmit(2], 20, 27)) /pi.

Phase 2: T¢ was then partitioned among CPU clusters, in
accordance with experiment parameters, using the worst-fit
heuristic in decreasing utilization (as defined in Sec. III)
order. Blocking terms were calculated and incorporated into
each CPU cluster’s (estimated) total utilization.

Phase 3: TC was then partitioned among the CPU clusters
using the worst-fit heuristic in decreasing utilization order.
Task sets were then tested for bounded response time,
incorporating the overheads discussed in Sec. IV; blocking
terms were calculated using the fine-grain analysis presented
in [21]. Approximately two billion task sets were tested. We
used a university compute cluster to perform our experi-
ments, consuming over 42, 000 CPU hours. Our experiment
tools were implemented on top of the schedulability test
toolkit SchedCAT [24].

Results. With over 75,000 experiments, it is infeasible
to compare different system configurations by examining
individual schedulability curves alone. Since our primary

3 After testing a minimum of 500 task sets, additional task sets were
generated until average schedulability fell within a three percentage-point
interval with 95% confidence, or until 4, 000 task sets had been tested.
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Figure 7: llustrative ranking.

goal is to compare the effectiveness of each configuration,
we devised the following ranking method to collapse our
results into something more manageable. For every unique
combination of task set parameters, we determined a “sub-
rank” for each system configuration from first to last place.
These sub-rankings were determined by comparing the area
under each system configuration’s schedulability curve. A
larger area under the curve indicates better schedulability.
An illustrative example is shown in Fig. 7. In this example
with two system configurations A and B, configuration A
has a first-place sub-rank since the area under A’s curve is
greater (i.e., more task sets were schedulable under A). A
final rank for each system configuration was determined by
computing for each configuration, the median, average, and
standard deviation of its sub-ranks. We then ranked system
configurations according to median sub-rank, tie-breaking
by average sub-rank. This ranking approach was applied
separately to results from each of our four overhead datasets.

Table IV shows configuration rankings assuming worst-
case, loaded system overheads (WC/L). Rankings under
other overhead assumptions are given in Appendix C. The
column labeled “Rank” gives each configuration’s final rank.
Observe that the table is sorted according to this column.
The next three columns give the median, average, and
standard deviation of each configuration’s sub-ranks. Entries
in the column labeled “(CPU,GPU,p)” identify the ranked
system configuration. Here, we extend the tuple-notation
from Sec. III to include p. The last three columns give the
final rank of a configuration under the other overhead data
sets. For a given row, we may compare the values of these
columns against each other, and the value in the ‘“Rank”
column, to discern how a system configuration’s ranking
changes under different overhead conditions. We make the
following observations.

Obs. 1. Clustered CPU scheduling with partitioned GPUs
and p = oo had the highest rank under all overhead
conditions.

We may observe this in the first row of Table IV by
comparing the values for the Rank column against columns
WC/I, AC/, and AC/L—all have a first-place rank.

Obs. 2. Clustered CPU scheduling with partitioned GPUs



Rankings Under Worst-Case Overheads, Loaded

Rank [Median Avg Std |(CPU,GPU,p)[WC/I AC/T AC/L
I 3 575 535| (C,P,0) 1 I 1

2 4 616 524| (C,P3) 3 4 2

3 5 605 497| (C,P2) 2 5 3

4 6 727 591 | (P,P,oo) 5 7 9

5 6 775 652| (P,P2) 4 12 12
6 6 791 624 | (P,P3) 6 13 11
7 10 10.82 448 | (C,C,2) 8 9 7

8 10 1102 793 | (P,P1) 9 22 21
9 11 1095 445| (C,P1) 7 16 14
10 11 1140 449 | (C,c™.,2)| 10 10 8

11 13 13.18 444 | (C,C,3) 11 15 15
12 13 1339 459 | (C,C™)3) | 13 20 16
13 13 1402 8.60 | (G,P,c0) | 14 2 4

14 13 1425 835| (G,P,3) 15 3 5

15 13 1469 826 | (G,P,2) 12 6 6

16 18 1857 561 | (G,P1) 16 17 17
17 18 1888 559 | (G,C,2) 17 8 10
18 19 1922 549 | (G,Cc*™",2) | 18 11 13
19 21 19.06 526 | (C,C™ 1) | 21 26 23
20 21 1944 581 | (C,C,1) 20 25 24
21 21 2051 5.15| (G,C,3) 19 14 18
22 21 2077 5.16 | (G,C™)3) | 22 19 19
23 24 2483 654 (G,G,2) 23 18 20
24 25 2479 410 | (G, C™P 1) | 25 24 25
25 25 2488 407 | (G,C,1) 26 23 26
26 26 2595 656| (G,G,3) 24 21 22
27 27 2235 922| (P,C,1) 27 29 28
28 27 2247 917 | (P,C*"1) | 28 28 29
29 28 2335 948 | (P,C,2) 29 30 30
30 29 2382 946 | (P,C™",2) | 30 31 31
31 20 2443 996 | (P,C,3) 32 32 32
32 30 24.84 10.18| (P,C**",3) | 33 33 33
33 31 29.04 629| (G,G,1) 31 27 27
34 35 3509 147 | (P,G,1) 34 34 34
35 35 3525 140 | (P,G,2) 35 36 35
36 35 3532 144 | (P,G,3) 36 37 37
37 37 3573 164 | (C,G,1) 37 35 36
38 38 3803 133| (C,G,3) 39 39 39
39 38 3809 138 (C,G,2) 38 38 38

Table IV: Configuration rankings under WC/L.

and p = oo was not always the best configuration.

To see this, compare the Median and Average sub-rank
values of the first row for (C, P, 00). If (C, P,00) always
had the highest rank, then Median and Average would both
have a value of “1.” They do not.

Obs. 3. Under partitioned GPUs, schedulability tends to be
maximized when p is large. Namely, when p = oc.

We may observe this by scanning the system configuration
column, picking out entries matching (x, P, ). Observe that
entires that only differ by p tend to be ranked in decreas-
ing p-order. For instance, (C, P, ), (C,P,3), (C,P,2),
and (C,P,1) are ranked first, second, third, and ninth,
respectively. This pattern is repeated for (G, P, *) for ranks
13 through 16. The rankings for (P, P,2) (ranked fifth)
and (P, P,3) (ranked sixth) are an exception to this trend.
However, their average sub-ranks are very close: 7.75 and

7.91, respectively.

Obs. 4. Under clustered GPUs, schedulability tends to be
maximized when p = 2.

Locate the (*,C,2) and (%, CT2" 2) entries in Table IV.
Observe that each entry, with one exception, has the highest
rank among similar configurations that only differ by p. For
example, (C,C,2) is ranked seventh while (C,C,3) and
(C,C,1) are ranked 11" and 20", respectively. The only
exception to this trend is with the (P, C, %) configurations.
Here, (P, C, 1) is ranked 27" and (P, C,2) is ranked 29™.
It is highly likely that this exceptional behavior is due to the
CK-OMLP, which is used to distribute GPU tokens in this
case, but not the others. These same trends can be observed
for rankings in the WC/L, AC/I, and AC/L columns, as well.

Obs. 5. Schedulability is comparably poor under the CK-
OMLP.

We observe in Table IV that configurations (P, G, ),
(P,C, %), (P,CT?P %), and (C,G,*) make up twelve of
the thirteen /ast rankings under WC/L. This similarly holds
under the other overhead data sets.

Obs. 6. System memory migrations offer better schedula-
bility than P2P migrations.

Every clustered GPU configuration where P2P migrations
were used was ranked lower than the similar configuration
where system memory migrations were used. In most cases,
the P2P-variant ranks closely below the other. For instance,
(C, C,2) is ranked seventh and (C, CP2F 2) is ranked tenth.
The difference is similar under the other overhead data sets.

This is a disappointing result since we observed superior
runtime performance under P2P migrations in [7]. The
blocking complexity under P2P migrations is greater (refer
to Appendix B for details), and this may result in more
pessimistic blocking bounds.® Despite this disappointment,
we observe that the rankings for system memory and P2P
migration methods remain close enough that a system de-
signer may opt to use P2P configuration for the sake of better
runtime performance.

Obs. 7. Global GPU scheduling performed poorly.

(G,G,2) was the best global GPU configuration and it
ranked 18" under AC/I, and in the twenties for the other data
sets. Since global CPU scheduling performs comparatively
well for (G, P, ) (ranks 13", 14" and 15™), we do not
believe this poor performance is due to greater scheduling
overheads. Instead, it is most likely due to the additional
GPU memory overheads incurred by using memory pages
interleaved across the NUMA nodes, as we discussed in
Sec. IV.

Obs. 8. Global CPU scheduling with partitioned GPUs
performs well under AC overheads.

%We discuss the challenge of determining tighter blocking bounds for
P2P migrations in [21].
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Locate the (G, P, *) entries in Table IV at rankings 13
through 16. These rankings are relatively low. However,
compare these to their rankings under AC/I and AC/L over-
head data sets. (G, P, ) does much better. Indeed (G, P, c0)
ranks second under AC/I instead of thirteenth under WC/L.

This completes our high-level comparisons of the various
system configurations. We now take a deeper look at some of
our results. Fig. 8 plots schedulability curves for the highest-
ranked configuration of each high-level configuration under
AC/L overheads. Tasks had a medium utilization, moderate
period, medium data requirement, and no state. GPU kernel
execution times were determined by the [10%, 25%] uniform
distribution. Finally, 66% of the tasks in each task set used
a GPU. We make the following observations.

Obs. 9. Clustered GPU scheduling can be competitive with
partitioned GPU scheduling.

Observe the curve for (C,C,2) (line 3) in Fig. 8 and
compare it to curves for (C, P,00) and (G, P, c0) (lines 1
and 2, respectively). Although schedulability is not as good,
it is close. Moreover, (C,C,2) beats (P, P,o0). This is
interesting since (P, P,00) represents the natural extension
of existing uniprocessor, uni-GPU methods. This result pro-
motes (C, C,2) as an attractive choice in cases such as this
because, in practice, it offers better resilience to GPU failure
(or misbehaving GPU-using tasks) since a failed/locked-up
GPU does not halt all GPU service to tasks within its cluster.
Obs. 10. Global CPU scheduling can perform well.

We see that (G, P,o0) (line 2) and (G,C,2) (line 4)
are competitive with their corresponding clustered-CPU con-
figurations, (C, P, 00) (line 1) and (C,C,2) (line 2). This
supports the trend we identified in Obs. 8 through high-level
observations. For example, (G, P, c0) ranks fourth for AC/L

in Table IV.
VI. CONCLUSION

GPUs have been advocated as accelerators in many settings
where real-time constraints exist. However, to deploy GPUs
in such settings, an understanding of schedulability-related
tradeoffs is needed. In this paper, we have presented the first

ever comprehensive study of such tradeoffs. Our study has
focused particularly on multicore platforms augmented with
potentially several GPUs. Multi-GPU multicore systems are
an attractive platform for providing the necessary compu-
tational capacity for real-time applications that require in-
tensive data-parallel processing, while adhering to stringent
size, weight, and power envelopes.

The study reported in this paper was a significant un-
dertaking, having examined nearly two billion different
task systems and 156 different system configurations via
experiments that took over 40,000 CPU hours to complete.
Despite the extensive nature of this study, it had to be
necessarily constrained. Specifically, we focused only on
examining whether response-time bounds could be ensured.
This motivated us to focus on one particular class of sched-
ulers, namely the FL schedulers. In future work, we intend to
expand this study to consider other real-time constraints and
other classes of schedulers. This paper lays the groundwork
for how such studies should be carried out.

Dealing with the vast amount of data produced by our
study led to a secondary contribution: the development
of a ranking method (inspired by the notion of weighted
schedulability [12]) as a way of collapsing many thousands
of schedulability graphs into a form that is much more
succinct and allows trends to be more easily seen. While
such a collapsing was necessary due to space constraints,
any aggregation of data runs the risk of hiding important
information. To guard against this, we have made all of our
data available online in the form of a SQLite database file.
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APPENDIX A.
RANKING DATA

In this appendix, we present ranking data for the AC/I, AC/L,
and WC/I experiments. This data is given in Tables V-VII.

APPENDIX B.
ANALYSIS

In this appendix, we present a coarse analysis of blocking
under GPUSync. Our main purpose here is to expose analyt-
ical differences among various configurations of GPUSync.
Fine-grained blocking analysis can be found in [21]. We
make the simplifying assumption that each job of any task
competes for a GPU token at most once.

Due to our FL scheduler and locking protocols, we are
constrained to “suspension-oblivious” schedulability analy-
sis, where all task self-suspensions due to GPU operations
and blocking are treated as CPU demand [20]. This is a
safe, albeit pessimistic, technique. Nevertheless, utilization
loss due to this pessimism can be easily offset by the

performance gains offered by GPUs, which are often an
order of magnitude faster than a CPU.

We must introduce some additional blocking-related no-
tation. Let K; denote the maximum token critical section
length of T;, bX denote the maximum time 7;; may be
blocked due to the token lock, and bf denote the maximum
time T;; may be blocked within a token critical section
for all engine locks. Then, the maximum time a job may be
blocked accessing locks and tokens is given by b; = b +bE.
Let N/, N and N;° denote the number of chunks required
to copy z{ s zio , and ZZS , respectively. Let X I X9 and
XP?P denote the maximum time it takes to transmit a
chunk of GPU data for input, output, and P2P migration,
respectively, and let X** denote the maximum of X7, X©,
and X"?P. Also, let S; denote the maximum time to perform
a GPU migration. For P2P migrations, S; = X2’ N7 For
migrations through system memory, S; = X/ N + X9 N7,
For (x,P) configurations, S; = 0. Let E™*" denote the
longest duration an EE lock is held by any other task, and
let K™%* denote the longest token critical section among
all tasks.

A job must acquire a token from the GPU allocator
before it can begin using a GPU. When the R2DGLP
is in use, a token-requesting job is blocked by at most
2[¢/(pg)] — 1 token critical sections of other jobs [19].
Thus, the total duration of blocking while waiting for a
token is bounded by bX = K™ (2[¢/(pg)] — 1). Let M
denote the number of CPUs that share a given GPU cluster.
Under the CK-OMLP, a token-requesting job is blocked
by at most [M/(pg)] — 1 token critical sections of other
jobs [20]. However, all tasks, including those in T, may
experience up to K™ blocking at release-time due to
priority donation. bX = K™ [M/(pg)] when T; € T
and b = K™% when T; € T¢. Bounds on K™% must
be computed since tasks may block while acquiring engine
locks. By construction, the token critical-section length for
T; is K; = g™ + €™ + bF + XIN] + XONP + S;. All
these parameters have been derived, excepting bZ.

bE is the sum of all blocking experienced within the token
critical section. Let b¥Z denote T;’s maximum total blocking
time for the EE lock, let bf/ O denote its maximum total
blocking time while waiting to transmit input and output
chunks, and let b/?F denote its maximum total blocking time
while waiting for CE locks to perform a P2P migration.
Then, b = bZE 4+ b/ 4 pP2P,

A job may be blocked for every GPU kernel it executes
when acquiring the EE lock of its allocated GPU. At most
p — 1 other jobs may compete simultaneously for this lock
for a given request. Since requests are FIFO ordered, the
resulting blocking is bounded by b = E™a=(p — 1).

Bounds for bf/ © and bP?P depend on whether migrations
are P2P or through system memory and on the number of
CEs per GPU. In our analysis, we assume that all migrations



Rankings Under Average-Case Overheads, Idle

Rankings Under Average-Case Overheads, Loaded

Rank [Median Avg Std | (CPU,GPU,p) [WC/T AC/L WC/L Rank|Median Avg Std | (CPU,GPU,p) [WC/T AC/T WC/L
1 2 3.66 4.04] (C,P, ) I 1 1 ] 2 3.5 359| (C,P o) 1 1 I
2 3 348 254| (G,P,oo) | 14 4 13 2 3 401 332| (C,P,3) 3 4 2
3 4 451 279 (G,P,3) 15 5 14 3 3 462 346| (C,P2) 2 5 3
4 4 494 396| (C,P,3) 3 2 2 4 4 608 639 (G,P,oco) | 14 2 13
5 5 507 339 (C,P2) 2 3 3 5 5 701 609 (G,P,3) 15 3 14
6 5 521 253 (G,P2) 12 6 15 6 6 7.62 581| (G,P2) 12 6 15
7 11 11.52 5.78| (P, P,0) 5 9 4 7 9 1077 448| (C,C,2) 8 9 7
8 11 1178 5.00| (G,C,2) 17 10 17 8 10 1095 4.69| (C,C?"2) | 10 10 10
9 11 1202 470 (C,C,2) 8 7 7 9 11 12.02 549| (P, P,0) 5 7 4
10 11 12.83 479| (C,C™2) | 10 8 10 10 12 13.96 5.80| (G,C,2) 17 8 17
11 12 1265 5.14| (G,C™ 2) | 18 13 18 11 13 1353 526| (P, P,3) 6 13 6
12 13 13.19 620| (P, P,2) 4 12 5 12 13 1391 5.70| (P, P,2) 4 12 5
13 13 13.81 537| (P, P,3) 6 11 6 13 13 1430 545| (G,Cc™"2) | 18 11 18
14 15 1501 573| (G,C,3) 19 18 21 14 14 12.84 5.02| (C,P1) 7 16 9
15 15 1507 5.17| (C,C,3) 115 11 15 14 1327 5.10| (C,C,3) 115 11
16 15 1507 432| (C,P1) 7 14 9 16 15 1359 5.05| (C,C™")3) | 13 20 12
17 15 1430 5.66| (G,P,1) 16 17 16 17 16 1547 5.17| (G,P1) 16 17 16
18 16 1520 6.08| (G,G,2) | 23 20 23 18 17 1631 5.93| (G,C,3) 19 14 21
19 16 1526 5.44| (G,C™"3) | 22 19 22 19 17 1638 579| (G,C™"3) | 22 19 22
20 16 1555 489| (C,c™")3) | 13 16 12 20 | 20 2007 6.69| (G,G,2) | 23 18 23
21 18 1758 6.64| (G,G,3) | 24 22 26 21 21 1811 5.74| (P,P,1) 9 22 8
22 | 21 1852 475| (P,P,1) 9 21 8 22 | 22 2104 686 (G,G,3) | 24 21 26
23 24 2222 6.11| (G,C,1) 26 26 25 23 23 20.16 6.26| (C,C*" 1) | 21 26 19
24 | 24 2228 6.10| (G,C™P 1) | 25 25 24 24 | 23 2084 628 (C,C,1) 20 25 20
25 24 2316 343| (C,C,1) 20 2420 25 24 2288 476| (G,C™" 1) | 25 24 24
26 24 2325 332| (C,C™",1) | 21 23 19 26 24 2345 488 (G,C,1) 26 23 25
27 | 27 2470 990| (G,G,1) | 31 27 33 27 | 27 2699 746| (G,G,1) | 31 27 33
28 28 2854 224 (P,C™" 1) | 28 29 28 28 28 2798 425| (P,C,1) 27 29 27
29 | 28 2858 225| (P,C,1) 27 28 27 29 | 28 2799 453| (P,C™"1) | 28 28 28
30 | 30 29.67 2.26| (P,C,2) 20 30 29 30 | 30 2861 418 (P,C,2) 29 30 29
31 30 29.70 2.27| (P,C™*)2) | 30 31 30 31 30 2879 4.62| (P,C™"2) | 30 31 30
32 | 31 3055 226| (P,C,3) 32 32 31 32 | 31 2941 454| (P,C,3) 32 32 31
33 31 3078 2.25| (P,C™",3) | 33 33 32 33 31 2977 421| (P,C™",3) | 33 33 32
34 | 35 3474 200| (P,G,1) 34 34 34 34 | 35 3522 1.63| (P,G,1) 34 34 34
35 | 35 3510 2.12| (C,G,1) | 37 36 37 35 35 3542 1.64| (P,G,2) 35 36 35
36 | 35 3514 203| (P,G,2) 35 35 35 36 | 36 3546 1.79| (C,G,1) 37 35 37
37 | 36 3532 2.03| (P,G,3) 36 37 36 37 | 36 3547 1.63| (P,G,3) 36 37 36
38 38 3793 1.67| (C,G,2) | 38 38 39 38 | 38 3797 1.39| (C,G,2) 38 38 39
39 | 38 3799 1.73| (C,G,3) | 39 39 38 39 | 38 3803 140| (C,G,3) 39 39 38

Table V: Configuration rankings under AC/I.

are performed using the same method, though GPUSync
could support both types in the same system.

CE blocking with P2P. Under P2P migrations, any task
holding a GPU token may request the CE lock of the GPU
it used in its prior job in order to perform a migration. There
are at most pg such tasks. In the worst case, they may all
attempt to access the same CE lock at the same instant.
Thus, any request for a CE lock may be blocked by pg — 1
other requests. From the blocking analysis of DGLs [22],
the total number of blocking requests for a CE is at most
pg — 1. Since no task requires more than X"** time to
complete b/ = Xmew(NI + NO)(pg — 1) and b =
XmENE (pg —1).

CE blocking with system memory migration. In this case,
CEs are only accessed by tasks that have been given a token
for an allocated GPU, so at most p — 1 other jobs may
compete for the CE lock at a given instant. Recall that state

Table VI: Configuration rankings under AC/L.

is aggregated with input and output data. Thus, /% = 0.
However, now b/ = Xmaz(NI 4 NO 4+ 2N5)(p—1) since
state data must be handled twice.

Analytical bounds for P2P and system memory migrations
differ. CE lock contention is O(pg) and O(p) under P2P
and system memory migrations, respectively. Despite its
inferior order of complexity, P2P migration may still result
in better analytical bounds if the advantages of fewer and
faster memory copies can be exploited (it is faster because
state is not copied to memory). Also, there are benefits to
P2P migrations that cannot be captured in the above analysis,
namely, isolation from the system memory bus and rarity of
migrations due to the GPU allocator’s heuristics.
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Rank [Median Avg Std | (CPU,GPU,p)[AC/I AC/L WC/L
1 3 484 435 (C,P,) I 1 1
2 3 512 435| (C,P,2) 5 3 3
3 4 530 428 (C,P,3) 4 2 2
4 6 782 6.60| (P,P2) 12 12 5
5 6 792 6.18| (P,P,oc) | 7 9 4
6 7 871 650| (P,P,3) 13 11 6
7 9 997 453 (C,P1) 16 14 9
8 9 1031 4.13| (C,C,2) 9 7 7
9 10 10.66 8.00| (P, P,1) 2 21 8
10 10 1096 4.29| (C,C* 2) | 10 8 10
11 12 1257 464| (C,C,3) 15 15 11
12 12 1396 8.16| (G,P,2) 6 6 15
13 12 1297 460| (C,C*")3) | 20 16 12
14 13 1371 8.82| (G,P,00) | 2 4 13
15 13 14.02 847| (G,P,3) 3 5 14
16 18 1840 5.81| (G,P,1) 17 17 16
17 18 18.71 648 (G,C,2) 8§ 10 17
18 18 1901 6.16| (G,C™" 2) | 11 13 18
19 20 20.63 5.56| (G,C,3) 14 18 21
20 21 1869 599| (C,C,1) | 25 24 20
21 21 19.03 5.63| (C,C*" 1) | 26 23 19
22 21 20.64 545| (G,C™")3) | 19 19 22
23 21 2166 632 (G,G,2) |18 20 23
24 24 2344 661 (G,G,3) |21 22 26
25 26 2494 480| (G,C™")1) | 24 25 24
26 26 2499 481| (G,C,1) |23 26 25
27 27 2407 761| (P,C,1) | 29 28 27
28 27 2442 748| (P,C™" 1) | 28 29 28
29 29 2605 7.16| (P,C,2) |30 30 29
30 29 2637 692| (P,C™" 2) | 31 31 30
31 30 2740 7.63| (G,G,1) |27 27 33
32 31 2753 7.04| (P,C,3) |32 32 31
33 31 27.65 7.03| (P,C™,3) | 33 33 32
34 35 3455 250 (P,G,1) | 34 34 34
35 35 3512 248, (P,G,2) |36 35 35
36 36 3515 2.63| (P,G,3) |37 37 36
37 36 3528 289| (C,G,1) |35 36 37
38 38 3828 0.85| (C,G,2) | 38 38 39
39 38 3833 079 (C,G,3) |39 39 38

Table VII: Configuration rankings under WC/I.

APPENDIX C.
ADDITIONAL DATA

In this section, we present additional overhead-related
data for the topics discussed in Sec. IV. We first present
additional data for GPU interrupt handling overheads. This
is followed by additional information on CPMD and GPU
memory copy overheads and how they are affected by bus
contention and NUMA page interleaving.

A. GPU Interrupts

Fig. 6 of Sec. IV shows a histogram of the interrupt
top-half execution times we observed while running the
computer vision workload discussed in Sec. IV for 20
minutes. The predominate characteristic of the observed top-
half execution times is the extreme outliers. Fig. 9 shows a
histogram of the interrupt botfom-half execution times we
observed for the same workload. We see a similar outlier
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Figure 10: CCDF of top-half and bottom-half execution times.
Note log-scale y-axis.

characteristic (even though bottom-half execution times are
themselves typically greater than those of top-halves). With
this data in mind, we make the following observation.

Obs. 11. GPUs raise many interrupts and they consumed a
nontrivial amount of available CPU time.

Many GPU interrupts were raised during our 20 minute
experiment. This is a relatively short period of time. In
all, we recorded 4,569,197 and 4,268,203 top-half and
bottom-half observations, respectively. (Not every top-half
is followed by a bottom-half, although we assume so in



schedulability analysis, as discussed in Appendix F.) The
total time spent executing top-halves was 36.6 seconds.
Similarly, 282.29s was spent executing bottom-halves. All
together, interrupt processing consumed 2.21% of available
CPU time, across twelve CPUs, over the 20 minute period.
Although small, this is not a trivial amount of CPU time, so
it should be accounted for in schedulability analysis.

Fig. 10 depicts the complement cumulative distribution
function (CCDF) of top-half (10a) and bottom-half (10b)
observations. It is important to notice that the y-axis is
plotted on a log scale. The CCDF, when plotted on a
log scale, enables us to observe and reason about outlier
characteristics. We make the following observations.

Obs. 12. Top-half outliers are rare.

In Fig. 10a, observe that only 0.01% (y = 10=%) of
observed top-halves had execution times greater than 50us.
Moreover, only 0.001% of observed top-halves had execu-
tion times greater than 60us, and only 0.0001% of observed
top-halves had execution times greater than T78us.

Obs. 13. Bottom-half outliers are rare.

In Fig. 10b, observe that only 0.01% of observed bottom-
halves had execution times greater than 550us. Moreover,
only 0.001% of observed bottom-halves had execution times
greater than 750us, and only 0.0001% of observed bottom-
halves had execution times greater than 1000us.

Obs. 14. Top-half and bottom-half observations have similar
tail characteristics.

Although they differ in scale (in terms of execution
time) the tails of the top-half and bottom-half CCDFs bear
similarities. In both insets a and b, the probability of their
most extreme outlier is near the magnitude of 0.00001%
(e.g., P(Execution Time > z) ~ 1077).

B. CPMDs and GPU Traffic

In Sec IV, we generalized the increases in CPMD over-
heads caused by GPU traffic. Here, we characterize these
increases with finer detail.

Fig. 11 plots the relative increase in CPMD costs of select
working set sizes for the overheads we gathered using the
methodology described in Sec. IV. These plots reflect the
increase in CPMDs between the “loaded” data set and the
“loaded-gpu” dataset. “Local CPMDs” are with respect to
migrations across a processor’s shared L3 cache (12MB
in size) shared by six CPUs, with all memory accesses
to memory pages local to the processor’s NUMA node.
We omit CPMDs gathered with respect to the L2 cache
for the sake of brevity (they exhibit similar trends to the
L3’s). “Interleaved CPMDs” are with respect to migrations
between CPUs on different NUMA nodes, with memory
accesses to memory pages interleaved across the system’s
two NUMA nodes. Observe that the z-axis uses a log, scale.
We make the following observations.
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Figure 11: Increase in considered CPMD overheads due to GPU
traffic.

Obs. 15. Maximum and mean CPMDs are affected similarly
by GPU traffic.

The shape and magnitude of the corresponding lines in
Figs. 11a and 1la are very similar. For example, the plots
for local CPMDs (lines (1)) both exhibit a dip in costs for
working set sizes around SMB (z = 2'3).

Obs. 16. Local CPMDs are more strongly affected by GPU
traffic that interleaved CPMDs.

In Sec. IV, we stated that local CPMDs were affected
more strongly by GPU traffic than interleaved CPMDs. This
can be clearly observed in Figs. 11a and 11a: line (1) in each
graph is clearly greater than line (2). However, as we stated
in Sec. IV, interleaved CPMDs themselves are significantly
greater than local CPMDs.

C. GPU Memory Copy Costs

The time taken to copy data among GPU and system
memories is affected by both bus contention and memory
page interleaving. We discuss this in detail here.

1) Increases Due to Bus Contention: Under load, GPU
DMAs experience contention for the following buses: the
GPU-internal memory bus, several PCle buses at various
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Figure 12: GPU memory cost increases due to load.

hierarchical levels), the processor-I/O hub interconnect, and
the system memory bus. If memory is interleaved across
NUMA nodes, then additional contention can be experienced
for the processor-processor (NUMA) interconnect as well as
the remote system memory bus. Here, we show how such
contention increases memory copy times (within the context
of our experiments).

Fig. 12 depicts observed increases in maximum and mean
costs of GPU memory DMAs caused by load. “Near P2P”
DMAs are those between neighboring GPUs, or those that
share the same PCle switch (i.e., they have a distance of 1, as
discussed in Sec. II). “Far P2P” DMAs are those between
GPUs within the same NUMA node, but have a distance
of 2. Memory accesses are NUMA-local, unless otherwise
specified. We make the following observations.

Obs. 17. Load can cause significant increases in memory
copy times, and it must be considered in schedulability
analysis.

Consider the case where four GPUs share a PCle bus,
as they do in Fig. 2. Under load, one may assume that
each GPU will obtain 25% of the PCIe bus’s bandwidth—
increasing DMA costs by a factor of four. However, we

can see in these graphs that increases may be considerably
greater. For example, consider lines (3) and (5) in Figs. 12a
and 12b. Here, we see that increases range between a
factor of five and seven. We observed increases to be even
greater when memory pages accessed by GPUs are inter-
leaved across the NUMA nodes. To see this, find lines (4)
and (6) in Figs. 12a and 12b. Here, we see that increases
generally range between eight and ten, but can be as great
as twelve (see System-to-GPU DMAs for 64KB memory
copies (lines (6))).

Ultimately, this result shows us that bus contention must
be accounted for in schedulability analysis. We consider this
a major oversight of prior work in real-time GPU research.

Obs. 18. Near P2P memory copies are hardly affected by
load. Far P2P memory copies are moderately affected.

Despite added contention for the GPUs local memory
bus, we observe that load hardly affects near P2P memory
copies: lines (1) in Figs. 12a and 12b are very close to 1.0
(never exceeding a factor of 1.12) for all memory copy sizes.
Far P2P memory copies exhibit an increase between factors
1.5 and 3.5. This tells us that contention for the I/O hub
under load is not negligible. This partly explains why “large”
GPU clusters of four GPUs in [7] could not outperform
smaller GPU clusters of two, even though migrations were
infrequent.

If we wish to minimize P2P migration costs, it is best
to pair GPUs into small clusters of two neighboring GPUs
apiece.

2) Increases Due to Interleaving: Fig. 13 depicts ob-
served increases in maximum and mean costs of GPU DMAs
caused by interleaving memory pages across NUMA nodes.
Fig. 13 only depicts increases for DMAs between system
and GPU memory since P2P DMAs are unaffected by
interleaving. We make the following observations.

Obs. 19. In practical systems, it is likely impossible to
improve GPU DMA performance by interleaving pages
among NUMA nodes.

One may suspect that interleaving pages among NUMA
nodes may improve GPU DMA performance since memory
accesses may operate in parallel. However, in general, inter-
leaving pages across NUMA nodes usually increases GPU
DMA costs, even in idle systems. We see this in all lines
(except lines (3)) of Figs. 13a and 13b.

Obs. 20. Interleaving has little affect on System-to-GPU
DMAs in an idle system.

Interleaving has little affect on DMAs from system mem-
ory to GPU memory in an idle system. Indeed, interleaving
can sometimes lead to a net benefit, as seen in lines (3) in
Figs. 13a and 13b for small copies such as 8KB. This is due
to the fact that system memory in each NUMA pool can
be accessed in parallel, ultimately reducing DMASs costs.
However, GPU-to-System DMA costs increase by roughly
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Figure 13: GPU memory cost increases due to page interleaving.

20% under interleaving (lines (1)). We have no definitive
explanation for this, but we speculate that more expensive
system memory writes (in comparison to reads) are the
cause.

This observation further supports our claim that it is likely
impossible to achieve meaningful performance benefits from
interleaved pages, since useful systems are rarely completely
idle—at least where real-time scheduling is concerned.

Obs. 21. Interleaving has a stronger effect on DMA costs
for systems under load.

As we discussed above, interleaving may introduce addi-
tional bus contention, especially for the bus connecting the
two NUMA nodes. Here, from lines (2) and (4) in Figs. 13a
and 13b, we see that the cross-traffic between NUMA nodes
caused by interleaving results in increased DMA costs. In
an idle system, increases are no more than 20%. However,
under load, the increase in DMA costs range between 40%
and 50%.

APPENDIX D.
SCHEDULABILITY RESULTS DATABASE

Dealing with the vast amount of data produced by our
study in Sec. V led to the development of the ranking method
as a way of collapsing many thousands of schedulability
graphs into a form that is much more succinct and allows
trends to be more easily seen. While such a collapsing
was necessary due to space constraints, any aggregation
of data runs the risk of hiding important information. To
guard against this, we have made all of our data available
online in the form of a SQLite database file at the following
URL: http://www.cs.unc.edu/~gelliott/gpusync_rtss14.db.gz.
This database can be read by v3.x SQLite tools freely
available at http://www.sqlite.org. We describe the format
for this database in this appendix.

The database file is contains three tables:

1) distrs: This table maps the text-based distributions
described in Sec. V to unique integer keys.

2) dp_ptested: Each row in this table denotes a
unique set of experiment parameters, 75,816 in all.

3) sched_results: Schedulability results are stored
in this table. Each row is unique and is identi-
fied by a foreign key (id) that maps to an entry
in dp_ptested, plus a task set utilization cap
(ts_util). In short, each row maps to a single point
in a traditional schedulability plot, such as a single
point of a plotted scenario depicted Fig. 8. Please note
that this table includes additional data (columns) not
discussed in this paper:

a) avg_tard: The average tardiness bound (nor-
malized by task periods) of schedulable task
sets at the point defined by unique the (id,
ts_util) pair.

b) avg_bandwidth: The average data bandwidth
requirement of schedulable task sets at the point
defined by unique the (id, ts_util) pair. Per-
task bandwidth requirements are computed as
(27 +29) /pi—note that state data is not included
in order to enable comparisons between GPU
partitioning methods.

Sample query. The sample query in Fig. 14 extracts the
schedulability result data for (C, P, c0) (line (1)) of Fig. 8.

Note: p = oo is stored in the database as p = 0.

APPENDIX E.
ADDITIONAL ANALYSIS

We present additional blocking and schedulability analysis
in this appendix. We first show how quadratic blocking terms
arise without the use of dynamic group locks, as mentioned
in Sec. III. We then present the fine-grain blocking analysis
of GPUSync, as well as the overhead accounting methodol-
ogy, we used in the schedulability experiments of Sec. V.



SELECT

ts_util,
sched
FROM
sched_results
WHERE
dp IN (
SELECT id
FROM dp_ptested
WHERE
is_worst_case = 0 AND
is_polluters =1 AND
util _dist=2 AND
state_dist=16 AND
data_dist=9 AND
period_dist=5 AND
kernel_dist=23 AND
gpu_population=0.666667 AND
is_p2p = 0 AND
cpu_cluster_size = 6 AND
gpu_cluster_size =1 AND
rho = 0
)
ORDER BY
ts_util;

Figure 14: Sample query.

A. Quadratic Blocking Without DGLs

If CE locks for P2P migrations are acquired via separate,
nested requests, as may be done using traditional approaches,
the worst-case blocking a task may experience is quadratic
with respect to the total number of GPU tokens, p. We
continue to use the notation introduced in Sec. III and
Appendix B.

Lemma 1. If tasks may require multiple CEs concurrently,
and such requests are satisfied via separate requests, a job
holding GPU token a can be blocked by at most (pg—1)(pg—
2)/2 requests per outermost CE request.

Proof: Consider the pathological worst case scenario in
which a request is enqueued behind pg — 1 other requests
for a CE of GPU,. Because there can be at most pg total
requests for any same CE, if the i*" request in the queue
for a CE of GPU, issues a nested request, there may be at
most ¢ — 1 other requests enqueued ahead of it (directly or
transitively) after it issues its nested request. Thus the total
number of blocking requests is Y 77, (i—1) = (pg—1)(pg—
2)/2. |

Theorem 1. If tasks may require multiple CEs concurrently,
and such requests are satistied via separate requests, bi*f =
O(p°g?).

Proof: By Lemma 1, a task that requests CE locks
through separate requests may be blocked by (pg —1)(pg —
2)/2 other requests. A task makes N; requests per mi-
gration. Thus, b7 = ((pg — 1)(pg — 2)/2)X™** N7 =
O(p*9?). n

By Theorem 1, worst-case blocking grows quadratically

with respect to p, when CE locks for P2P migrations are
acquired via separate requests.

B. Fine-Grain Blocking Analysis

We now present fine-grain blocking analysis used in the
experiments of Sec. V.

The coarse-grain analysis in Appendix B assumed gen-
eralized worst-case conditions for all blocking computa-
tions. While fine-grain analysis also assumes worst-case
conditions, it derives less pessimistic worst-case conditions
deduced from the interrelations between specific tasks. This
results in less pessimistic blocking bounds and improves
schedulability. This fine-grain analysis technique is based
upon that found in [12].

We first describe the fine-grain analytical process and
later derive the detailed formulas that are plugged into this
process. For task 7T;, we first determine the number of
jobs of another task, T; where ¢ # j, that may be ready
to run at the same time as 7T;,. This is characterized by
the task interference function, tif(T;,T;). From tif(T;,T;),
we generate a set of interfering resource requests that the
interfering jobs T} , may make when T ,, requests a resource
of the same fype, where fype may be GPU token, execution
engine lock, or copy engine lock. This set is generated by the
request interference function, xif(T;,T;, Ry), where Ry, is a
given resource. We aggregate the set of interfering requests
of all tasks (excluding 7;) into a single set of all interfering
resource requests that may be made, as given by the roral
request interference function, txif(T;, Ry.).

Each interfering request, ();, has an associated blocking
length, [; = |Q,|. For example, a CE lock may be held for at
most X™%* time units (as ensured by priority inheritance or
priority donation), so I; = X™" for such a CE request. The
set defined by S; 1, £ txif(T;, Ry,) is sorted in descending or-
der by blocking length. To compute the blocking experienced
by T; ,, for a given single resource request, the top y blocking
requests are removed from S; 1, depleting S; 1, by y requests,
and summed. This process is repeated iteratively for each
request of a given type made by T; ,, terminating early if
Si i becomes empty. In general, the value of y depends upon
the locking protocol used and resource organization. For
example, under GPUSync, y = (pg—1) for CE lock requests
when P2P migrations are used. This is derived directly from
the coarse-grain analysis given in Appendix B.

This entire process must be repeated for each type of
resource: GPU token, EE lock, CE lock(s).

In the «case of soft real-time scheduling,
tif(T;,T;,d)epends upon tardiness bounds, which in
turn depend upon blocking bounds. A fixed-point iterative
method must then also be used ensure schedulability,
outlined by the following steps: (1) initialize tardiness
bounds to zero; (2) compute blocking bounds; (3) compute
tardiness bounds; (4) compute new blocking bounds; (5)
check schedulability, if schedulable but new blocking



bounds from step (4) differ from bounds previously
computed, go back to step (3). This method will terminate
when either blocking bounds have reached a steady state or
the task set is unschedulable. This highlights a significant
benefit of FL scheduling over EDF scheduling: the tighter
tardiness bounds offered by FL scheduling may reduce
computed blocking bounds.

Before proceeding, we make two assumptions. First, we
assume that the total number of GPU-using tasks is greater
than g; otherwise, the GPU allocator (as implemented by the
modified RZDGLP) load-balances GPU token requests such
that no two tasks share a GPU and that each task always
receives the same GPU for every job (due to token lock
heuristics mentioned in Sec. III)—there is no blocking or
migration under this scenario. Second, we assume that a
GPU-using tasks only requests a GPU token once per job.
The following analysis can be extended to handle multiple
token requests per job, though it becomes cumbersome to
express.

We now proceed to define the above formulas for the
various resource types.

Def. 1. For hard real-time systems,

Pi + fj-‘
pi |’
where 7; denotes the worst-case response time of any job
of T; [12].

Def. 2. For soft real-time systems (under the “bounded
tardiness” definition of soft real-time),

Hf(T;, Ty) 2 [max(p”” 7 W . 2)
Dj
tif(T;,T;) gives us the number of jobs of T that may
interfere with a job T; ,,. We now derive the set of requests
from 77 that may interfere with requests of 7} ,, for resource
Ry.

Def. 3. The set of requests of T that interfere with requests
of a job of T; for resource Ry is given by

Wﬂbﬂ)é{ (1

xXif(Ty, Ty, Ryy) = {Qj,v |1 < v <f(T;,Ty) x j\/ij},
3)
where /\/']-R’“ is the maximum number of requests for Ry, that
a job of T; may make.

We say that xif(T;,T;, Ri) defines a set of generic
requests because request Q;. € xif(T;, T}, Ri) does not
denote the v*" request made by task T} after the release of
T}’s first job. Rather, @; , denotes the vt" resource request
in a worst-case string of consecutive requests of 7; that may
interfere with request @Q); of T;.

Finally, we can derive an aggregate of all interfering
requests.

We aggregate the set of interfering requests of all tasks
(excluding T}) into a single set of all interfering resource

requests that may be made, as given by the fotal request
interference function.

Def. 4. The set of all interfering resource requests of other
jobs that may interfere with requests of a job of T; for
resource Iy is given by

wif(T;, Re) 2

T;€T\{T;}

1) Fine-Grain EE Blocking: We can now compute the
worst-case blocking job T}, experiences when it requests
an EE, bX.

Def. 5. Let the function top(v,S) denote the v longest
requests in the set of requests S, where request length is
given by l; = |Q;]-

Def. 6. Let SP¥ £ xif(T;, REF), denoting the sorted set
of interfering requests for EEs of any single GPU, where
/\/]EE =N ]K ,and N ]K is the number of kernels executed
by a job of T}.

Def. 7. The total worst-case blocking experienced by T ,,
while waiting for an execution engine is bounded by

b = > Qx| 5)

Qretop((p—1)xNK, SEF)

where |Qy| is equal to the portion of €%, budgeted to the
executed kernel, of the interfering task 7 that generated Q)
as defined in Sec. B.

For simplicity, we have assumed that all GPU kernels
executed by job T3 ,, are of the same length. Of course, even
finer-grain bounds may be accommodated by modifying
Eq. (3) to generate requests with finer per-kernel lengths.

‘We must derive fine-grain bounds for bf/ © and bP2P under
P2P and system memory migrations. We begin with systems
that use P2P migrations.

2) Fine-Grain CE Blocking with P2P: In Appendix B,
we computed blocking for normal data copies and migration
data copies separately, denoted by the terms bf/ © and
bP?F | respectively. Under fine-grain analysis, it is easier to
compute blocking for these different types of data copies
jointly. We denote blocking due to all CE requests by biCE .
We first present fine-grain analysis that holds for GPUs with
either one or two CEs. We then present tighter analysis for
the dual-CE case.

Def. 8. Let S/ £ wtif(T;, R!), denoting the sorted set of
interfering requests for the CE of any single GPU to copy
input data, where J\/'j] =N jI .

Def. 9. Let S° £ tif(T;, R®), denoting the sorted set of
interfering requests for the CE of any single GPU to copy
output data, where /\/'jo =N ]-O.

Def. 10. Let SP?F £ 1xif(T;, RP), denoting the sorted set
of interfering requests for CEs of any single GPU used to
perform migrations, where N2 = N7



Def. 11. Let S°E £ SI{JSP |JSF?, denoting the sorted
set of requests that may interfere with any CE request of
any single GPU.

Def. 12. The total worst-case blocking experienced by T ,,
while waiting for a CE to copy data to or from a GPU when
P2P migrations are used is bounded by

b§E = >

Qretop((pg—1)x (N]+NP+N7F), SCF)

|Qkl,  (6)

where |Q| is equal to the length of the associated CE
operation (i.e., X7, X©, or X*?P).

Observe that the above analysis does not take advantage
of the fact that the GPU has two CEs. That is, the above
analysis holds when a GPU has only one CE. The transitive
blocking induced by P2P migrations makes it difficult to
derive tighter blocking bounds for dual-CE GPUs. However,
tighter analysis is possible. We now describe this optimiza-
tion.

Tighter bounds for dual-CE GPUs. Transitive blocking
due to P2P migrations are only possible when Sf?F #£ ().
Recall that the computation of b$'F is iterative: requests from
SEE are extracted in groups of pg — 1 at a time.

Def. 13. Let ‘SA‘ch denote the set of requests remaining after
the k'™ iteration of b{'F’s computation.

Def. 14. Let ‘SA‘fyk = @C{gns{ » denoting the sorted set of
remaining interfering input data copy requests in S°E.

Def. 15. Let 59, 2 SEN SO, denoting the sorted set of
remaining interfering output data copy requests in S°F.

Def. 16. Let S;P = ‘S:CE (N SF?F, denoting the sorted set of
remaining interfering migration data copy requests in S<%.

If ‘SA‘ZP 2P — () then transitive blocking due to migrations is
no longer possible since no migration requests remain. From
this observation, we derive the following tighter analysis for
dual-CE GPUs where b$'F is broken down into two terms,
bCE™ and bZ-CEd“m, where blocking complexity is O(pg)
and O(p), respectively.

Def. 17. Let ¢ € N; denote the smallest integer such that
(S7F\top((pg — 1) x £, STF)) NS = 0.

Observe that (SEE\top((pg—1)x £, SEE)) = @C‘g Hence,
we refer to S{f to avoid confusion with the term Q.

Def. 18. The total transitive worst-case blocking experi-
enced by T;, while waiting for a CE to copy data to or
from a GPU when P2P migrations are used with dual-CE
GPUs is bounded by

CEIrzmx o
bOE = S

Qretop((pg—1)x¢, SFF)

Qx| - (N

Def. 19. The total direct worst-case blocking experienced
by T; . while waiting for a CE to copy data to or from a

Inbound Outbound
Chain [ Cost (us) Chain | Cost (us)

I00OM 4934 IIOOM 4967
MM 3995 I0OMM 3929
IIOMM 3962 OOOM 3896
I00OMM 3929 1IOM 3786
O0OOM 3896 I0OM 3753
100M 3753 IIMMM 2956
O0OOM 3720 IOMMM 2923
IIMMM 2956 OOMMM 2890
IOMMM 2923 IOMM 2747
OOMMM 2890 OOMM 2715
IIMM 2780 M 2605
IOMM 2747 1OM 2572
OOMM 2715 OOM 2539
IOM 2572 00 2363
OOM 2539 IMMMM 1917
1I 2429 OMMMM 1885
IMMMM 1917 IMMM 1742
OMMMM 1885 OMMM 1709
IMMM 1742 IMM 1566
OMMM 1709 OMM 1533
IMM 1566 M 1390
OMM 1533 OM 1358
M 1390 O 1182

OM 1358 MMMMM 879

| 1215 MMMM 703

MMMM 703 MMM 528

MMM 528 MM 352

MM 352 M 176

M 176 - -

Table VIII: Representative CE blocking chains for ¢ = 2 and
p=23.

GPU when P2P migrations are used with dual-CE GPUs is
bounded by

C Edirecr .
B - >

QrEtop((p—1) xmax(N] +NO+N5—£,0), 5%)

|Qk|7
®)

Def. 20. By construction, the total worst-case blocking
experienced by T; , while waiting for a CE to copy data
to or from a GPU when P2P migrations are used with dual-
CE GPUs is bounded by

trans direct
b7 = b7 b ©)

Tight bounds for CE blocking. Is a tight bound on CE
blocking possible? Certainly. Table VIII depicts all possible
representative CE blocking chains for inbound and outbound
CE requests when g = 2 and p = 3.7 Here, “1”, “O”, and
“M” represent input, output, and migration copy operations,
respectively. We say the chains are representative since

"Chains were determined by an exhaustive search constrained by: request
type, g, and p. Inbound and outbound chains are not merely complements
of each other since migrations are pulled from one GPU to another. Thus,
there may be at most p simultaneous inbound migration requests for a
given GPU’s inbound CE, but as many as p(g — 1) simultaneous outbound
migration requests for the same GPU’s outbound CE.



the strings “IMO” and “MOI” are cost-equivalent: they
contain the same frequency of request types. Thus, only
“IMO” appears in the table. Chains are sorted in order of
decreasing cost (IMB per operation, reflecting a 1MB chunk
size), assuming the worst-case, non-interleaved, loaded GPU
memory copy costs discussed in Sec. IV.

Every CE request may be blocked by one of these chains,
until all requests @ € SE have been counted. Clearly, a
tight bound on b$'” is computed from the maximal sum of
all possible chains. This can be computed using an integer
linear program (ILP), given Ni[ s Nio , NZ.S s SfE , and assumed
overhead costs. This is an undesirable solution since solving
an ILP is NP-hard in the strong sense. Does a greedy
polynomial-time algorithm exist? In general, the answer is
in the negative. Consider the following case. Suppose job
T; ., makes two inbound requests to copy data fo a GPU,
so NI = 2. Assume N = 0 and Nf # 0. Further
suppose SE made up of three inbound requests, two out-
bound requests, and two migration requests. That is, S{* =
S = {I,I,1,0,0,M,M}. We consider the blocking
chains listed in the “inbound” column of Table VIII. Under
a greedy algorithm, for the first request of T; ,,, we extract
the chain “IIMM” from SZ&, so S = {0, O}. No chain
consisting of only “O”s appears in the “inbound” column of
Table VIII, so T;,, cannot experience further CE blocking.
The blocking bound computed by the greedy algorithm for
T;.’s requests is 3994us. However, what if we had made
the non-greedy choice for T; ,’s first request? Under a non-
greedy algorithm, for the first request of Tj ,,, we extract the
chain “IIOMM” from S{{, so SCE — {I,0}. For the second
request, we extract “I”. The blocking bound computed by
the non-greedy algorithm for 7T; ,’s requests is 5208us—
greater than the greedy algorithm’s “bound.” This example
demonstrates that the greedy algorithm is too optimistic and
fails to provide valid bounds. It appears that at least one ILP
must be solved per task 7; € T to obtain tight bounds.

One may be tempted to cast these computations to a
knapsack problem and obtain a pseudo-polynomial-time
through dynamic programming. However, our set of “items”
to pack into our knapsack are not entire blocking chains, but
rather the individual requests that make up these blocking
chains. Thus, our problem is a nested knapsack problem—
or a knapsack of knapsacks problem. It may be possible to
apply knapsack approximation algorithms to produce tighter
blocking bounds than those we presented above, but this
remains an open question.

3) Fine-Grain CE Blocking with System Memory Migra-
tion: Fine-grain blocking bounds for CEs under system
memory migration are much easier to conceptualize and
compute since there is no transitive blocking. We present
fine-grain bounds for dual-CEs first. As before we denote
blocking due to all CE requests by b$'F. We redefine S,
SP, and SE¥ as needed.

Dual-CE case. We compute b$'F in two parts: biCEI and
bSEC.

Def. 21. Let S £ tif(T;, R!), denoting the sorted set of
interfering requests for the CE of any single GPU to copy
input or state data, where N = NI + N JS .

Def. 22. The total worst-case blocking experienced by T ,,
while waiting for a CE to copy data to a GPU when system
memory migrations are used with dual-CE GPUs is bounded

by CE! Z
b; =

Qretop((p—1)x (N[ +N7), §f)

|Qk‘7 (10)

where |Q| is equal to the length of the associated CE
operation (i.e., X1,

Def. 23. Let SP £ tif(T;, R®), denoting the sorted set of
interfering requests for the CE of any single GPU to copy
input or state data, where /\/J-O =N jo +N JS )

Def. 24. The total worst-case blocking experienced by T ,,
while waiting for a CE to copy data from a GPU when
system memory migrations are used with dual-CE GPUs is
bounded by

bCE = 3

Qretop((p—1)x (NP +NF), S2)

Qrl, (1D

where |Qx| is equal to the length of the associated CE
operation (i.e., X©).

Def. 25. By construction, the total worst-case blocking
experienced by T; ,, while waiting for a CE to copy data to
or from a GPU when system memory migrations are used
with dual-CE GPUs is bounded by

N (12)

Unlike the more complicated analysis for bounds when
P2P migrations are used, bounds for inbound and outbound
CEs are completely isolated from one another.

Uni-CE case. We combine input, output, and state opera-
tions to compute b$'E jointly for task T;.

Def. 26. Let S°F £ SI'(JSP, denoting the sorted set of
interfering requests for the CE of any single GPU.

Def. 27. The total worst-case blocking experienced by 7 ,,
while waiting for a CE to copy data from a GPU when

system memory migrations are used with uni-CE GPUs is
bounded by

bE = >

Qretop((p—1)x (N]+NP+2NF), SFF)

‘Qk' 3 (13)

where |Q| is equal to the length of the associated CE
operation (i.e., X’ or X©). Migrations are counted twice
(i.e., the term 2Ni5 ) since state data is copied twice: once
to system memory and once to GPU memory.

This concludes fine-grain blocking analysis for engine



locks.

4) GPU Token Blocking: Fine-grain analysis for blocking
bounds for the CK-OMLP has been presented in [20]. We do
not repeat that analysis here. However, we do present fine-
grain analysis for the R?DGLP, following a quick remark
on the CK-OMLP and engine lock blocking bounds.

Tighter engine blocking bounds under the CK-OMLP.
We note one optimization that may be made to fine-grain
engine blocking analysis in cases where the CK-OMLP is
used to allocate GPU tokens. Recall from Appendix B that
M denotes the number of CPUs that share a given GPU
cluster. Thus, at most M tasks may compete for a given
GPU engine at a time. This allows us to replace all instances
of “(p — 1)” and “(pg — 1)” with “min(p — 1,M — 1)”
and “min(pg — 1, M — 1)”, respectively, where appropriate.
However, we observe that this optimization appears to be of
little importance since cases where tokens were managed by
the CK-OMLP performed so poorly in Sec. V (Obs. 5).

Token blocking under the RZDGLP. We now derive fine-
grain blocking bounds for GPU tokens under the R2DGLP.
Recall from Appendix B that K; denotes the maximum
token critical section length of 7;. A fine-grain value for
K; can be computed using the fine-grain blocking analysis
above for engine locks. Also recall that b5 denotes the time
a job of T; may be blocked while waiting for a GPU token.

Def. 28. Let |TG| denote the number of GPU-using tasks
managed by an instance of the RZDGLP.

Def. 29. Let N 79X denote the maximum number of token
critical sections that may block a given token request.

There are three modes of worst-case blocking under the
R?DGLP [19]:

1) If |T%| < pg. then token requests are trivially satis-
fied since there is always an available token for any
requesting task; N 76X = 0.

2) If pg < |TY| < ¢, then NTOX = L(!TG‘ —1)/pg].

3) If |T9] > ¢, then NT9X =271c/(pg)] — 1.

Given these task set-dependent values for N 7¢X | we can
compute b

Def. 30. Let STX £ wif(T;, RTX), denoting the sorted
set of interfering requests for GPU tokens, where N7 =
1 (that is, a token is requested at most once per job for all
tasks).

Def. 31. The total worst-case blocking experienced by job
T; ., while waiting for a GPU token is given by

b = > 1@, (14)

Qi Etop(NTCX | STCX)

where |Qy| is equal to K; of the task T that generated Q.

This concludes the fine-grain analysis for GPUSync.

[ Parameter | Description
N Scheduler overhead
A Context switch overhead
A7 CPMD cost
AP Inter-processor interrupt delay
A” Event latency
by Non-preemptive section length (CPU-side)
pother Total locking-protocol-related
¢ blocking and self-suspensions
" Total interrupt preemption cost
ulsk Utilization loss due to scheduler ticks
irg Utilization loss due to
Zléjﬁn U release timer interrupts of other tasks

Table IX: Overheads in preemption-centric accounting.

APPENDIX F.
OVERHEAD ACCOUNTING

We discuss the overhead accounting methodology we used
in our overhead-aware schedulability experiments presented
in Sec. V.

We follow the overhead accounting techniques for event-
driven schedulers as developed by Brandenburg in his PhD
dissertation—specifically, his “preemption-centric interrupt
accounting” method (see Sec. 3.4 of [12]). We do not fully
describe this overhead accounting method here. Instead, we
focus only on its general principles and final formulations,
as well as the enhancements necessary to account for GPU-
related overheads.

Preemption-centric accounting. The core principle of
overhead accounting is to determine a safe approximation
of additional execution time due to system overheads and
delays experienced by a task 7;. Generally, a task’s provi-
sioned execution time is inflated to account for additional
computations and its relative deadline and period are shrunk
to account for delays. After much derivation, Brandenburg
presents the following general equation for accounting for
system overheads and interrupts (page 262 of [12]):

, e; + 2. (Asch + Acxs) + Acpd

€ = —— + 2.+ AP (15)
L—uf* =30 ey’
Py =p; — AY
d = d; — A

b = b 4 max(0,b — AP

Table IX describes the meaning of relevant terms in these
equations. For simplicity, in our analysis, we assume no task
T; € T has a non-preemptive section on the CPU, so b} =
0.

Task utilization, for the purpose of schedulability tests for
implicit-deadline tasks, is computed as:

u; = (€5 + b;)/p;-



A. Overhead Accounting For GPUSync

We make the following enhancements to account for
GPU-related overheads. We first discuss accounting top-
half interrupt processing, and then discuss the inflation of
critical sections under GPUSync to account for locking-
protocol-related self-suspensions and bottom-half interrupt
processing.

Let us re-write Eq. (15) as

é\i =e + 9. (Axch 4 Acxx) + Acpd

~

€;

k irg
L—ug® =3y cjcn ¥y
We will incrementally inflate é; to account for various
GPUSync overheads. We use the super-script notation on
e; (and similar parameters) such that the super-script value
indicated within the [Eq. #] matches the equation label where

the inflated execution cost was defined.

GPU interrupts. We assume that GPU interrupts are
arbitrarily delivered to CPUs where tasks T; € T¢ may
execute—other CPUs are shielded from processing these
interrupts.

Def. 32. Let 7 denote the set of tasks that are scheduled
on the CPUs of the CPU-clusters that share a given GPU-
cluster. Also, let 7¢ £ TN T and T¢ £ TN TC.

T may be made up of tasks from different CPU clusters
when GPU clusters are shared among CPU clusters (i.e.,
(P,G, %), (P,C,%), (P,CP? %), and (C,G,*))). GPU in-
terrupts may delay any task 7; € 7 at any time.

!

+2.PC+ AP (16)

Def. 33. Let 7; denote the maximum number of times
T; € TC performs a GPU engine operation (e.g., executes
a kernel, performs a memory copy).

Under the following analysis, we assume that all GPU
using tasks are configured to suspend while waiting for GPU
operations to complete. Thus, each job of 7; causes at most
7; to be raised by a GPU.

GPUSync schedules bottom-halves in threads, one per
GPU. There need be only one thread since the GPU driver
serializes all bottom-half processing, per-GPU, using a sin-
gle Linux “tasklet” data structure.

Def. 34. Let y £ min(p, #engines per GPU) denote the
maximum number of simultaneous operations that may be
carried out by a single GPU.

Under GPUSync, the bottom-half thread is scheduled
with the maximum priority of any task suspended while
waiting for its GPU operation to complete that has also been
allocated the corresponding GPU.® Thus, the bottom-half
thread is scheduled with the maximum of y unique priorities.
Suppose the bottom-half thread is scheduled with the priority
of job T ,,. Because bottom-half processing is serialized, up

8We assume that under P2P migrations, the GPU performing the pull-
migration (i.e., migrating task’s allocated GPU), raises interrupts.

to y — 1 bottom-halves may proceed a ready bottom-half for
job T; ; up to y — 1 bottom-halves of other jobs may be
executed under the priority of 75 ,,.

We must inflate each engine request length of job T; ,,
accordingly. In addition to charging bottom-half processing
costs, there are also scheduling overheads to consider since
bottom-half processing is threaded.

Def. 35. Let @Zk‘ denote the inflated cost of the engine
operation Q; j of job T; ,,.

To account for bottom-half processing,

~ 17 . . i
‘Qk‘ L |Qk|+(y—1)-A}mt—i—Q(A‘uh—‘rA”X)-i—Alpl, (17)
where AP denotes the assumed overhead to execute a GPU
interrupt bottom-half.

~ (7
While ‘Qk ‘[ ! captures the inflated cost of processing an
engine request, additional overheads due to the locking pro-
tocol governing engine lock access must also be considered.
These overheads relate to waking up a previously blocked
thread waiting for lock access. Applying Eq. (7.7) from [12],

we further inflate ‘@k :

=+ Z(Asch +Acsx) 4 Aipi + Axci + Asco,

(18)
where A% and A% denote the overhead cost entering, and
returning from, a system call made to the operating system,
respectively. These overheads are required, since the locking
protocol is managed by the operating system.

In CUDA versions 4.2 and later, an proxy thread, one
per task, is responsible for relaying GPU operation com-
pletion messages (embodied by bottom-half completion).
This thread is only active as it relays the message, and
it sleeps otherwise. GPUSync schedules this proxy thread
with the current priority of the corresponding task 77, but
only while T} is suspend waiting for a GPU operation to
complete. We assume the execution cost of the proxy thread
is already captured by e;”". However, we must include thread
scheduling costs of the proxy thread:

’,\ [18] N ‘A

Qk’ = |Qk

‘[17]

‘ -~

o™

~ (18] .
‘ k‘ +2(ASC}1—|—ACSX)+AIPI. (19)

To incorporate overheads into blocking analysis, one
(9]
substitutes |Qy| for ‘Qk in Appendix E-Bl, E-B2,
and E-B3.
Blocking analysis characterizes how job T; , is affected
by job T7j,. We must also charge bottom-half processing

overheads to T; ,, itself. Hence,

B = Bt mi((y— 1) AW 2N+ AT + AP, (20)
€|121| _ %20] _’_7]i(2(Asch + A% 4 Aipi)7 (21)
%22] _ ggzl] +7h(2(Asch + AS) 4 Aipi)7 (22)




applying the steps used to derive Eqgs. (17), (18), and (19).
We assume overhead costs for A* and A*° are accounted
for by e™.

We have thus far accounted for overheads due to GPU
operations and engine locking. We must account for over-
heads due to token locking. We do so by applying Eq. (18)
to |Qk| in Eq. (14). Likewise, ¢; must be further inflated to

account for the locking protocol:
/e\£23] — %22] + 771’(2(ASCh + Acxx) + Aipi), (23)

We must now account for top-half interrupt processing
overheads. We compute the total number of top-half inter-
rupts each 7; € 7 may be affected (or “hit”) by as

Hi= Y n-fT,T)) (24)

T]‘ GT\{Tz}

We inflate task execution cost to place an upper bound
upon the burden of processing GPU interrupt top-halves:

/6\7[4-25] _ /6\5;22] _|_ Hz 3 At()p7 (25)

where AP denotes the assumed overhead to execute a GPU
interrupt top-half.

Schedulability. As we discussed in Appendix B, our
analysis is suspension-oblivious, where self-suspensions are
treated as execution time. Thus, we inflate €; to become

o = e min(] 20, 2).@6)

PRIt B Nat)

As we mentioned in Sec. II, a job may choose to spin or
suspend while waiting for a GPU operation to complete;
%26] holds in either case.

Applying the above overhead analysis to Eq. (16), we get:

e/. _ %26] 9. e + Aipi (27)
bl u - 2 1<j<n U;'rq .

e} above, along with b/ that incorporates inflated engine
and token request lengths, we can compute task utilization
accordingly for use in schedulability tests.

Fixed-point iterative schedulability tests must be used
since the overhead accounting methods presented here de-
pend upon job response time bounds. However, this bound is
likewise dependent upon the overheads under consideration.
Thus, schedulability tests must be iteratively performed until
tardiness bounds remain unchanged.




