
Improving, Expanding and Extending 3D Telepresence

Greg Welch, Henry Fuchs, Bruce Cairns, M.D.†,
Ketan Mayer-Patel, Diane H. Sonnenwald§,

Ruigang Yang‡, Andrei State, Herman Towles,
Adrian Ilie, Michael Noland, Vincent Noel, and Hua Yang

The University of North Carolina at Chapel Hill
The Department of Computer Science

Chapel Hill, NC 27599-3175
Email: {welch, fuchs, kmp, andrei, herman}@cs.unc.edu

† The University of North Carolina at Chapel Hill
Department of Surgery
Chapel Hill, NC 27599

Email: bruce cairns@med.unc.edu
§ The Swedish School of Library and Information Science
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Abstract

For over a decade we have been pursuing a vision of three-
dimensional (3D) telepresence. Our primary driving prob-
lem is 3D medical consultation. Our basic goal is to en-
hance and expand medical diagnosis and treatment for life-
critical trauma scenarios by providing an advising health
care provider and a distant medical advisee a “live” high-
fidelity sense of 3D presence with each other.

Here we provide some background on our current capabil-
ities, and describe plans and some strategies to improve the
3D resolution and quality, to increase the working volume,
and to extend the user paradigms for 3D telepresence.
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Figure 1: Conceptual sketches of some three-dimensional
(3D) medical telepresence paradigms. Left: a portable
multi-camera unit. Center: hospital-based 3D viewing.
Right: mobile 3D viewing. (Sketches by Andrei State.)

1. Introduction

Medical trauma is frequently referred to as the “hidden
epidemic of modern society .” It is responsible for more
lost productive years than heart disease, cancer, and stroke
combined [9, 4]. Because trauma can occur at anywhere
and any time, and early, appropriate intervention saves
lives, trauma management has long been proposed as an
ideal telemedicine application [13]. While there have been
reports of success in limited trials using 2D video telecon-
ferencing [12], issues such as viewpoint control and depth
perception continue to limit the application and acceptance
of the currently available systems [18, 19, 20, 17]. Tachakra
reports in [16] that the “impaired depth perception (with
2D conferencing) is a significant problem in telemedicine.”
3D telepresence [15] has been described as the “ultimate
development in telemedicine” but a concept that “remains
in its developmental infancy” [13].

Our vision of 3D medical consultation has a correspond-
ing overriding technology goal: we want to create a phys-
ically natural and intuitive visual and aural sense of pres-
ence in a remote place, while minimizing a participant’s
awareness of the technology-related external factors—they
should be able to ignore the technology and concentrate on
the medical task. Ideally we want an advisor and remote
advisee to feel as if they are standing or kneeling next to
each other. We want them to see and hear each other al-
most as if they were together, to see the same things on
and around the patient, and to be able to naturally point
and gesture with their hands.



Figure 2: The current 3DMC prototype. Left: a camera-lighting array with eight Firewire cameras and high-frequency
area lights. Right: co-author Andrei State uses the transportable rack with five high-performance servers and a head-
tracking interface to view live 3D imagery from the eight cameras.

Figure 3: An overall prototype system diagram. The equipment to the left of the “Multi-dimensional Network Adap-
tation” boundary (middle) would reside with the patient and advisee. This includes most of the equipment shown in
Figure 2. The portion to the right would reside near or with the remote consultant. This includes the display and head
tracking shown on the right in Figure 2. Note that the Multi-dimensional Network Adaptation (shown in the middle)
has not yet been integrated into the prototype.

We are a little more than mid-way through a three-
year United States National Library of Medicine funded
effort aimed at “3D Telepresence for Medical Consultation”
(3DMC). Our research is focused on the key technological
barriers to 3D telepresence including real-time acquisition,
networking, tracking, and displays, and undertaking a par-
allel systems integration effort to focus our research and
development aimed at various usage scenarios.

In the following sections we provide background on our
current capabilities, and describe plans and some strategies
to tackle the next technological barriers to improving the
3D resolution and quality, increasing the working volume,
and extending the user paradigms for 3D telepresence.

2. Current Prototype and Methods

Our current 3DMC prototype consists of a camera-lighting
array, a transportable compute/rendering cluster, and a
head-tracked display. See Figures 2 and 3. The camera-
lighting array (left in Figures 2 and 3) consists of eight
640 × 480 resolution digital (IEEE 1394a) color cameras
from Point Grey Research [1]. The cameras are currently
mounted in two horizontal rows of four on a portable stand
that can be positioned next to a patient. The cameras are
positioned so their visual fields overlap the same region of
interest on the patient. Mounted around the cameras are
multiple high-frequency fluorescent fixtures.



The compute/rendering cluster (right in Figure 2,
middle-left in Figure 3) consists of five dual-processor PCs
mounted in a transportable, shock-resistent rack case. Four
PCs function as camera servers, JPEG compressing the raw
Bayer pattern images and forwarding the compressed video
streams via dedicated gigabit Ethernet to the 5th PC. The
5th PC then decompresses the video streams, loading the
color images into texture memory of the graphics card for
view-dependent 3D reconstruction as described next.

2.1. 3D Telepresence

To achieve a visual sense of 3D telepresence we use a novel
approach called View-dependent Pixel Coloring (VDPC)
[22]. VDPC is a hybrid image-based and geometric ap-
proach that estimates the most likely color for every pixel
of an image that would be seen from some desired view-
point, while simultaneously estimating a 3D model of the
scene. By taking into account object occlusions, surface
geometry and materials, and lighting effects, VDPC can
produce results where other methods fail—in the presence
of textureless regions and specular highlights—conditions
that are common in medical scenes.

We use the graphics hardware on the 5th PC (see above)
to perform the 3D reconstruction very quickly as the images
arrive from the camera server PCs [23]. The basic idea is
to use the graphics hardware to rapidly render the camera
images onto a series of virtual (computer graphics) planes
swept through the scene, searching in parallel for the best
color matches (least variance) at a dense set of points on
the planes. The result is a relatively dense depth map that
we can then render, again using the graphics hardware.

In some early experiments we constructed a one-meter-
cubed rig with eight downward looking cameras. Figure 4
shows a sequence of images reconstructed from a recording
of Dr. Bruce Cairns, M.D. performing a mock surgical pro-
cedure on a physical patient model. Those views (images)
were reconstructed off line after the procedure. Figure 5
shows some results from our current prototype (Figure 2).
Those views were reconstructed on line, in real time.

2.2. Displays

When a medical advisor is on duty in a hospital, it is rea-
sonable to expect that they might have access to facili-
ties for stereoscopic, head-tracked viewing of dynamic 3D
reconstructions of the remote patient and advisee. Our
current prototype addresses this scenario with a high-
resolution LCD panel and an Origin Instruments opto-
electronic tracker with software for head-tracked visualiza-
tion. As shown on the right in Figure 2, the user wears
a head band with three infrared LEDs that are tracked
in real time by a small sensor unit. From this we com-
pute the location of the user’s dominant eye and render the
reconstructed imagery from that point of view, providing
natural monoscopic head-motion parallax. We plan to add
time-multiplexed (shuttered) stereo visualization soon, and
have even been investigating autostereoscopic displays.

Tracked PDA Viewing. We also want to provide the
best possible 3D experience when the medical advisor is
away from the hospital. For a remote display we are look-
ing at personal digital assistants (PDAs). Our goal is to
develop or adapt tracking technology and user interface
paradigms that will allow a remote medical advisor to use

a PDA as a “magic lens” for interactively looking at the
remote scene from different perspectives [5, 6, 10, 11].

We are currently investigating a two-handed patient
“prop” paradigm [7]. The basic idea is that the advisor
would have a physical prop that serves as a surrogate for the
patient, and a PDA that is tracked relative to the prop. For
example, the PDA cover could serve as the prop. The advi-
sor would then hold the prop in one hand and the PDA in
the other, moving them around with respect to each other
as needed to obtain the desired view. Figure 6 shows two
different prototypes.

From a user interface perspective, this is not a new idea.
Hinckley, et al. experimented with using a dolls head or
rubber ball and various tools as ‘props’ for neurosurgeons
visualizing patient data [7]. While each object was tracked
relative to the world, the interaction was handled with re-
spect to the individual objects. Hinckley found that users
could easily position their hands relative to one another
quickly—a task we all do frequently.

For our specific application the prop paradigm provides
the user with an instant visual target to aim their “magic
lens” at. The approach also affords new ways of look-
ing at the data. For example, an advisor can rotate the
prop to quickly get a different view, rather than spending
time and energy walking around to the other side. As a
bonus, tracking a PDA relative to another object is a much
more tractable problem than tracking a PDA relative to the
world in general, opening up a number of potential tracking
solutions that were otherwise not feasible.

3. Challenges and Future Plans

At the end of our current project funding (see Section 1) we
will still be far from our long-term vision, however we will
have completed the first stages of fundamental research and
prototype development and will have the results of a formal
set of experiments comparing 2D televideo with 3D telep-
resence. We are encouraged by our results so far, and are
ready to push the work forward into new areas related to
higher-fidelity 3D reconstruction and display, larger-scale
prototypes, full-duplex telepresence, new and improved ad-
visor/advisee interfaces, and new usage paradigms. We dis-
cuss some of the issues and plans here.

3.1. Improving 3D Telepresence

Any approaches we develop for dynamic 3D scene recon-
struction will be based on image features seen in 2D im-
agery from cameras mounted in the room, near the patient
(on a stand or the surgical lamp), or even on the surgeon.
The success of any such approaches fundamentally depends
on the visibility and quality of the observed features. No
algorithm can succeed with cameras that are blocked by
instruments or moving humans, or features that are indis-
cernible, much less absent.

While we have many concrete research plans for such
things as heterogeneous active camera networks and static
pre-operative laser scanning, there are two particular ar-
eas of research that we believe offer the greatest hope for
addressing feature visibility and quality: Imperceptible Ac-
tive Reconstruction and Optimal Camera Placement. We
describe them briefly here.



Figure 4: Novel view images from an early mock surgical procedure on a training torso. Each image is from a different
time during the session, and a completely novel viewpoint (none the same as the cameras).

Figure 5: A more recent sequence of novel view images reconstructed using the system shown in Figure 2. We set a box
of Girl Scout cookies on top of the training torso to provide more obvious scene geometry. As in Figure 4, each image is
from a different point in time and a completely novel viewpoint.

Imperceptible Active Reconstruction. The first area
of work involves active control of room lights, and some-
thing we call imperceptible structured light (ISL). The basic
idea is to embed carefully chosen texture patterns in digital
projector imagery in a way that renders the patterns invis-
ible to human viewers. We intend to use digital projectors
as “smart surgical lights” that illuminate the patient and
the room with what appears to be white light, but in fact
contains imperceptible patterns. Injecting such ISL pat-
terns into a scene will improve feature quality, significantly
improving the quality and robustness of 3D reconstruction
results. The greatest new challenge in this area is to de-
velop methods that allow multiple ISL projectors to project
into the same space, without interfering with each other.

Optimal Camera Placement. To address the visibility
problems we plan to mount cameras in the room, on equip-
ment (where possible, e.g., surgical lamps), and even on the
surgeon’s head. However attempting to put cameras “ev-
erywhere” would be impractical if not impossible. To help

with this problem we are developing new simulation and vi-
sualization tools to help us evaluate candidate designs, e.g.,
camera quantity and arrangement, resolution and feature
signal strength, coverage, and occlusions. Specifically we
are developing a software tool that will allow a designer to
interactively change camera (and projector) configurations
and parameters, while visualizing the expected steady-state
3D uncertainty throughout the acquisition space [3]. Like
fluid or air flow visualization, the idea is to allow the de-
signer to see the “flow” of sensor information throughout
the space, looking for hot and cold spots, etc.

In addition we have been working on a geometric simula-
tor designed to help us plan camera positions and orienta-
tions in a scene where we want to perform 3D reconstruc-
tion [14]. This tool is geometric in that it only takes into
account a camera’s field of visibility, resolution, and oc-
clusions, as opposed to the stochastic tool described above
and in [3], which also takes into account the expected scene
dynamics, the camera frame rate, measurement noise, etc.



Figure 6: Left: Our first tracked PDA prototype used a HiBall-3000 TM tracking system [2], with sensors mounted on
the PDA (Toshiba e800, left hand) and the surrogate (right hand). Right: Our current prototype uses a PointGrey
DragonFly camera [1] mounted on the PDA (left hand). The prop (right hand) has a printed image of our training torso
on it, along with a grayscale pattern. We use the ARToolkit [8] to track the surrogate with respect to the PDA (camera).

3.2. Expanding 3D Telepresence

Our results thus far have been limited to a cubic volume
approximately 40 centimeters on a side with a volumetric
resolution of approximately three 3D points per centime-
ter. We can display these (small-scale) results in an im-
mersive Virtual Reality display system or on the web as
stereo movies or dynamic 3D models.

Expanding the working volume presents monumental
challenges in terms of 2D video acquisition, semi/fully-
automated dynamic 3D scene reconstruction, and presen-
tation. For example, with respect to acquisition and 3D
reconstruction we aim to scale up the working volume while
simultaneously improving the resolution and achieving suf-
ficient accuracy and visibility. Doubling the spatial resolu-
tion and increasing the acquisition volume to even just two
meters on a side (eight cubic meters) would result in an ap-
proximately 500-fold increase in the number of 3D points to
be estimated. Achieving one millimeter spatial resolution
over a typical hospital room would result in an approxi-
mately 20,000-fold increase in the number of 3D points.
Furthermore the 3D points would have to be estimated 15–
30 times per second for dynamic scenes.

The following are three example areas of research that
we are working on aimed at expanding the effective working
volume: Model-Based Reconstruction and Tracking, Differ-
ential Camera Setups, and Immersive 2D Panoramas.

Model-Based Reconstruction and Tracking. While
the dense dynamic depth information provided by VDPC
is valuable, it is noisy, and as we scale up the number of
cameras and the working volume, it will result in massive
amounts of data with needs for massive bandwidth. To
address these and other issues, we are also investigating
methods for model-based reconstruction and tracking of ob-
jects in a scene, and continual refinement of their mod-

els. The idea is that if one has a model of a scene object
(e.g., polygonal or analytical) then instead of repeatedly
performing dense depth maps corresponding to the object,
one could simply track the object’s dynamic pose (position
and orientation). This offers the possibility of dramati-
cally reducing the real-time bandwidth needs, and of of-
fering higher-quality results from filtering and refinement.
We have only been able to touch on this approach with our
current funding, but believe that it could hold the key to
high fidelity and low bandwidth 3D telepresence.

Differential Camera Setups. While we remain inter-
ested in synthesizing novel views from cameras in general
position, we are also exploring the possibility of using cam-
eras that are geometrically configured to support direct
measures of the derivatives (rates of change) of image in-
tensities or feature positions in a small neighborhood, with
respect to object pose (position and orientation). This cam-
era setup could be used to produce image feature Jaco-
bian measurements that are used in a recursive predictor-
corrector approach to object tracking, and perhaps to esti-
mate object pose changes which could then be integrated
to estimate the pose.

Immersive 2D Panoramas. With funding from the
United States Department of Energy we have achieved en-
couraging preliminary results for a method we call “2D
Group Telepresence.” Our methods, which were targeted
at DOE’s tele-collaboration needs, allow for relatively high-
fidelity and wide-area viewing of a remote scene with lim-
ited depth complexity. We believe we can extend this ap-
proach to increase the allowable depth complexity, and to
support outward looking cylindrical or spherical panoramas
to provide an advisor with better situational awareness.



3.3. Extending 3D Telepresence

Our current prototype operates only in a setting where the
acquisition and display are co-located, it operates only in
one direction (half-duplex), offers limited user interfaces,
and our work has been primarily focused on medical or
surgical telepresence. However we interested in extending
the reach, the functionality, and the applications. Here
we discuss Operating Over Conventional Networks, Full-
Duplex 3D Telepresence, New Advisor/Advisee Interfaces,
and New Usage Paradigms.

Operating Over Conventional Networks. Our cur-
rent prototype operates using a dedicated (completely iso-
lated) gigabit ethernet network to communicate between
the processors shown to the right in Figure 2 and the
middle-left in Figure 3. To extend the system over longer
distances we want to be able operate over conventional net-
works, ranging from the Internet, to cellular networks, to
local-area wireless networks. To do so however our system
needs to be able to adapt to variations in bandwidth and
latency throughout the network.

In [21] we describe a new adaption framework that at-
tempts to carefully manage the network resources to ensure
that at all times we transmit the data (images or 3D) that
is most useful to the overall application and the goals of
the user at any moment. The use of this Multi-dimensional
Network Adaptation framework is indicated in the middle
of Figure 3. This framework is not currently integrated into
our prototype, however we are planning complete integra-
tion (as indicated in Figure 3) within a year.

Full-Duplex 3D Telepresence. By the end of our cur-
rent funding we expect some success in giving an advisor
a sense of presence with a small portion of a remote ad-
visee’s working area. But an equally critical component of
the collaboration is the advisee’s sense of presence with the
advisor. We believe that giving the advisee some sense that
the advisor is standing by their side, and can see what they
see, is crucial in terms of technology acceptance, advisee
trust in the system, and the overall effectiveness.

With current funding we have been able to achieve mod-
est success in one direction (“half-duplex” telepresence),
and believe we will be ready to tackle bi-directional or “full
duplex” telepresence in a follow-on effort. We believe that
achieving this will be more difficult than simply replicat-
ing the results of our preliminary work, in particular for an
advisee in a portable scenario.

For example, should we attempt to give the remote ad-
visee a 2D or a 3D version of the advisor? Do they need
a stereo and/or head-tracked display? Is audio alone suffi-
cient in some cases? Ideally the advisee would see a repre-
sentation of the advisor in the local scene with them. The
advisor should appear to look at the advisee and the patient
when the advisor is actually doing so, and if the advisor
points with a finger or a virtual laser pointer the advisee
should see the finger/laser at the appropriate place in the
scene. While this could be accomplished with an advisee-
worn head-mounted display, this would both encumber the
advisee more and require more infrastructure. Instead one
might have a stand-alone display, and/or even project im-
agery (or laser pointer light) directly onto the patient. The
best approach for a particular scenario will involve tradeoffs
between infrastructure (bandwidth, tracking, etc.), advisee
encumbrances, and corresponding added value.

New Advisor/Advisee Interfaces. Our current work
in scene reconstruction typically involves using a collection
of cameras and lights (see Figure 2). We are also working
on integrating digital projectors and imperceptible struc-
tured light techniques as described above. Our long-term
goal however is not a disjoint collection of devices, but
small atomic units with tightly integrated cameras, pro-
jectors, and digital lighting. These Image-Based Input-
Output (IBIO) devices might look simply like portable or
permanent surgical lamps. However in addition to provid-
ing general task lighting they would support projection of
arbitrary graphics (pointers or advisor’s hands) onto the
“illuminated” surfaces, while simultaneously capturing and
reconstructing the areas in 3D. We envision a day when
IBIO devices are standard-issue for EMTs (police officers,
etc.), and deployed throughout medical facilities, for use in
both consultation and training paradigms.

Currently we can display dynamic 3D reconstructions
for a single advisor with stereo and head-tracked imagery,
using either a head-mounted display or digital projectors.
While the techniques for doing so are well known, what is
less obvious is how to provide the same for a two or three
(or more) person team of advisors such as a trauma team
assessing a remote patient (stationary or in transit). While
auto-stereoscopic displays offer many advantages, they are
typically small and designed for inward “fish tank” viewing.
We are eager to explore panoramic projector-based systems
with passive head tracking designed to reduce the number
of viewing rays that need to be computed and/or projected
at any moment.

New Usage Paradigms. We believe that there are
other paradigms where the technology described here could
prove useful for training or analysis. In particular we are
interested in real-time multicasting and remote observation
of medical procedures for training purposes, and TiVo-like
recording of advisor and advisee 3D scene reconstructions,
audio, and vital signs for off-line analysis and training.

Beyond medicine we are interested applications related
to scientific collaboration—e.g., telepresence to support and
record (in 3D)distributed scientific experiments, and ap-
plications related to assisting the elderly—e.g., communi-
cation with family members, and continuous unobtrusive
monitoring of mobility.
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