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ABSTRACT

Charles Auston Baker Sterling: Audio-Material Modeling and Reconstruction for Multimodal Interaction
(Under the direction of Ming C. Lin)

Interactive virtual environments enable the creation of training simulations, games, and social applications.

These virtual environments can create a sense of presence in the environment: a sensation that its user is truly

in another location. To maintain presence, interactions with virtual objects should engage multiple senses.

Furthermore, multisensory input should be consistent, e.g., a virtual bowl that visually appears plastic should

also sound like plastic when dropped on the floor.

In this dissertation, I propose methods to improve the perceptual realism of virtual object impact sounds

and ensure consistency between those sounds and the input from other senses. Recreating the impact sound of

a real-world object requires an accurate estimate of that object’s material parameters. The material parameters

that affect impact sound—collectively forming the audio-material—include the material damping parameters

for a damping model. I propose and evaluate damping models and use them to estimate material damping

parameters for real-world objects. I also consider how interaction with virtual objects can be made more

consistent between the senses of sight, hearing, and touch.

First, I present a method for modeling the damping behavior of impact sounds, using generalized

proportional damping to both estimate more expressive material damping parameters from recorded impact

sounds and perform impact sound synthesis. Next, I present a method for estimating material damping

parameters in the presence of confounding factors and with no knowledge of the object’s shape. To accomplish

this, a probabilistic damping model captures various external effects to produce robust damping parameter

estimates. Next, I present a method for consistent multimodal interaction with textured surfaces. Texture

maps serve as a single unified representation of mesoscopic detail for the purposes of visual rendering, sound

synthesis, and rigid-body simulation. Finally, I present a method for geometry and material classification

using multimodal audio-visual input. Using this method, a real-world scene can be scanned and virtually

reconstructed while accurately modeling both the visual appearances and audio-material parameters of each

object.
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CHAPTER 1: INTRODUCTION

1.1 Introduction

Virtual environments have found applications for different user interaction scenarios. Interactive training

simulations let users practice high-risk tasks, such as performing surgery or piloting an airplane, with low

risk. Immersive story-driven video games let users interact with another environment or involve themselves

in an engaging narrative. Emerging social applications let multiple users from around the world unite in one

virtual location and feel as though they are in the same space.

In all three scenarios, users should be able to forget their presence in the real world and temporarily

experience a sense of presence in the virtual environment (Lombard and Jones, 2015; Lee, 2006). If users

are reminded that the virtual environment is fake, they experience a break in presence, which reduces the

emotional weight of the virtual environment and makes it less effective at its intended goal. Thus, avoiding

these breaks in presence can improve the quality of users’ experiences. Training simulations feel more lifelike,

video games convey more powerful emotions, and social interactions with other users flow more naturally.

Virtual environments most commonly recreate input to the senses of sight and hearing. The visual

appearances and audio of the real world are relatively easily replaceable with those of a virtual world. A virtual

Figure 1.1: A virtual environment with interactive objects of different shapes and materials. The objects in
these scenes should produce realistic impact sounds consistent with their visual appearances.
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reality (VR) headset such as the Oculus Rift or the HTC Vive replaces the visual input, while headphones

(sometimes built into the VR headset) replace the audio input. Examples of VR-enabled environments are

shown in Figure 1.1. Humans also rely heavily on the sense of touch, but virtual environments are limited by

current hardware, which cannot effectively recreate complete input for the sense of touch.

Undesirable breaks in presence have many causes; a common cause is violation of a user’s expectations

about their interactions. Each sense creates expectations for the other senses; sensory conflict occurs when

senses provide conflicting expectations that violate one another. For example, if a table looks like wood when

visually inspected, but sounds like ringing metal when struck, the user’s expectations have been violated and

a break in presence is likely. For another example, a rough surface will visually have a diffuse scattering

of light instead of a sharp reflection, and if the user feels that surface with a stylus, the roughness they feel

should match the roughness they see.

Maintaining users’ expectations about their interactions does not require perfectly realistic virtual

environments. Some studies have found that visual rendering quality has little effect on presence (Zimmons

and Panter, 2003) (though this is still an open area of research (Slater et al., 2009)), and other studies have

found that virtual environments with deliberately low-fidelity visuals still evoke strong desired emotional

responses (Slater et al., 2006b,a). As long as the user can establish consistent expectations about the

environment, sensory conflict can be avoided, regardless of the objective real-world accuracy of the recreations.

Consistent sensory expectations cause the sensation of perceptual realism, protecting a user’s sense of presence

from sensory conflict.

A common source of sensory conflict is interaction with objects. Objects, such as furniture, tableware,

and musical instruments, are common in real and virtual environments, and interaction with objects involves

multiple senses. As objects are moved or struck, we expect them to produce impact sounds. To create realistic

impact sounds, my work uses modal sound synthesis, a physically-based method which models vibrations in

struck objects (O’Brien et al., 2002). When using physically-based methods for sound synthesis, perceptual

realism depends on an object’s material parameters. The material parameters affecting impact sounds can be

collectively referred to as the audio-material, in contrast with parameters affecting the visual appearance or

haptic texture of the surface. Since users have expectations about how virtual objects should sound from their

other senses (Fujisaki et al., 2014), it is important to use accurate material parameters.

The audio-material of a struck object affects the impact sound’s rate of decay, e.g., a plastic object

has a short-lasting sound while a metal object has a long-lasting sound. Different materials cause different

2



Figure 1.2: Images of objects and their virtual reconstructions. The top row shows pictures of the real objects,
while the bottom row shows manually-constructed meshes and textures modeling the objects. We seek to
create realistic multimodal interactions with these objects.

amounts of damping, producing different decay rates. Damping models are a common approximation that

simplify computations by modeling the damping as a function of an object’s mass and stiffness. When

performing modal sound synthesis, selecting realistic damping rates is important for recreating the sound of

the appropriate material.

In order to interact with virtual objects, they must first be created by defining properties such as its

shape and material parameters. A common way of creating virtual environments and objects is modeling

existing real-world objects. Figure 1.2 shows examples of real-world objects that have been modeled by

hand, though this process can be automated to a limited degree. The shape of an object can be acquired

through a 3D scan, and the object’s material parameters can be acquired through vision or its impact sounds.

The acquired properties can be used to virtualize the original object, reconstructing a digital version of the

object for interaction in virtual environments. However, few methods have attempted to combine these two

input modalities (vision and impact sounds) in a single coupled process. An object reconstruction method

that ensures consistency between input modalities could better recreate virtual objects with minimal sensory

conflict.

In this dissertation, I propose methods for multimodal interaction and object reconstruction. These

methods are evaluated through comparisons to ground truth and perceptual experiments. Comparisons to

ground truth analyze the difference between my results, prior results, and a referenced ground truth. Perceptual

experiments consist of user studies to analyze perception of objects and sounds, and are frequently used in

my work due to the emphasis on ensuring perceptual realism. In some user studies, subjects report their

opinions on the realism, effectiveness, or similarity of real or synthetic virtual objects. In other user studies,

subjects must complete tasks using either my methods or those from previous work. User studies directly

3



evaluate the methods with respect to user expectations, providing insight into the methods’ performance in an

immersive setting.

1.1.1 Thesis Statement

“Interaction with objects in virtual environments can be made more perceptually realistic by using

expressive object material models that account for real-world phenomena and by reducing multimodal

sensory conflict.”

In this dissertation, I describe research that improves interaction with virtual objects by improving

material modeling and object virtualization. The contributions proposed by myself and my collaborators

include:

Damping Modeling for Modal Sound Synthesis: We propose a novel method for deriving new material

damping models which are able to express a wider range of damping behaviors than the traditional Rayleigh

damping model. We extend modal sound synthesis to support these new models, We also propose a method

for material parameter estimation that uses a single impact sound to accurately estimate damping parameters

for any damping model. Perceptual evaluation demonstrates that no single existing damping model best

represents the damping behavior of every material, and thus multiple damping models should be considered.

Robust Material Parameter Estimation: We propose a novel method for estimating material damping

parameters from recorded impact sounds. We model the observed damping values in recorded sounds with

a probabilistic model, which expressly models multiple external factors affecting estimation of material

damping. This method requires no information about the shape of the object or the locations of the impacts,

and reduces the effect of external factors to produce more accurate estimates of the material damping

parameters in suboptimal recording environments. Perceptual evaluation shows that sounds synthesized using

our estimated material parameters are comparable in realism to those of previous work and human-tuned

sounds. Given that our method places fewer requirements on the inputs, our method significantly reduces

manual effort needed to obtain high-quality results.

Multimodal Surface Interaction: We propose a method for using a single texture map as a unified

representation of detail for visual rendering, audio rendering, tactile rendering, and physical simulation. Our

method runs in real time and allows for multimodal interaction with textured surfaces, while the unified

representation ensures consistency between senses. In task-based user evaluation, our method improves
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results over alternative, conflicting representations of detail. In a comparison study, we identify situations

where each of our two texture representations are most effective.

Multimodal Object Classification We propose a method for estimating both an object’s material and

geometry leveraging both audio and visual input. The method takes as input an impact sound and (optionally)

a voxelized estimate of the object’s shape. We perform quantitative evaluation on datasets in which the output

is a geometry class (such as “chair” or “dresser”), and on datasets in which the output is a specific geometric

model (a retrieval task). Our method results in state-of-the-art accuracy for these sets of inputs, while proving

competitive against methods using different sets of inputs.

1.2 Main Contributions

In this section, I discuss my primary areas of research.

1.2.1 Interactive Modal Sound Synthesis Using Generalized Proportional Damping

In order to create higher quality modal sound, this research aims to improve modeling of material

damping. We (myself and Ming C. Lin) more accurately capture real-word damping behavior by considering

more expressive damping models. We apply these expressive models to modal sound synthesis to better

recreate the sounds of real-world materials.

Material damping is a complex phenomenon, and is difficult to accurately model. For example, the

presence of damping may give rise to complex modes of vibration, which are more difficult to model than

normal modes (Caughey and O’Kelly, 1965). In practice, approximations are used to produce computationally

simpler models using only normal modes. The most common approximation is to assume all damping is

viscous and that the decay rate of a material is a linear combination of its density and stiffness. This model

is referred to as Rayleigh (or linearly proportional) damping, and produces only normal modes. It is the

de-facto damping model for modal sound synthesis, but has always been understood to be an approximation

for convenience.

Other damping models are common in material and structural analysis, but have not been thoroughly

examined for interactive sound synthesis. Caughey damping is a polynomial extension of the linear Rayleigh

damping model (Caughey, 1960; Caughey and O’Kelly, 1965). Generalized proportional damping (GPD)

is the most general damping model to date that limits vibrations to normal modes (Adhikari, 2006). These
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Figure 1.3: A scenario with dominoes made of different materials. Each material uses a set of material
parameters estimated from recorded impact sounds, including parameters for a damping model.

alternative damping models may be able to improve sound quality by providing a better fit to observed

real-world damping.

We propose a method that employs Generalized Proportional Damping to create alternative damping

models for sound synthesis and we propose specific damping models within the larger space of GPD functions.

These damping models are more expressive, enabling them to model damping behavior that would be coarsely

approximated by the Rayleigh damping model. We also propose a method for estimating the damping

parameters of a real-world object using a recorded impact sound as input. This parameter estimation method

works for any arbitrary damping model, producing estimates of the parameters specific to that model. We

also conduct a user study to evaluate the perceptual differences between multiple damping models. Figure 1.3

shows one scenario with objects creating sound based on materials estimated from recorded impact sounds.

More results can be found in Chapter 3 and online: http://gamma.cs.unc.edu/gpdsynth/.

1.2.2 Audio-Material Reconstruction for Virtualized Reality using a Probabilistic Damping Mode

Recorded impact sounds can be used to estimate damping parameters, but resulting parameters may

be inaccurate if the sounds are recorded in noisy and uncontrolled recording environments. This research

explores a novel probabilistic damping model for estimating material damping parameters while reducing the
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Figure 1.4: A small porcelain plate (left) and a small travertine tile (right) being struck to produce impact
sounds. Both objects are supported by a gripping hand. Methods for material damping parameter estimation
should be robust to these external damping factors.

confounding effect of the recording environment. My collaborators on this research are Nicholas Rewkowski,

Roberta L. Klatzky, and Ming C. Lin.

While recent methods have been able to estimate material damping parameters (Ren et al., 2013b), they

assume all observed decay in amplitude is due to material damping and not any other source. However,

multiple external factors produce effects similar to material damping, causing error in material damping

estimates.

One external factor is support damping. In the real world, an object struck for recording must be

supported in some way, e.g., held by hand or left to rest on another surface. The interface between the object

and its support introduces additional damping, as energy is transferred from the vibrating object to the support.

Figure 1.4 shows multiple objects supported by a hand while being struck, altering the produced sound.

Figure 4.4 provides a more in-depth example: depending on how the bowl is held, it produces dramatically

different sound.

Other external factors include complex modes of vibration, room acoustics, and error in the feature

extraction step. Complex modes of vibration are not captured by standard damping models, which only

model normal modes of vibration. Room acoustics—reflections off walls—extend the length of sounds when

recording is performed in an enclosed room. Feature extraction steps are common in most damping parameter

estimation methods, but even with clean input these steps often introduce their own error.
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In realistic, uncontrolled environments with significant effect from external factors, the parameters

estimated by current methods are not truly material parameters. Instead, they are parameters modeling both

the material and the environment used for the recording and thus do not generalize to arbitrary environments.

We propose a practical and efficient method to estimate material damping parameters from recorded

impact sounds, while accounting for the external factors present in the recording environment. We explicitly

model the external factors using a probabilistic damping model. For a given frequency of vibration and

parameters describing the recording environment, this model provides a probability distribution of possible

observable damping values. Using multiple impact sounds as input, the probabilistic damping model can be

optimized to fit the sounds, providing an estimate of the material damping parameters separately from the

external factors. The optimized damping parameters can be those of any real-valued damping model, and we

propose one additional hybrid model combining Rayleigh and power law damping.
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Figure 1.5: Parameter estimation on sound features. Each feature is one extracted mode of vibration,
consisting of an eigenvalue λi (approximately the square of its frequency) and its corresponding damping
coefficient di. Estimated Rayleigh damping curves are plotted, with the variation from the curve caused by
external factors. Our method is labeled MLE, and provides the ideal fit to the lower bound of the sound
features

Our method is more applicable to real-world recordings taken in less controlled environments. The

method is fast, requires no prior knowledge about the recorded object, and can use multiple recordings to

improve accuracy. Figure 1.5 shows a visual representation of the material damping models as estimated

from the real-world sound features shown as points. In the absence of external damping factors, all of these

8



Figure 1.6: A selection of applications based on our method for multimodal interaction: a virtual environment
with a normal mapped surface (left) and a pinball game created through a normal mapped surface (right). In
both environments, the texture map informs all interaction modalities.

points would fall along one line representing the damping from the material alone. However, external factors

cause the points to vary, throwing off a more traditional least squares (LSQ) approach while our method

(MLE) provides a better fit. In perceptual evaluation, subjects found that sounds synthesized using parameters

estimated with our method were comparable in quality to those of previous work and human hand-tuned

parameters. Therefore, our method requires significantly less manual effort to produce high quality results.

More results are available in Chapter 4 and online: http://gamma.cs.unc.edu/ProbDampModel/.

1.2.3 Integrated Multimodal Interaction Using Texture Representations

There have been a few efforts to unify interaction in virtual environments across senses (see Section 2.2).

However, they do not clearly consider sensory conflict, nor have any brought together all of visual rendering,

haptic rendering, sound rendering, and physical simulation. Sensory conflict is particularly important when

considering textured objects, which are often modeled through approximations. In this line of research, we

(myself and Ming C. Lin) use texture representations of detail—normal and relief maps—as a unified source

of information for all interaction modalities.

Interaction with textured surfaces via haptic rendering, sound rendering, and rigid-body simulation have

each been independently explored (Otaduy et al., 2004; Ren et al., 2010), but have not been integrated together

consistently. For example, a previous method for sound rendering of contacts with textured surfaces (Ren

et al., 2010) displays a pen sliding smoothly across highly bumpy surfaces. While the generated sound from

this interaction is dynamic and realistic, the smooth visual movement of the pen does not match the texture
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implied by the sound. In order to minimize sensory conflict, it is critical to present a unified and seamlessly

integrated multimodal display to users, ensuring rendering is consistent across the senses of sight, hearing,

and touch.

In the real world, objects behave differently when bouncing, sliding, or rolling on bumpy or rough

surfaces than they do on flat surfaces. In a virtual environment, a bumpy or rough surface can be represented

by its visual texture equivalent mapped to a flat surface. While the surface would appear visually complex,

the underlying flat surface would cause simple physical behavior, causing sensory conflict and breaking the

sense of presence. In order to model such physical behavior, a physics simulator would require a fine triangle

mesh with sufficient surface detail, but in most cases a sufficiently fine mesh is unavailable or would require

prohibitive amounts of memory. Since texture maps contain information about the fine detail of a mapped

surface, it is possible to use that information to recreate the physical behavior of the fine triangle mesh.

To accomplish this, we propose a new method for simulation of physical behaviors for rigid objects

textured with normal maps. We also propose methods for seamlessly integrated multimodal interaction using

normal and relief maps. By using a single representation of surface detail across all interaction modalities, we

reduce sensory conflict for users. See Figure 1.6 for examples of interaction with textured surfaces. With our

method, a virtual pen is controlled through a haptic device, allowing a user to interact with the environment

while feeling forces in response. A simulated ball rolls on the surface, its motions affected by both the surface

texture and the pen. Contacts between the pen, ball, and surface create physically-based sound, bringing

together sight, hearing, touch, and physical simulation.

We evaluate our methods through texture identification and representation comparison user studies. In

the texture identification study, subjects were asked to identify the surface displayed to them, but in some

trials certain interaction modalities were removed. When all modalities were present using our method,

performance on the task was at its highest, demonstrating that the senses were not in conflict with one

another. In the representation comparison study, subjects answered questionnaires as they interacted with

either normal-mapped or relief-mapped surfaces. When all modalities were present, subjects found the

relief-mapped surfaces to be more realistic. More results are available in Chapter 5 and online: http:

//gamma.cs.unc.edu/MultiDispTexture/.
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1.2.4 Impact Sound Neural Network for Audio-Visual Object Classification

A real-world object reconstructed in virtual reality should minimize sensory conflict by ensuring con-

sistency between the object’s shape, surface appearance, and audio-material. Object shape and surface

appearance have historically been estimated through visual cues. Similarly, the audio-material can been

estimated through audio cues, as I demonstrate in Chapters 3 and 4. However, if an object’s shape and

audio-material are estimated separately through independent methods, sensory conflict may appear. Visual

methods for shape reconstruction cannot determine internal object structure (e.g., whether an object is

solid or hollow) while audio methods for material estimation are underconstrained (multiple shape/material

combinations may produce the same impact sound).

These visual and audio cues can complement one another. Impact sounds provide information about

internal object structure that visual methods cannot see. Visual estimates of an object’s shape provide

constraints to audio-based material parameter estimation. Therefore, estimation of either shape or material

could benefit from using both visual and audio modalities of input.

In this research area, my collaborators—Justin Wilson, Sam Lowe, and Ming C. Lin—and I explore

the combination of these modalities. We propose a method for estimating both an object’s material and

shape geometry using combined audio-visual inputs. As a visual input, we use a coarse voxelized shape

representation which can be acquired from a rough 3D visual reconstruction or a synthetic dataset such as

ModelNet (Wu et al., 2015). As an audio input, we use a single impact sound from the object in question,

which can be acquired from a recording of a real-world sound or from modal sound synthesis on a virtual

object.

Our method uses a novel neural network architecture, called the Impact Sound Neural Network (ISNN),

to process and fuse these two inputs. We present an audio-only network (ISNN-A) for material and geometry

classification which uses convolutional layers to process an input sound encoded as a spectrogram. We also

present a multimodal network (ISNN-AV) which fuses ISNN-A and VoxNet (Maturana and Scherer, 2015) to

jointly produce estimates of material and geometry.

We perform quantitative evaluation on multiple datasets. The synthetic ModelNet10 and ModelNet40

datasets (Wu et al., 2015) produce classifications to object classes such as “table” or “dresser”. We synthesize

sounds for each ModelNet object, and our ISNN networks obtain higher classification accuracy than baselines

for both audio-only and audio-visual inputs. We present a new dataset, RSAudio, consisting of both recorded
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and synthesized sounds, where each sound classifies to a specific shape geometry. On this dataset and

other audio-only impact sound datasets (Arnab et al., 2015; Zhang et al., 2017b), our ISNN-A network

also outperforms baselines. Finally, we present a utility for scene reconstruction in which impact sounds

can be recorded to classify and segment objects. More results are available in Chapter 6 and online:

http://gamma.cs.unc.edu/ISNN/.
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CHAPTER 2: BACKGROUND

In this chapter, I review work related to the main aspects of this research. I also provide a mathematical

background of modal sound synthesis.

2.1 Sound Synthesis

Sound synthesis techniques recreate natural sounds for virtual environments. Sounds are dynamic and can

be created by a variety of sound sources. Different types of sound sources produce different types of sounds,

so different models are needed. Examples of sound sources that have been modeled are liquids (Langlois

et al., 2016; Moss et al., 2010), paper (Schreck et al., 2016), and fire (Chadwick and James, 2011).

In this dissertation, the focus is on sounds created by rigid objects. Strings and drums can be simulated

through physical models such as the Karplus-Strong algorithm (Karplus and Strong, 1983) and digital

waveguide synthesis (Smith, 1992). Simple objects with known analytical vibration patterns can be simu-

lated through additive synthesis, where individual sine waves are added together to create more complex

sounds (van den Doel and Pai, 1996). Arbitrary rigid objects use the same additive synthesis method, but

to determine their frequencies of vibration, or modes of vibration, discretized models of the objects need

to be analyzed first (Morrison and Adrien, 1993; O’Brien et al., 2002). This is referred to as modal sound

synthesis, consisting of a precomputation step called “modal analysis” and a runtime synthesis step called

“modal synthesis”. We now review the details of this method and explain the need for accurate damping

parameters.

2.1.1 Modal Analysis

When a rigid object is struck, it vibrates in response, though these vibrations may be imperceptible to

the eye. As the surface of the object vibrates and deforms, the surrounding air is rapidly compressed and

expanded, creating pressure waves which propagate through the environment. Our ears perceive the variation

in air pressure as sound. The standard range of human hearing covers sound waves between 20 Hz and 20
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kHz. In modal analysis, the shape and material parameters of the object are analyzed to decompose the

vibrations into a set of modes of vibration. Each mode of vibration describes one independent component of

the overall vibration as the object oscillates sinusoidally over time. Each object has a different set of modes

depending on the object’s shape and material. Vibrations from an impact can roughly be represented as a

linear combination of normal modes with different amplitudes, frequencies, and phases.

Modal analysis is often performed numerically, where the object is represented using a discretized model

such as a FEM mesh or spring-mass thin-shell system. Regardless of the choice of discretization, we can

consider the dynamics of the system as it vibrates using a system of equations:

Mr̈ + Cṙ + Kr = f (2.1)

Here, r is a vector of vertex displacements, where a vector of all zeros represents the object at rest. Since we

usually work with three-dimensional objects, an object with n discrete elements would have a r ∈ R3n. f is

the vector of forces applied to each element, inducing vibrations. M is the mass matrix, which describes

the distribution of mass throughout the object. C is the viscous damping matrix, which describes how the

velocity of the elements ṙ decays over time. K is the stiffness matrix, in which the connectivity of the

elements is defined. Given these matrices, we can properly simulate the vibration of the object in response

to an impulse. M and K can be constructed through knowledge of the shape of the object and its material

parameters, notably its density, Poisson’s ratio, and Young’s modulus. The damping matrix C, is not as

simple to construct.

Modal analysis examines the eigenvalues and eigenvectors of the system in free vibration, that is, with

f = 0 after some initial impulse has been applied. Temporarily ignoring damping, we can set up a generalized

eigenvalue problem of the form:

Kv = λMv (2.2)

Finding this eigendecomposition and combining the eigenvectors into a matrix Φ allows the matrices M and

K to be diagonalized. Specifically, the eigenvectors are mass-normalized such that:

ΦTMΦ = I and ΦTKΦ = Ω2 (2.3)
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The matrix Φ can be intuitively described as a matrix that transforms between object space and mode space:

each column of Φ contains the shape of a normal mode, while ΦT f converts forces on elements to normal

mode amplitudes. The natural undamped frequencies of the system are contained in the diagonal matrix Ω,

while their squares in Ω2 are the eigenvalues of the system. We can continue the decoupling by considering

the system in mode space z = ΦT r:

ΦTMΦz̈ + ΦTCΦż + ΦTKΦz = ΦTf (2.4)

z̈ + ΦTCΦż + Ω2z = ΦTf (2.5)

Equation (2.5) now runs into problems with the damping matrix C. While Φ diagonalizes M and K, if

it does not diagonalize C then the system does not properly decouple and the resulting modes are not linearly

independent. The linearly dependent modes are called complex modes, and accurately modeling them is

much more difficult compared to the linearly independent normal modes (Imregun and Ewins, 1995). We

must now consider methods for modeling damping behavior and constructing appropriate C matrices.

2.1.2 Damping Modeling

Damping has long been a concern in analysis of vibrations of buildings and other structures (Nashif et al.,

1985; Adhikari and Woodhouse, 2001). There are a number of ways to model material-based damping to

varying degrees of accuracy (Woodhouse, 1998; Slater et al., 1993), and standard tests have been designed to

consistently measure damping in materials (E756, 2017). Complex models are often required to produce

accurate fits to observed damping behavior (Adhikari, 2001).

To construct appropriate C matrices, for sound synthesis purposes we restrict ourselves to classical

damping with only normal modes, which means all of our damping matrices must be diagonalizable by Φ.

Various damping models have been developed that guarantee only normal modes (Caughey, 1960). These

damping models typically have real-valued parameters that vary between materials. In this dissertation, αj is

used to represent these damping parameters. However, be aware that each damping model has a different

definition of αj .

The most popular model is Rayleigh damping (Rayleigh, 1896), in which the damping is a linear

combination of mass and stiffness:

C = α1M + α2K (2.6)
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α1 and α2 are the real-valued parameters in this Rayleigh damping model. Rayleigh damping has been, to

the best of our knowledge, the only damping model used for sound synthesis in computer graphics.

Caughey and O’Kelly proposed a more general model, now known as Caughey damping or a Caughey

series (Caughey and O’Kelly, 1965), which they proved to be a necessary and sufficient condition for normal

modes:

C = M

n−1∑
j=0

αj(M
−1K)

j (2.7)

All αj are real-valued parameters for Caughey damping models. In practice, the series could truncated after a

few terms.

For a given damping model, the real-valued parameters αj are the damping parameters which define

the damping of each mode. By varying these values, the same object can be made to sound like a wide

range of materials. Damping parameters have been shown to be perceptually geometry-invariant for a wide

range of geometries under the Rayleigh damping model (Ren et al., 2013a); it is reasonable to assume this

holds for other damping models as well. Thus, if damping parameters can be estimated for a metal bowl,

synthesizing sound for a solid cube with those parameters will produce a metallic sound. However, the

geometry-invariance assumption has only been thoroughly tested on thick, very rigid objects (Ren et al.,

2013a), and the assumption may fail for thin-shelled objects (Chadwick et al., 2009), less rigid objects,

objects with loosely-coupled points of self-collision, or objects demonstrating nonlinear vibrational behavior.

2.1.3 Modal Synthesis

With these damping models, we have a damping matrix guaranteed to be diagonalizable by Φ. With the

system diagonalized, the free-vibration form is now decoupled into independent second order differential

equations:

z̈i + ciżi + ω2
inzi = 0 (2.8)

ci is an entry in the diagonalized damping matrix corresponding to the i’th mode of vibration, and is discussed

in more detail in Section 2.1.4. These equations each have known analytical solutions as damped sinusoids:

zi(t) = aie
−dit cos(ωidt) (2.9)
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ai is the amplitude of the sinusoid, while the damping coefficient di = ci/2 defines the rate at which the

amplitude decreases. ωin in Equation (2.8) is the natural undamped frequency of oscillation, but in the

presence of damping we use the damped frequency ωid:

ωid =
√
ω2
in − d2

i (2.10)

2.1.4 Obtaining Damping Coefficients

In practice, we do not actually want to perform the matrix operations in the damping models. Through

heavy use of Equation (2.3), we can find analytical solutions for how C is diagonalized and compute ci in

terms of the corresponding eigenvalue ω2
in. The solution for Rayleigh damping is common in modal sound

synthesis work:

ΦTCΦ = ΦTα1MΦ + ΦTα2KΦ

= α1I + α2Ω
2

ci = α1 + α2ω
2
in (2.11)

Caughey damping is slightly more involved, but leads to a fairly intuitive solution:

ΦTCΦ = ΦTM
n−1∑
j=0

αj(M
−1K)

j
Φ

= Φ−1
n−1∑
j=0

αj(ΦΩ2Φ−1)
j
Φ

=

n−1∑
j=0

αjΩ
2j

ci =

n−1∑
j=0

αjω
2
in
j (2.12)

Using these solutions, the damping rates for each mode of vibration can be determined.

2.1.5 Real-Time Synthesis

For real-time synthesis, a preprocessing step is first performed for a given object and material. In this

step, the eigendecomposition is performed and the resulting ΦT and each mode’s di and ωid are saved.
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At runtime, an applied force f is transformed to mode space by ΦT, and the resulting vector contains the

amplitudes with which to excite each mode. The resulting damped sinusoids can be combined and sampled at

44.1 kHz to produce the sound itself. Tools for performing additive synthesis and modal sound synthesis are

plentiful; examples include the Synthesis ToolKit (Cook and Scavone, 1999) and the Faust programming

language (Michon et al., 2017; Michon and Smith, 2011).

For interactive applications, as a user performs actions to create sounds, sound synthesis algorithms must

run fast enough to generate sound in real time. The computation requirements at runtime are proportional to

the complexity of the analyzed input shape, making some objects’ sounds too slow for real-time applications

without optimizations. Vibration modes can be culled based on psychoacoustic principles, for example,

humans cannot tell the difference between two frequencies very close to one another, so those modes can

be combined into one (Raghuvanshi and Lin, 2006). If an object has any geometric symmetries, these can

be exploited to reduce memory usage and caching requirements (Langlois et al., 2014). Synthesis can be

done in frequency space to further improve performance (Bonneel et al., 2008). When performing real-time

synthesis, vectorization (van Walstijn and Mehes, 2017) and parallelism on CPUs (Bilbao et al., 2013) and

GPGPUs (Webb, 2014) are effective, as each mode of vibration can be synthesized independently.

2.1.6 Additional Factors

Modal sound synthesis roughly simulates the sounds produced by rigid, vibrating objects, but in the

real world more factors influence the final sound we hear; four such examples are acoustic radiance, sound

propagation effects, contacts with other objects, and acceleration sound.

Acoustic radiance is the efficiency of propagation for each mode: depending on the shape of an object

some modes radiate in different directions with different strengths (James et al., 2006; Li et al., 2015). More

generally, any sound source can be directional, requiring additional simulation considerations (Mehra et al.,

2014). Once the vibrations transfer to the surrounding air, sound waves bounce around the environment

before reaching a listener’s ears.

Sound propagation refers to this propagation of sound waves through air. Propagation can be simulated

most realistically with wave-based simulation (Raghuvanshi et al., 2009), though for use them in interactive

applications these methods have heavy precomputation and storage requirements (Mehra et al., 2015, 2013;

Raghuvanshi et al., 2016, 2010). Geometric methods for sound propagation are less accurate for low

frequencies, but faster to compute for interactive applications (Savioja and Svensson, 2015; Chandak et al.,
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2008; Schissler and Manocha, 2016, 2011), as long as diffraction can be properly simulated (Tsingos et al.,

2001; Svensson et al., 1999; Rungta et al., 2018). Hybrid methods use geometric propagation for higher

frequencies and wave-based methods for low frequencies heavily affected by wave effects (Hampel et al.,

2008; Southern et al., 2011; Yeh et al., 2013). Some work has achieved tight coupling between sound

synthesis and propagation (Rungta et al., 2016; Wang et al., 2018).

Contacts with other objects are common as objects rarely float in midair. These contacts with other

objects modify the produced sound and can be accounted for with contact models (O’Brien et al., 2002;

Zheng and James, 2011). Interactions between a sounding object and a striking tool can be modeled to better

simulate the attack of the sound (Avanzini and Rocchesso, 2001; Bilbao et al., 2015). Contact modeling can

be exploited to create real objects that vibrate only at desired frequencies. An object can be placed on foam

blocks, specifically positioned to damp out the undesired frequencies while leaving the desired frequencies

alone (Bharaj et al., 2015).

Continuous interactions between objects, such as sliding and scraping, require additional effort. Fractal

noise is a common way of representing the small impacts generated during rolling and scraping (Doel et al.,

2001). Ren et al. presented a framework for synthesizing contact sounds between textured objects (Ren et al.,

2010). This work introduced a multi-level model for lasting contact sounds combining fractal noise with

impulses collected from the normal maps on the surfaces of the objects. However, this application of normal

maps to sound generation without similar application to rigid-body dynamics causes noticeable sensory

conflict between the produced audio and visible physical behavior.

Acceleration sound is produced when an object is rapidly accelerated through air, and is perceptually

noticeable for very small objects such as dice and keys (Chadwick et al., 2012).

2.1.7 Full Physically-Accurate Simulation

To emphasize the restrictions that must be made for real-time sound synthesis, consider the case of

dominoes falling on a table, as seen in Figure 1.3. A full and physically-correct simulation would need to

consider all of the above factors. Normal modes of vibration are simulated by modal sound synthesis, the

perceptually-dominant factor that this dissertation focuses on. Complex modes and acoustic radiance would

need to be simulated for a complete model of object vibrations. Acceleration noise may be perceptually

noticeable for these small dominoes. Accurate contact modeling for this scene would be important for this
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scene given the stacking structure of the fallen dominoes. Sound propagation would be necessary not just to

model the acoustics of the room, but also to model the interactions between objects.

This theoretical full simulation would require tight coupling between each objects’ interior deformations,

inter-object forces, and the air pressure/velocity fields. Some of this could be achieved with a wave-based

simulator (Wang et al., 2018) and accurate contact model (Zheng and James, 2011). However, simulation

of these factors is too computationally-intensive for real-time sound synthesis. Therefore, for real-time

applications such as virtual environments, we are limited to modal sound synthesis and approximate sound

propagation (James et al., 2006).

2.2 Multimodal Interaction with Virtual Objects

Multimodal interaction, in the context of this dissertation, refers to interaction using multiple senses

simultaneously. The senses of sight, hearing, and touch are each different interaction modalities, which have

been independently researched. In this section, I discuss prior work related to texture mapping and each of

these additional modalities of interaction. As one of the main contributions in this dissertation is a method for

multimodal interaction with textured surfaces (Chapter 5), much of the background in this section focuses on

surface interactions.

2.2.1 Human Auditory Perception

Since this work focuses on audio, rendering for the sense of hearing has been discussed earlier inSec-

tion 2.1. However, as sound is inherently perceptual, studies of human auditory perception provide important

clues about perceptually important parameters. Studies have evaluated which parameters humans rely on for

material identification, finding that damping rate and frequency (i.e. pitch) are particularly important (Klatzky

et al., 2000; McAdams et al., 2010). Studies have tested the discriminability of materials and the generaliz-

ability of the Rayleigh damping model (Ren et al., 2013a). Similar studies have focused on perception of

object size from sound (Giordano and McAdams, 2006; Grassi, 2005). Material perception is also affected by

concurrent visual stimuli (Fujisaki et al., 2014).
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2.2.2 Visual Rendering

Realistic visual rendering has been the focus of the computer graphics field for many decades, and photo-

realistic visual appearances are possible given talented artists and sufficient computational resources. Many

books provide an introduction to the field (Akenine-Moller et al., 2002; Foley et al., 1990). Creating realistic

visual appearances in interactive environments in real time is more challenging, but can be accomplished

using optimizations.

For example, texture mapping uses low-resolution 3D triangle meshes with higher-resolution 2D textures

to model detailed objects. Normal maps and relief maps are used as representations of fine detail of the surface

of objects. Normal maps were originally introduced for the purposes of bump mapping, where they would

perturb lighting calculations to make the details more visibly noticeable (Blinn, 1978). Relief mapping uses

both depths and normals for more complex shading (Oliveira et al., 2000; Policarpo et al., 2005). Numerous

other texture mapping techniques exist as well. Displacement mapping, parallax mapping, and a number of

more recent techniques use height maps to simulate parallax and occlusion (Cook, 1984; Kaneko et al., 2001;

Tevs et al., 2008). A recent survey goes into more detail about many of these techniques (Szirmay-Kalos and

Umenhoffer, 2008). Mapping any of these textures to progressive meshes can preserve texture-level detail as

the level-of-detail (LOD) of the mesh shifts (Cohen et al., 1998).

2.2.3 Rigid-Body Simulation

Simulation of the movement and collisions between rigid objects allows virtual environments to simulate

gravity and user behavior such as stacking and throwing objects (Featherstone, 2007). Height maps mapped

to object surfaces have been used to modify the behavior of simple collisions in rigid-body simulations (Nykl

et al., 2013). When height maps are applied to two colliding objects, previous methods can effectively

compute and resolve their collision (Otaduy et al., 2004).

2.2.4 Haptic Rendering

Haptics refers to interaction using the sense of touch, and focuses on the textures of surfaces (Loomis and

Lederman, 1986). There has been significant work on how humans perceive haptic sensations to recognize

shapes and textures (Lederman and Taylor, 1972; Klatzky et al., 1985). In haptic rendering, a 3D object’s

geometries and textures can be felt by applying forces based on point-contacts with the object (Basdogan et al.,
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1997; Ho et al., 1999). Complex objects can also be simplified, with finer detail placed in a displacement map

and referenced to produce accurate force and torque feedback on a probing object (Otaduy et al., 2004). The

mapping of both normal and displacement maps to simplified geometry for the purposes of haptic feedback

has also been explored (Theoktisto et al., 2010). Dynamic deformation textures, a variant of displacement

maps, can be mapped to create detailed objects with a rigid center layer and deformable outer layer. The

technique has been extended to allow for 6-degree-of-freedom (DOF) haptic interaction with these deformable

objects (Galoppo et al., 2007). A common approach to force display of textures is to apply lateral force

depending on the gradient of a height map such that the user of the haptic interface feels more resistance

when moving “uphill” and less resistance when moving “downhill” (Minsky et al., 1990; Minsky, 1995).

2.2.5 Integrated Multimodal Interaction

For realistic multimodal interaction, it is important that content is not only rendered well for individual

senses, but that each sense is consistent with one another. Between audio and rigid-body simulation,

modal sound synthesis can be coupled with physics simulations to couple the movements of objects and

their resulting sounds (O’Brien et al., 2002; Zheng and James, 2011). Depth maps can modify contacts

between objects, coupling the visual appearances of the objects with their physical movements (Nykl et al.,

2013). When multiple objects are in contact, the long-lasting contacts produce continuous sounds which

depend heavily on the objects’ textures, further coupling motion and sound (Ren et al., 2010). Between

audio and haptics, some work has considered the multimodal aspects of touch-enabled interfaces for sound

synthesis (Ren et al., 2012). These methods involve only one or two interaction modalities each, and do not

use a single representation of surface detail to inform all modalities.

2.3 Auditory Understanding

The inverse of the modal sound synthesis problem is to use impact sounds to understand the objects that

created those sounds. In this dissertation, I present multiple methods for estimating properties of real-world

objects from recorded sounds. In this section, I will review the broad area of processing sounds to learn

something about the sound’s source. I will begin with discussion of general concepts and methodology, then

focus in on object sounds.
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2.3.1 Environmental Sound Classification

One broad way of approaching sound understanding is to classify sounds into descriptive categories.

Multiple datasets have been established for evaluating classification of various environmental sounds (Gem-

meke et al., 2017; Piczak, 2015b; Salamon et al., 2014). Traditional techniques use a variety of features

extracted from sounds, such as Mel frequency spectral coefficients and spectral shape descriptors (Büchler

et al., 2005; Cowling and Sitte, 2003). Similar approaches are used to classify an environment based on the

sounds heard within it (Barchiesi et al., 2015).

Convolutional neural networks have also been applied to these problems, producing improved re-

sults (Piczak, 2015a; Salamon and Bello, 2017). Recently, some interest has been given to exploring the

performance of different network structures (Hershey et al., 2017; Huzaifah, 2017). Impact sounds are a

specific category of environmental sounds, which contain fewer cues to differentiate them from one another.

2.3.2 Statistical Sound Modeling

Statistical methods have found applications in summarizing and analyzing sound. The late reverberations

of sounds in rooms have been modeled as Gaussian noise, whose summary statistics convey properties of

the environment (Traer and McDermott, 2016). It has also been found that humans inherently use summary

statistics to understand sounds (McDermott et al., 2013). Previous methods for material parameter estimation

assume minimal variable effects in estimation of damping rates. In comparison, the probabilistic damping

model presented in Chapter 4 models recorded impact sounds as inherently stochastic.

2.3.3 Object Understanding Through Sound

I now shift the focus to understanding of objects’ impact sounds in particular. A common application is to

learn properties of a real-world object in order to resynthesize similar sounds in a virtual environment. Some

methods use a single recorded sound, then apply modifications to create realistic variety in resynthesized

sounds. Deterministic features of a sound can be extracted, then stochastic noise can be added to those

features to model slight variations (Serra and Smith, 1990). Alternatively, the modal content of a sound

can be extracted, then resynthesized, slightly modifying mode amplitudes to create variations (Lloyd et al.,

2011). Other methods use multiple input sounds for a single object, generated by striking the object in
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known locations. The sounds’ spectral content can be interpolated spatially to approximate hit points at new

locations (Pai et al., 2001).

However, these methods work by modifying recorded sounds without gaining much fundamental knowl-

edge about the object itself. They do not model the object’s material or shape independently from one another.

Ideally, sounds from struck real-world objects could be used to recreate the shape and material parameters of

the objects. In the rest of this section, I will consider both independent material and shape estimation.

2.3.3.1 Auditory Material Estimation

Material parameters can be estimated experimentally with specialized measurement equipment (E756,

2017), but impact sounds do not require specialized equipment or trained personnel to record. The Young’s

modulus for small parts of the object can be individually optimized to best match input sounds (Yamamoto

and Igarashi, 2016). The most relevant work is that of Ren et al. (Ren et al., 2013b), which performs

automatic estimation of material parameters from a single audio sample. This method works by optimizing a

synthetic sound to most closely match the recorded sound. The material parameters that optimally match

the synthetic and recorded sounds are the most likely material parameters for the real-world object. The

estimated parameters can be applied to synthesis of sounds for any object with that material. However, their

method is able to estimate damping parameters only for the Rayleigh damping model, which may be limited

in its ability to represent diverse materials.

These methods are often limited in their robustness by relying on Rayleigh damping, not accounting

for environmental factors, and not using multimodal input. These limitations are addressed as part of this

dissertation. Methods that estimate material damping parameters support only the Rayleigh damping model,

which I address in Chapter 3. All of these methods assume that properties of the recording environment are

known or are assumed to be minimal, which I address in Chapter 4. If both video and audio of the object are

available, these methods have no way of using the visual information to improve material estimates, which I

address in Chapter 6.

2.3.3.2 Auditory Shape Estimation

The ideal case of using one sound to reconstruct an entire object is known to be underconstrainted (Kac,

1966), but prior research has explored what information can be estimated under different constraints. For

example, binary shape attributes such as planarity and mirror symmetry, may be easier to estimate than a full
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geometric model (Fouhey et al., 2016; Fouhey et al., 2019). Sound can be used as a source of information for

deeper understanding of 3D object structure. Little work has been done in this area, and existing methods

limit themselves to estimation of shape attributes (Zhang et al., 2017b). Zhang et al. evaluated the ability of

the ShapeNet neural network (Aytar et al., 2016) to identify an object shape out of 14 possible shapes, but

these were largely shape primitives that were not representative of real-world object geometries (Zhang et al.,

2017a). In Chapter 6, I address these limitations with a method that uses multimodal input and evaluates on

datasets of shapes more representative of the real world.

2.4 Visual Understanding

Having discussed machine understanding of sound, I now discuss what information can be gleaned

through visual means.

2.4.1 Visual Object Reconstruction

An important step in object virtualization is to obtain the 3D shape and visual surface texture of a

real-world object. This information can be obtained by reconstructing the object from a series of images

looking at the object from multiple angles. Structure from Motion (SFM) (Westoby et al., 2012; Snavely et al.,

2006), Multi-View Stereo (MVS) (Goesele et al., 2007; Seitz et al., 2006), and Shape from Shading (Zhang

et al., 1999) are classes of techniques for obtaining 3D shape information from a set of 2D images. Although

these methods alone do not achieve a segmented representation of the objects within the scene, they serve

as a foundation for many algorithms. Bundle adjustment is used to jointly optimize poses when many

images are used as input (Triggs et al., 2000). RGB-D depth-based, active reconstruction methods can also

be used to generate 3D geometrical models of static (Newcombe et al., 2011; Golodetz* et al., 2015) and

dynamic (Newcombe et al., 2015; Dai et al., 2017) scenes using commodity sensors such as the Microsoft

Kinect and GPU hardware in real-time.

2.4.1.1 3D Object Datasets

With the rise of data-driven methods for visual understanding, large and well-annotated datasets have

become valuable. Thanks to a plethora of 3D scene and object datasets such as BigBIRD(Singh et al., 2014)

and RGB-D Object Dataset (Lai et al., 2011), neural network models have been trained to label objects based
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on their visual representation. 3D ShapeNets (Wu et al., 2015) also provides two sets of object categories

for object classification referred to as ModelNet10 and ModelNet40, which are common benchmarks for

evaluation (Kanezaki et al., 2016). Scene-based datasets have also been built from RGB-D reconstruction

scans of entire spaces, allowing for semantic data such as object and room relationships. For instance, NYU

Depth Dataset (Silberman et al., 2012) and SUNCG (Song et al., 2017) enable indoor segmentation and

semantic scene completion from depth images.

2.4.2 Multimodal Understanding

It is well known that vision alone is limited in its ability to understand scenes. In this dissertation I focus

on using audio as a primary cue for improved object understanding, though many other modalities have also

been explored. Here, I will discuss prior work on multimodal understanding.

Additional input modalities may improve results for objects and materials that are difficult to reconstruct.

Reflective objects have glare which change in location with the movement of the viewer, while transparent

objects make it difficult to determine depth. A time-of-flight camera can correct estimated depth of transparent

objects (Tanaka et al., 2017). The dip transform for 3D shape reconstruction (Aberman et al., 2017) uses

fluid displacement of an object to obtain shape information.

Sound and video are intrinsically linked modalities for understanding the same scene, object, or event.

Using visual and audio information, it is possible to predict the sound corresponding to a visual image or

video (Owens et al., 2016b; Aytar et al., 2016). Sound prediction from video has also been specifically

explored for impact sounds (Owens et al., 2016a).

Impact sound provides an additional input modality, containing cues about the internal structure of an

object. Environmental scene classification is a related task approached through spectral analysis (Büchler

et al., 2005) or convolutional neural networks (Piczak, 2015a; Salamon and Bello, 2017), but produces broad

classifications of an entire environment. However, no current methods use impact sounds in particular to aid

in complete shape reconstruction. One goal of this research is to use impact sounds to help determine the

object shape and material in cases where visual methods struggle.

2.4.2.1 Multimodal Fusion

Other works have fused audio and visual cues to better understand objects and scenes. Sparse auditory

clues can supplement the ability of random fields to obtain material labels and perform segmentation (Arnab
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et al., 2015). Neural networks have proven valuable in fusing audio-visual input to emulate the sensory

interactions of human information processing (Zhang et al., 2017b). While multimodal methods have

succeeded in fusing input streams to capture material and low-level shape properties to aid segmentation,

they have not attempted to identify specific object geometries.

Early attempts at multimodal fusion in neural networks focused on increasing classification specificity

by combining the individual classification results of separate input streams (Simonyan and Zisserman,

2014). Bilinear modeling can model the multiplicative interactions of differing input types, and has been

applied as a method of pooling input streams in neural networks (Tenenbaum and Freeman, 2000; Lin et al.,

2015). Bilinear methods have been further developed to reduce complexity and increase speed, while other

approaches to modeling multiplicative interactions have also been explored (Gao et al., 2016; Yu et al., 2017;

Park et al., 2016). Bilinear methods have not yet been applied to merging audio-visual networks. The ISNN

networks I present in Chapter 6 take a step towards combined audio-visual object reconstruction with bilinear

methods.
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CHAPTER 3: Interactive Modal Sound Synthesis Using Generalized Proportional Damping1

3.1 Introduction

Modal analysis requires a model of the rigid object and a set of material parameters. These material

parameters are tedious to set by hand, but determine whether the object sounds like glass, metal, or another

material. One necessary component of sound synthesis is the damping model, which characterizes how the

amplitude of the sound decays over time. Damping is a complex phenomenon, and it can be difficult to

determine exactly how the vibrations of a modeled object will decay. Additionally, the presence of damping

may give rise to complex modes of vibration, which are more difficult to model than normal modes (Caughey

and O’Kelly, 1965). The most common approach is to assume all damping is viscous and to approximate the

decay rate of one part of an object as a linear combination of its mass and stiffness. This model is referred to

as Rayleigh damping or linearly proportional damping, and produces only normal modes. It is the de-facto

technique for modeling damping using modal sound synthesis. Rayleigh damping uses a simple linear model,

but there are known limitations about the damping of sound synthesized even using properly set Rayleigh

damping coefficients.

The limitations are: (1) Rayleigh damping is only a first-order approximation and (2) it was originally

chosen for its ease of computation, not its physical accuracy. Other damping models are common in

material and structural analysis, but have not been thoroughly examined in computer graphics for interactive

3D sound synthesis. The most general damping model to date that limits vibrations to normal modes is

generalized proportional damping (GPD) (Adhikari, 2006), of which Rayleigh damping is a special case.

These alternative damping models may be able to improve sound quality by providing a better fit to the

real-world damping behavior. By improving the quality of synthesized sound, we can enhance the immersion

in virtual environments to create more effective 3D games, telepresence applications, and training simulations.

1This chapter previously appeared as a paper in the 20th ACM SIGGRAPH Symposium on Interactive 3D Graphics and Games (I3D
2016). The original citation is as follows: Sterling, A. and Lin, M. C. (2016b). Interactive modal sound synthesis using generalized
proportional damping. In Proceedings of the 20th ACM SIGGRAPH Symposium on Interactive 3D Graphics and Games, I3D ’16,
pages 79–86, New York, NY, USA. ACM
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In this chapter, we explore the use of generalized proportional damping for interactive modal sound

synthesis. We first present how GPD can be integrated into current methods for modal sound synthesis. We

describe a method for deriving damping models from the larger space of GPD functions and propose specific

models that may be of interest for modal sound synthesis. We further extend an optimization framework

originally designed to compute Rayleigh damping parameters given audio samples to compute material

parameters for the GPD model. Finally, we conduct a preliminary user study to evaluate the perceptual

differences between multiple damping models in modal sound synthesis.

To sum up, the main results include:

• Investigation of higher-order generalized damping models for modal sound synthesis (Section 3.2);

• Estimation of material parameters for Generalized Proportional Damping in sound rendering (Sec-

tion 3.3); and

• Evaluation, comparison, and analysis of perceived audio quality using these GPD models (Section 3.4).

3.2 Generalized Proportional Damping for Sound Synthesis

Generalized proportional damping (GPD), introduced by Adhikari (Adhikari, 2006), extends the damping

models previously discussed in Section 2.1.2. While Rayleigh and Caughey damping are models parameter-

ized by real valued coefficients αj , GPD is parameterized by functions. Rayleigh and Caughey damping can

both be derived as GPD models, but GPD is also able to capture a wider variety of damping behavior.

3.2.1 Generalized Proportional Damping

Generalized proportional damping is formulated as follows:

C = Mβ1(M−1K) + Kβ2(K−1M) (3.1)

β1 and β2 are matrix valued functions whose only restrictions are that they be analytic near the eigenvalues of

their arguments. For example, using β1(A) = α1A and β2(A) = α2A replicates Rayleigh damping. This

representation is much more convenient to work with than a Caughey series, as arbitrary functions can be

easily plugged in to the β functions. GPD still satisfies the necessary condition of the Caughey series since

any continuous function used as a β can be expanded as a power series.
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For GPD, the equation for ci was provided along with a lengthier proof (Adhikari, 2006), which we will

omit here:

ΦTCΦ = Mβ1(M−1K) + Kβ2(K−1M)

ci = β1(ω2
in) + ω2

inβ2(ω−2
in )

ci = β(ω2
in) (3.2)

The final form of the equation can be reached without loss of generality (the second term could be embedded

in β1) and is an even more convenient form to work with.

3.2.2 Modal Sound Synthesis with GPD

The technical change needed to use GPD for modal sound synthesis is conceptually simple: during

precomputation of damping coefficients use Equation (3.2) instead of Equation (2.11). GPD’s increased

flexibility has its downsides: with Rayleigh damping it is tedious, but possible, to select the parameters α1

and α2 by hand and fine tune until the resulting sound is acceptable. The challenge now lies in selecting an

appropriate β function for the sounding object in question, which covers a much broader space of functions.

β defines a curve in eigenvalue-damping space, which should match as closely as possible to the real-

world damping values. Considering damping modeling as a curve fitting problem, Rayleigh damping’s linear

model is only accurate as long as the true damping curve remains approximately linear.

3.2.2.1 Power Law Model

Our proposed solution is to pick functions parameterized with real-valued coefficients known to provide

good fits to damping curves. Rayleigh and Caughey damping use real-valued coefficients and stay in

the toolkit, but it opens up the possibility of other models. As one alternative model, in the study of

sound attenuation during propagation there is a well-known power law relation between frequency and

attenuation (Szabo, 1994). As sound propagates through a material, the pressure of the sound P attenuates

depending on the distance traveled ∆x and frequency ω according to:

P (x+ ∆x) = P (x)e−α1(ω)α2 ∆x (3.3)
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α1 and α2 are real-valued coefficients which vary depending on material. If we assume the physical

phenomenon causing attenuation over distance and damping over time are similar, we can use Equation (3.2)

to derive a similar damping model based on this power law:

ci = β(ω2
in) = α1ω

2α2
in (3.4)

α1 and α2 are now the real-valued parameters to this power law model. While the 2 in the exponent could

be incorporated into α2, it allows the function to be written in terms of the eigenvalue for clarity. Because

this model is a continuous function of the eigenvalue, GPD guarantees that there is a damping matrix C that

diagonalizes to produce these c values and therefore creates only normal modes of vibration.

Empirical findings for the power law model’s α2 in the context of attenuation place it in a range between

0 and 1, with 1 being a common finding for many materials. If damping can be said to be similar, this may

provide some physical justification for Rayleigh damping, whose second term fits this model. However,

Rayleigh damping could not handle any materials with an exponent not equal to one while a power law

damping model could adapt for each material. We use this power law model in later evaluation, but GPD

allows for a wide range of models, and we would encourage trying out different models to find optimal fits.

We demonstrate one such additional model in Section 4.2.1: a hybrid model combining Rayleigh and power

law models, though this chapter focus on the two separately.

3.3 Material Parameter Estimation

Instead of fine-tuning damping model parameters values by hand, we can instead automatically estimate

them from recorded audio. Rayleigh damping has been studied to determine that its α1 and α2 are geometry-

invariant and can be considered as properties of the material alone (Ren et al., 2013a). Other damping models

have not undergone the same level of rigorous testing, but we hypothesize that for any damping model with

real-valued parameters, the parameters will be similar across objects with different shapes and the same

material. Ideally, we would like to use the recorded audio to estimate all the material parameters needed to

synthesize sound of an object in any shape but made of the same material. The relevant material parameters

are Young’s modulus, Poisson’s ratio, density, and damping model parameters for the chosen damping model.

Ren et al. have suggested an optimization-based framework for estimating these parameters using a

Rayleigh damping model (Ren et al., 2013b). We extend the optimization framework to automatically
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identify material parameters for any damping model, including both Caughey series and GPD models. In this

section, we first review the parameter identification pipeline for turning an audio recording into example-

guided, physically-based synthesized sound. We then describe how we generalize such a system to estimate

parameters for alternative damping models.

3.3.1 Estimation of Rayleigh Coefficients

3.3.1.1 Feature Extraction

First, the input audio file is processed to extract audio features, where each feature represents a single

damped mode and consists of a frequency, damping coefficients, and initial amplitude. Multiple power

spectrograms of the input audio are constructed with varying temporal and spatial resolution, and frequencies

with high power are selected. The spectrograms with high temporal resolution have low spectral resolution

and will be useful in different situations than the spectrograms with low temporal resolution and high spectral

resolution. Once a peak is identified, an optimizer searches the local variations in frequency, damping, and

amplitude to produce the best fit. The power spectrogram of the new peak is subtracted from the current

spectrograms and the process repeats until a large enough percentage of the power is accounted for in the

extracted features. The remaining audio is the residual audio, containing background noise and nonlinear

effects such as complex modes.

3.3.1.2 Parameter Estimation

In order to estimate the material parameters of the recorded object, some additional information is

needed. Poisson’s ratio is not optimized as part of this system, so it must be predetermined before starting.

Additionally, eigenvalues scale proportionally with Young’s modulus (E) and inversely with density (ρ). The

ratio of Young’s modulus to density is referred to as the specific modulus γ = E/ρ. If parameter estimation is

intended to estimate a Young’s modulus, a density value needs to be predetermined in order to get an absolute

Young’s modulus. Finally, modal analysis is performed on a discretized model of the object with assumed

material parameters and it is struck with a unit impulse at the same hit point as the real-world object. The

resulting ΦT f contains the initial mode amplitudes of the assumed object, and since the same hit point was

used for the recorded object, its amplitudes should be a scaled version of the same. The final set of parameters

32



used in optimization is γ, scale, and real-value coefficients. Scale is not a material parameter, but without it

the optimizer would be unable to properly match the volumes of the recorded and reconstructed audio.

The parameters are determined through optimization looking to minimize a similarity metric by varying

the parameters. The chosen metric combines both evaluation of differences between power spectrograms

and differences between features. Power spectrograms are compared after being transformed based on

psychoacoustic principles. Since humans cannot easily distinguish between similar frequencies of sound, and

since this effect varies in strength across the range of hearing, the frequency dimension is transformed to the

Bark scale which properly accounts for this effect. Perception of loudness also varies based on frequency, so

the intensities are converted to the sone scale, in which the loudness is scaled depending on the frequency of

the sample. With the spectrograms converted to perceptually-based scales, they can now be compared to one

another by finding the squared difference between them:

Πpsycho(I, Ī) =
∑
m,z

(T(I)[m, z]−T(̄I)[m, z])
2 (3.5)

The other part of the metric operates on (frequency, damping, amplitude) features extracted from the

recorded audio or taken from an assumed mode of vibration and its corresponding entry in the ΦT f amplitude

vector. Once again, the frequency is converted to the Bark scale for psychoacoustic purposes. The damping is

also inverted to become duration, which is less sensitive to differences between very short bursts of sound.

The sets of features are then matched with one another using the Match Product Ratio metric. A single feature

f1 can be compared to the set of possible matches in the other set of features f̄ using the point-to-set match

ratio:

R(fi, f̄) =

∑
j ui,jk(fi, f̄j)∑

j ui,j
(3.6)

u is a matrix of weights to give higher priority to prominent features, while k is a measure of distance between

the two points on [0, 1] such that a 1 means an exact fit. A full set of features f can be compared to another

set of features f̄ using the set-to-set match ratio:

R(f , f̄) =

∑
iwiR(fi, f̄)∑

iwi
(3.7)
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w is a vector of weights similar in purpose to u. With these match ratios defined, the Match Ratio Product

metric for the extracted audio features f extract and the assumed audio features fassume is:

ΠMRP = −R(f extract, fassume)R(fassume, f extract) (3.8)

The final metric to optimize is:

Πhybrid =
Πpsycho

ΠMRP
(3.9)

This metric takes into account both the power spectrograms and features, using psychoacoustic scales where

it can better match human hearing.

The starting points are generated by choosing multiple pairs of two dominant features extracted from the

recorded audio and fitting a line to them to generate starting material parameters. For each mode from the

modal analysis on assumed parameters, the eigenvalue and the corresponding amplitude in the ΦT f vector

are used to generate the starting γ and scale values. The starting γ is selected as the value that would cause

the selected mode to have the same frequency as one of the dominant features. Similarly, the starting scale

is the one that would scale the amplitude of the selected mode to the amplitude of the dominant feature.

Together, these define a starting point for the optimizer.

By running a non-gradient based optimizer on this metric from each starting point and selecting the best

final point, material parameters that best recreate the original sound are selected. The resulting γ can be used

to find the Young’s modulus, while the material parameters, such as α1 and α2 in Rayleigh model, define

the damping curve. These parameters can then be transferred to other geometries, effectively applying the

material parameters of the original recorded object to different virtual models.

Ren et al. also presented a method for taking the residual sound (anything not captured by the modal

feature extraction) and transferring it to alternative shapes, making even the residual somewhat geometry-

invariant (Ren et al., 2013b). We focus on the estimation of damping parameters and we do not adopt residuals

for sound synthesis.

3.3.2 Estimation of GPD Parameters

In order to estimate damping parameters from an arbitrary damping model, we reformulate the set of

optimized parameters to include γ, scale, and all of the damping model parameters (of which there could be
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Figure 3.1: Generation of specific modulus γ starting value using a damping value d from an extracted
feature, an eigenvalue ω2

n from modal analysis on assumed parameters, and a sampled damping model c(x).
γ is chosen such that c(γω2

n) = 2d.

many). Any instances of Rayleigh damping computation are replaced with a general β function (instead of

real values). Feature extraction and metric evaluation are still applicable, as the damping model plays no role

there.

The most significant difference lies in generation of the starting points. With Rayleigh damping’s linear

fit, any two points define a new line and new starting α1 and α2, but arbitrary β functions may require

many points to define a curve. Instead, we repeatedly sample a customizable percentage of the dominant

features—weighted by dominance. On each sample, we perform least-squares nonlinear regression on the

damping model to create the starting damping model parameter values. The sampling percentage is ideally

set such that there are enough features to get a useful fit, but not so many features that the starting points are

tightly clustered.

To generate a starting γ, we pair up each mode’s eigenvalue from the modal analysis on assumed

parameters with each damping value from extracted features. γ is computed through root-finding as the value

that maps the mode’s eigenvalue to the feature’s damping value through our sampled damping model. We are

effectively asking, “If this eigenvalue happened to be damped at this rate, what would γ have to be?” See

Figure 3.1 for a visual example. Similarly, the scale is chosen to match the mode’s amplitude to the extracted

feature’s amplitude. This is a fairly exhaustive search and the search space has many local minima, so quite a

few starting points are needed to find a nearly-global minima. Once these starting points are generated, the

optimizer can proceed to minimizing the metric.
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Figure 3.2: Virtual reconstructions of virtual objects, placed in a scene where they fall onto a ground plane to
produce impact sounds.

3.4 Results

3.4.1 Sound Synthesis

We implemented Rayleigh, Caughey, and GPD-based sound synthesis using FEM meshes as our dis-

cretization. Audio was played using the STK library (Cook and Scavone, 1999; Scavone and Cook, 2005),

and videos were created using Blender with Bullet Physics for rigid-body simulation (Coumans, 2015).

Our meshes contain around 10,000–20,000 tetrahedra, resulting in up to 30 minutes of precomputation

time on modal analysis using a desktop workstation computer. Run time for material parameter estimation is

most dependent on the length of the sound: one starting point for a short impact converges in a few seconds,

while a reverberative object requires up to ten minutes. At runtime, sound is synthesized at 44 kHz: the

highest frequency we can perceive is around 22 kHz, so there is no benefit in synthesizing sound more often

than twice that frequency. The synthesis steps are fast enough that the 44kHz update rate can be easily

maintained for a number of sounding objects even on a laptop.

3.4.2 Parameter Estimation

We implemented our extended version of the material parameter optimization process, and have been

able to estimate parameters using different damping models. See Figure 1.2 for the full set of objects used,

comparing the real objects in the top row to the meshes in the bottom row. Figure 3.2 shows a few of these

objects placed into a virtual scene as part of videos for our user study (Section 3.4.3). Figure 1.3 shows a set

of dominoes of different materials, which collide with one another to produce a variety of sounds.

Table 3.1 presents some results from performing estimation of material damping parameters given

recorded audio, using Rayleigh damping, second-order Caughey damping, and power law damping. These
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Plastic 1 Plastic 2 Porcelain Wood Aluminum

Shared E 8 2.4 20 9.9 0.88

Rayleigh α1 125 58 189 35 .225
α2 8e-6 1e-6 1.5e-8 4.6e-7 1.45e-6

Caughey
α1 280 85 420 277 9.7
α2 -3.6e-7 6.6e-7 -2.4e-6 -2.0e-6 -3.4e-6
α3 2.0e-15 5.6e-14 3.8e-15 4.8e-15 5.8e-13

Power α1 1.13 .19 163 6.7 .02
α2 .3 .37 .01 .18 .445

Table 3.1: Estimated material parameters for a selection of materials. Young’s modulus is given in GPa. See
Sections 2.1 and 3.2 for the usage of each damping parameter. These are not necessarily the parameters that
minimize the MPR metric, but they are locally optimal and agree on a somewhat physically plausible Young’s
modulus E across damping models.

parameters may not be the most globally optimal as reported by the optimizer, but they are all parameters

that have reasonably low metric values and are at least locally optimal. Plastic 1 comes from the rigid, clear

plastic bowl, while Plastic 2 comes from the thin and much more flexible dog food scoop. We can assign

some physical meaning to these parameters; for example Porcelain has smaller values for Rayleigh’s α2 and

Power’s α2, indicating relatively less damping at higher frequencies. Also note that while most materials are

best fit by a Caughey series whose coefficients alternate signs with each term, Plastic 2 was better fit by a set

of only positive coefficients. The other damping models are unable to capture this unusual damping behavior

as well as the higher-order Caughey series.

3.4.3 User Study

One hypothesis with this work is that alternative damping models can recreate a wider range of more

realistic audio with more complex non-linear damping characteristics. In order to evaluate the perceptual

realism of the damping models, we conducted a preliminary user study where subjects were asked to compare

sound generated with different damping models. This study is a first exploration of the differences between

damping models. The study evaluates if subjects can tell the difference between them, and if so, which they

find more realistic.
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3.4.3.1 User Study Setup

This study was conducted entirely online through the subject’s web browser. Subjects were informed

about the procedure of the study and instructed to use headphones or earbuds in order to better control the

audio environment.

Subjects were presented with a series of pairs of videos of an object being dropped on a flat surface.

Refer to Figure 3.2 for images of the objects used in the study. Each pair of videos showed the same visual

imagery, but had different audio generated using either Rayleigh damping, a second-order Caughey series, or

a power law model. Subjects were asked to rate, on a scale from 1 to 11, which video they perceived as more

realistic, with a 1 indicating a strong preference for the video on the left, an 11 indicating a strong preference

for the video on the right, and 6 being in the middle. Subjects were also asked to rate the similarity of the

sound in the videos, where a 1 is very different and an 11 is indistinguishable. The videos could be watched

repeatedly and subjects could return to previously-answered questions in case their opinions change.

3.4.3.2 User Study Results

40 subjects participated in the study, and while little demographic information was collected, the

recruitment methods used were likely to attract many subjects with little experience in evaluating sound

quality. We can begin by combining data from objects together to get a general sense of the perceived realism

ratings as a whole. Recall that perceived realism was rated on a scale from 1 to 11, with 6 being in the

middle. In comparisons between Rayleigh damped and Caughey damped audio, a 1 indicates preference

for Rayleigh and an 11 indicates preference for Caughey. Across all objects, when subjects compared

Rayleigh and Caughey damping, the realism rating was 6.5±3.3, and there was not a significant preference in

realism between the two (p > .05). When comparing Rayleigh to Power damping, where a 1 again indicates

a preference for Rayleigh, the realism rating was 4.78 ± 2.57 and there was a preference for Rayleigh

(p < .0001). Finally, when comparing Caughey to Power damping, where a 1 indicates a preference for

Caughey, the average realism rating was 3.95± 2.92 and there was a preference for Caughey (p < .0001).

We can also look at the subject-reported similarity values to determine if the subjects could notice a

perceptual difference between the models. Similarity was rated on a scale from 1 (very different) to 11 (very

similar). In comparisons between Rayleigh and Caughey damping, the similarity was 5.7± 3.0. Between
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Rayleigh and Power damping, the similarity was 6.9 ± 3.4. Finally, Caughey and Power damping had a

similarity of 4.4± 2.7.

For more detailed results, realism values for each of the objects individually are laid out in Table 3.2. For

simplicity, comparisons between two damping models, say Rayleigh and Power, are abbreviated as R/P in

the table. The results for the small floor tile and the long wood block contain some of the most significant

results, with Caughey damping greatly preferred over the other two. The plastic scoop was the only object for

which Rayleigh was preferred over Caughey, but for most of the objects the difference was not statistically

significant. The porcelain bowl is an interesting case where Rayleigh and Caughey are nearly identical in

realism, but for once the power model is considered to be nearly as (possibly more) realistic.

3.4.3.3 Discussion

When compared to either of the alternatives, Power was perceptually considered to be less realistic

by .47 standard deviations in the case of Rayleigh damping and by .7 standard deviations in the case of

Caughey damping. This is only a moderate preference, but enough to be statistically significant. One simple

explanation for this result is that a power law may not provide a good curve fit to the data. Despite this, the

two most similar sounding damping models were reported to be Rayleigh and Power. The power law model

often seems to be perceptually similar to Rayleigh damping at higher frequencies, while having less damping

on the lower frequencies. In some cases the amplified lower frequencies sound more realistic, but in most of

the cases in this user study it comes across as too strong and unrealistic.

In theory, Caughey damping can only improve upon Rayleigh damping since the higher order terms can

simply be set to 0 if the linear model would be optimal. The result that the difference in realism between

the two of them was not statistically significant could imply that the benefit gained from the second-order

term is not be large enough to be perceptibly noticeable. However, the similarity rating between them is not

particularly high, so a better interpretation might be that there is a perceptually noticeable difference between

the sounds, but subjects had difficulty determining which of the two different sounds was more realistic.

Subjects did not have access to any ground truth sound recordings, which made the task more difficult.

However, this is reasonable given that the primary application we are considering is using estimation

parameters to synthesize contact sounds in interactive virtual environments. The study focuses on subjects’

perception of the sounds presented in an entirely virtual environment to understand how they would react to

these sounds in a game, virtual teleconference, or training simulation. The subjects only need to perceive

39



Object Models x̄ σ p

Metal Plate
R/C 6.5 3.2 .35
R/P ∗ ∗ ∗

C/P ∗ ∗ ∗

Plastic Bowl
R/C 6 3.3 1
R/P 2.9 1.9 .0002
C/P 3.9 2.0 .01

Plastic Scoop
R/C 3.6 2.2 .0035
R/P 4.3 2.3 .095
C/P 5.2 3.4 .294

Porcelain Bowl
R/C 6.1 3 .93
R/P 6 0 1
C/P 7.1 3.0 .32

Porcelain Plate
R/C 6.6 3.5 .53
R/P 4.8 2.9 .16
C/P 4.2 2.8 .04

Small Floor Tile
R/C 8.9 2.4 .001
R/P 4.4 3.0 .13
C/P 2.1 1.5 <.0001

Short Wood Block
R/C 6.6 4.2 .63
R/P 5.2 3.6 .5
C/P 4.0 2.9 .014

Long Wood Block
R/C 7.8 1.8 .005
R/P 5.2 2.9 .34
C/P 2.2 1.6 <.0001

Table 3.2: Realism values from the user study. For each object and each pair of damping models (R for
Rayleigh, C for Caughey, P for power), the range of realism ratings is shown as a mean x̄ and a standard
deviation σ. Ratings lower than 6 are a preference for the damping model on the left side of the slash. The
p-value evaluates whether there is a significant difference in realism preference from the “no preference”
realism rating of 6. ∗The metal plate power model was not included in the study.
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the sounds to be realistic. This perceptual approach also reduces the need for participants to be skilled at

evaluating sound; the “perceptual ground truth” is not consistent between subjects.

3.5 Summary

We have presented the integration of generalized proportional damping with modal sound synthesis

techniques. We explained how to derive GPD-based damping models, using a power law model as an example.

We extended an existing method for estimating material parameters to estimate real-valued parameters from

an arbitrary damping model. We conducted a preliminary user study comparing Rayleigh, Caughey, and

power law damping models.

While the user study did not find an improvement in perceived realism when using our example of a

GPD-based damping model, this result provides other benefits. This study provides additional validation

of the popular Rayleigh damping model in that second order Caughey damping models were not always

perceptually more realistic than Rayleigh damping and that GPD-based models that provide a perceptual

improvement may not be easy to find. In light of this result, future research may find success in using models

that encapsulate a larger function space. In Section 4.2.1, we do propose one such higher-order model.

Additionally, genetic programming and neural nets can both approximate continuous functions without

needing to specify a damping model in advance.

Future work in the area of GPD should likely focus on exploring alternative GPD-based damping models.

Additionally, it would be an improvement to incorporate the residual audio after the material parameter

estimation process, transferring it to other geometries. There is some uncertainty about the transferability of

arbitrary GPD parameters; an analysis similar to the one done for Rayleigh damping (Ren et al., 2013a) could

help determine if the real-valued model parameters can all be considered material parameters. Work in these

areas would help improve understanding of damping behavior and hopefully lead to more immersive sound.
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CHAPTER 4: Audio-Material Reconstruction for Virtualized Reality Using a Probabilistic Damping

Model1

4.1 Introduction

Modal sound synthesis improves a user’s immersion, but it requires accurate real-world material pa-

rameters. Damping, which determines the rate at which vibrations and sound decay over time, is crucial

in differentiating between different materials. Some parameters, e.g. density and Young’s modulus, can be

looked up for known materials, but damping behavior can be difficult to identify and parameterize.

Traditionally, damping parameters are selected through laborious human hand-tuning. We present a study

evaluating human efficiency and precision at this task in Section 4.3.2. Even with a simple, easy-to-use GUI

optimized to minimize during modal analysis, the study shows that significant human effort is needed to select

accurate parameters. The study also finds that humans are able to distinguish between sounds with minor

differences in material parameters, suggesting that material parameters from a library may not sufficiently

reproduce the sound of a specific real-world object.

Figure 4.1: A real-time interactive virtual environment where striking objects produces dynamic sounds using
our method (left); a ball striking plates of various sizes plays a melody (middle); and a set of wind chimes
blowing in a virtual forest (right).

1This chapter previously appeared as a paper in the 26th IEEE Conference on Virtual Reality (IEEE VR 2019) and an article in a
special issue of IEEE Transactions on Visualization and Computer Graphics (TVCG). The original citation is as follows: Sterling, A.,
Rewkowski, N., Klatzky, R. L., and Lin, M. C. (2019). Audio-material reconstruction for virtualized reality using a probabilistic
damping model. IEEE Transactions on Visualization and Computer Graphics, 25(5):1855–1864
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Figure 4.2: Our pipeline for estimating material parameters from recorded audio and using the parameters to
synthesize sound for objects of the same material. Inputs are in green with italic text. If the object and hit
points are unknown, the pipeline can begin with recorded sounds instead.

Automated material parameter estimation provides a means to estimate the material parameters of

a specific object while reducing required human effort. Given an object made of a particular material,

we can strike the object and record the resulting sound. Existing methods use the sound, along with

mandatory knowledge about the shape and properties of the struck object, to estimate a number of material

parameters (Ren et al., 2013b). The material parameters can be applied to sound synthesis, “virtualizing”

the audio characteristics of a given material. While recent techniques have been able to estimate material

damping parameters, they assume minimal effect on damping from external factors.

For example, an object struck for the purposes of recording either needs to be held by hand or left to rest

on another surface. The interface between the object and its support will introduce additional damping. To

account for this support damping, recordings must be made with supports that introduce minimal damping,

requiring a carefully controlled recording environment using special support (Pai et al., 2001), e.g. strings or

rubber bands, to suspend the object (Ren et al., 2013a). Other factors that affect estimated damping values,

such as complex modes of vibration, background noise, and accumulated error during estimation are assumed

by prior work to be minimized. Satisfying all of the assumptions made by prior work requires significant

human effort.

In this chapter, we present a practical and efficient probablistic algorithm to estimate material damping

parameters directly from recorded impact sounds that accounts for these different factors affecting damping,

reducing their effects on the estimated parameters. Unlike previous work (Ren et al., 2013a), this method is

fast and requires no prior knowledge about the recorded object’s geometry, size, or hit location(s). We are

able to virtualize the specific material of a given object. Our method requires significantly less human time
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and effort to acquire material damping parameters than previous methods, while producing parameters of

similar quality. The key contributions of this work include:

• A new probabilistic material damping model that independently considers each source of damping

(Section 4.2.5);

• Application of this probabilistic model to estimation of material damping parameters (Section 4.2.6);

• A study evaluating human effectiveness at manual estimation of material parameters from sound (Sec-

tion 4.3.2); and

• Quantitative (Section 4.3.3) and perceptual (Section 4.3.4) evaluation of estimated damping parameters.

We validate our method through comparison between estimated and ground-truth damping values, an

auditory perceptual study, and comparison against alternative techniques. Figure 4.1 demonstrates our system

in several complex virtual environments consisting of real-time interaction with virtual objects of different

materials. Figure 4.2 shows the full pipeline for estimating material parameters and using them to synthesize

sound.

4.2 Probabilistic Damping Modeling

In order to perform the modal sound synthesis process described previously in Section 2.1, we need to

know the object’s geometry, Young’s Modulus E, density ρ, Poisson’s Ratio, and damping parameters αj

for a chosen damping model. We now consider how this information can be obtained in the first place. The

geometry can either be taken from a real-world object or designed for a virtual object. Young’s Modulus,

density, and Poisson’s Ratio can be measured from real-world objects, but for many materials these values

have been published and approximate values can be selected for synthesis purposes. Damping parameters, on

the other hand, are specific to their damping model and are difficult to find for arbitrary materials. In this

section, we present our probabilistic damping model for observed damping rates in the presence of external

environmental factors.

4.2.1 Hybrid Damping Model

Our probabilistic model extends any of the traditional damping models described in Section 2.1.2. For

this work, we consider the Rayleigh and Caughey damping models previously introduced. We also consider
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one additional damping model, derived from generalized proportional damping (see Chapter 3). This hybrid

model incorporates Rayleigh damping and a power law damping model (Section 3.2.2.1). The damping rates

are described according to the function:

ci = α1 + α2ω
2α3
in . (4.1)

When α1 is 0, this becomes the power law damping model, and when α3 is 1, this becomes the Rayleigh

damping model. Since we have found that the optimal damping model varies depending on the object

(Section 3.4), this hybrid model can model damping best represented by Rayleigh or power law damping.

Using these deterministic damping models, we can now introduce our probabilistic model.

4.2.2 Feature Extraction from Audio

Our technique uses multiple recorded impact sounds to estimate material parameters. A mode that is

heavily damped by external factors in one sound may be relatively undamped in another, providing additional

information about the range of possible damping values. As damping parameters are geometry-invariant (Ren

et al., 2013a) for simple objects often present in virtual enviroments, we do not need to know the object’s

geometry, its size, or its hit location.

The first step in our approach is to extract the modal components of each input sound. Assuming the

sounds come from rigid objects, the sound produced will be mostly modal and can be decomposed into a

set of features. Each feature corresponds to one mode of vibration and can be parameterized as a damped

sinusoid with a damped frequency ωid, an initial amplitude ai, and an exponential damping coefficient di.

We adopt a feature extraction process that identifies likely features, then performs local optimization.

This is derived from the feature extraction step of Ren et al. (Ren et al., 2013b), which is described in

Section 3.3.1.1. For this work, we again adopt the same feature extraction step, but decouple it from the

subsequent Match Ratio Product parameter estimation (Section 3.3.1.2).

We further extend this standalone feature extraction step to improve robustness. As an additional step,

we remove features with di under a threshold. These low-damping features are likely to be a constant pitched

background noise unrelated to the impact sound. We also remove features below an amplitude threshold, as

they are more susceptible to noise. The extracted (ωid, ai, di) features can be converted into pairs of (λi, di)
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Figure 4.3: Features extracted from multiple impact sounds on a porcelain plate. λ is the eigenvalue of the
mode of vibration (related to the frequency), while c is the rate of exponential decay. For any value of λ,
there is a range of possible d values, which can be captured in a statistical model.

values by inverting the process in Equation (2.10):

λi = ω2
in = ω2

id + d2
i . (4.2)

As a result of this feature extraction process, we have a set of features roughly corresponding to the modes of

vibration of the object. The most notable modification is that we account for background noise (modeled

as additive white Gaussian noise) by estimating the amplitude of the noise floor. The extracted (ωid, ai, di)

features are converted into pairs of (λi, ci) values, where λi is the eigenvalue corresponding to that mode of

vibration and ci = 2di.

4.2.3 Distributions of Damping Values

With (λi, ci) features extracted from multiple input sounds, we now interpret the results. Figure 4.3

shows an example of features extracted from impact sounds on a porcelain plate. Note that for any given

eigenvalue λ, there exists a range of extracted damping values. This is especially noticeable where feature

points appear as a vertical line, showing that even the same mode of vibration may have a variable rate of

decay. These results are inconsistent with the damping models in Equations (2.11) and (2.12), which propose

a one-to-one mapping between λ and c. Instead, we propose that there is significant error present in the

extracted damping value of each feature, and that error can be modeled with a statistical distribution.
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The prior work of Ren et al. (Ren et al., 2013b) estimates damping parameters using a least-squares

metric to compare spectrograms. Similar results could be produced by fitting a damping model to (λ, c)

features using least-squares (e.g. by optimizing all αj). Statistically, a least-squares fit of a damping model is

equivalent to assuming there is normally-distributed error around the model. We will refer to least-squares

fitting of damping models as LSQ. However, we have found experimentally that least-squares fits tend to

overestimate the material damping parameters, and resynthesized sounds all sound heavily overdamped.

Another notable property of Figure 4.3 is the clear line of points forming a lower bound to the data (with

a few outliers). We have found experimentally that a damping model fit to this lower bound curve results

in resynthsized sounds much closer to the input sounds. If the damping model should fit the lower bound,

then all error is positive and can only increase the extracted damping values. Statistically, this indicates a

one-sided error distribution; e.g. half normal, exponential, or chi-square distribution. Computationally, a

lower bound Rayleigh damping model can also be found as a line along the lower convex hull of the points.

We refer to lower-bound fitting of damping models as LB.

However, as can be seen in Figure 4.3, outliers often appear below the clean LB curve, and for other

objects such a clean curve does not appear in the first place. A strict LB fit will be highly sensitive to outliers,

as it must assume all error is positive. It is difficult to detect and remove outliers in extracted feature datasets.

To solve this problem, we examine the physical sources of error in extracted damping values and construct

an appropriate statistical distribution modeling that error. Ideally, this should produce a more robust lower

bound fit which handles outliers based on their statistical probability of occurrence.

4.2.4 External Damping Factors

To accurately model error in damping values, we consider a number of physical phenomena that may

affect estimates of the material damping values. These external damping factors are distinct from the material

damping, which occurs due to the internal structure of a material.

4.2.4.1 Support Damping

An object’s method of support can be varied; the object could be sitting on a desk, held in a hand, or

dangling from a ceiling. We define a support broadly as any long-lasting contact with the sounding object of

interest, with enough friction to maintain its contact with the object even when the object is struck. Regardless

of the form of support, some energy from the object’s vibrations will be transferred to the support, causing

47



Figure 4.4: A porcelain bowl struck in the same location produces different sound when supported with a
tight grip (left) or supported by resting on a single point (right). Without accounting for the effect of the
support, prior methods would not be able to estimate accurate material parameters from these sounds.

additional damping. In real-world situations where the object is unlikely to be minimally supported, the

additional damping significantly affects the sound.

Refer to Figure 4.4 for an example of the effect of the support on the resulting sound. A tight grip on the

bowl’s rim produces a more damped sound compared to gentle balancing on fingertips.

4.2.4.2 Complex Modes

Complex modes of vibration are slight deviations from normal mode behavior. Unlike normal modes,

complex modes are not linearly separable: energy may be transferred between modes while vibrating. A

mode that loses energy to others will produce higher damping values, while a mode that gains energy from

others will produce lower damping values. Most systems have only slightly complex modes (i.e. there is little

energy transfer), so normal modes are a close approximation (Imregun and Ewins, 1995), but not an exact

one. Since we make the assumption of normal modes, the slight transfers of energy are a source of error in

damping value estimates.

4.2.4.3 Background Noise

Background noise in recorded sounds is too variable to realistically model. The feature extraction step

of the method is designed to specifically extract modal features from the sound. This mostly eliminates

persistent “hums” which do not match the modal exponential-decay model. We modify the feature extraction

method to account for additive white Gaussian noise (Section 4.2.2). This further removes the influence
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of persistent background noise, though there may still be some remaining Gaussian (normal) error in the

spectrograms and their resulting extracted damping values.

Acoustic reflections and reverberations from room acoustics are confounding factors. Without knowing

the properties of the room acoustics, we cannot separate the effect of a damping material from the effect

of the acoustics. For our model, we still assume minimal room reverberations, but some small sources of

transient noise or early reflections may be appropriately modeled by normally distributed error.

4.2.4.4 Feature Extraction Error

The feature extraction step itself is not perfect; some error is introduced in the process. For example,

spectrograms have limited spectral and temporal resolution, and the Fourier transform’s assumption of

periodicity in each window is an approximation. The discretization of the spectrogram will produce small

amounts of error. Sidelobes resulting from Fourier transforms may appear as separate peaks or affect the

estimated damping rate of nearby modes.

4.2.4.5 Acoustic Radiation

Uneven acoustic radiation from the object may mean that different microphone placements will result in

different initial mode amplitudes. This can be accounted for by keeping the object and microphone stationary

during an impact sound. However, the relative positions of the microphone and object do not need to be

fixed across all input sounds. Moving the microphone between sounds will not change the frequencies or

exponential rates of decay, and thus does not need to be accounted for in our model.

4.2.4.6 External Factor Summary

Current damping parameter estimation techniques do not explicitly consider these factors, instead

attributing all damping to the material (as we do in Chapter 3). The resulting damping parameters therefore

model the combined effect of the material and the recording environment. These parameters may not properly

transfer to an object of the same material in a different environment. This limits the sounds that can be used

for accurate damping parameter estimation: the sounds must be recorded in a carefully controlled setting.

With a thoroughly robust technique that can separately model environmental factors, we can reduce the

factors’ impact on the estimated parameters. The external factors cannot be fully removed, but reducing their

impact may result in more physically-accurate material parameters.
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4.2.5 Generative Model for Combined Damping

We now introduce a generative model for sampling damping values. The model defines the probability

distribution for an extracted damping value ci, given the eigenvalue λi and a set of parameters θ. θ contains

parameters representing both the material and the environment. The material damping parameters, such as α1

and α2, are referred to as θd for generality. The model can be written as p(ci|λi, θ), and asks, “given a known

material and environment, what is the probability of measuring any particular damping value?”

The value ci is a damping value obtained from the feature extraction step. In the absence of any external

factors, ci would consist only of material damping. To account for the external factors, we model ci as a

random variable based on the sum of normally and exponentially distributed random variables.

4.2.5.1 Normal Distribution

A normal distribution models the effect of some external factors. The normal distribution accounts for

(1) energy transfer due to complex modes, (2) small sources of background noise, and (3) error in feature

extraction due to spectrogram discretization. We assume that each of these factors are an additive, normally

distributed random variable. The sum of these normally distributed factors (cni ) is also normally distributed:

p(cni |λi, θd, σ) = N
(
c(λi, θd), σ

2
)

(4.3)

The distribution is centered on the damping function c evaluated at an eigenvalue λ with damping parameters

θd, with a standard deviation σ resulting from the combination of factors.

4.2.5.2 Exponential Distribution

An exponential distribution models the effect of the object’s support.

p(cei |η) = Exp (η) = ηe−ηc
e
i . (4.4)

cei is the resulting exponential damping resulting from the object’s support, while η is the rate parameter of

the exponential distribution. This distribution is an approximation, but in attempting to create a robust lower

bound method, it serves the role of a one-sided distribution fitting to the lower bound of damping values.
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Zheng and James defined a model to approximate additional per-mode damping based on contacts with

other objects (Zheng and James, 2011). However, a statistical analysis of this model is highly dependent on

the distribution of elements of the matrix of eigenvectors Φ. We are not aware of any prior work that has

attempted to statistically model the distribution of eigenvector matrix Φ elements, and our own analysis using

Kolmogorov-Smirnov goodness-of-fit tests found no probable common distributions. In the absence of a

more well-defined model and with the main requirement of a one-sided distribution satisfied, the exponential

distribution was selected empirically based on extracted feature data.

4.2.5.3 Exponentially Modified Gaussian

The combined damping value ci can then be modeled as the combination of (1) the normally-distributed

factors cni due to complex modes, noises, and other sources of errors, and (2) the exponentially-distributed

factor cei due to the support damping. Assuming that the factors are independent (for mathematical feasibility),

they can be formulated as two separate sources of exponential decay of the mode amplitude zi:

zi(t) = aie
−cni te−c

e
i t cos(ωidt) (4.5)

= aie
−(cni +cei )t cos(ωidt). (4.6)

The probability density function of the sum of the normal and exponential distributions (cni + cei ) is the

convolution of their individual probability density functions. The resulting distribution is an exponentially

modified Gaussian (EMG) distribution. EMG distributions have been used extensively in chromatogra-

phy (Grushka, 1972), but have also found uses in other domains. The probability density function for the

EMG is:

p(ci|λi, θd, σ, η) =
η

2
e
η
2

(2c(λi,θd)+ησ2−2ci) erfc (si) (4.7)

si =
c(λi, θd) + ησ2 − ci√

2σ
, (4.8)

where erfc is the complementary error function, defined as:

erfc(x) = 1− erf(x) =
2√
π

∫ ∞
x

e−y
2
dy. (4.9)
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Figure 4.5: Parameter estimation on sound features. Each feature consists of an eigenvalue λi and its
corresponding damping coefficient ci. Estimated Rayleigh damping curves are plotted, with the variation
from the curve caused by external factors. Our method, using the EMG distribution, provides the closest fit to
the lower bound of the data while being relatively unaffected by outliers.

This defines the probability of observing an extracted damping value, given the material damping and

environmental damping parameters. This is the complete generative model for damping values, encompassing

multiple sources of damping and errors. Since only the frequencies and damping values of the modes are

needed for this model, we do not need to assume that the mode shapes remain unchanged. The full set of

parameters θ is (θd, σ, η), which together define the distribution.

4.2.6 Parameter Estimation

With the generative model established, we now describe the estimation of damping parameters. We

estimate the parameters θ through maximum likelihood estimation (MLE). The generative model above uses

known parameters to produce data from a distribution. MLE is an optimization method that reverses the

process: use known data from a distribution to produce best-fitting parameters. Given a set of extracted

(λi, ci) pairs as data and a set of parameters, we can use the generative model to compute the log-likelihood

of the data given the parameters:

log p(d|λ, θd, σ, η) =
∑
i

log
(η

2

)
+ ηc(λi, θd) +

η2σ2

2
− ηci + log (erfc(si)) . (4.10)

Using the log-likelihood simplifies computation, removing exponentiation and turning a product of

probabilities into a sum of log probabilities. We want to find the parameters that maximize this log-likelihood—

and hence also maximize the original probability. These maximizing parameters are those that best explain
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the extracted data, “fitting” the probability distribution to the data. We compute the analytical gradient of the

log-likelihood function and perform gradient ascent to find these optimal parameters.

We compute the full average derivative for the n (λi, ci) samples. We define a term ti and use the scaled

complementary error function erfcx(si) = exp(s2
i ) erfc(si) to simplify notation:

ti =
−2

erfc(si)
√
π
e−s

2
i =

−2

erfcx(si)
√
π
. (4.11)

The derivatives for η and σ must be computed for all damping models. Their derivatives are as follows:

∂ log p

∂η
=
n

η
+ nησ2 +

∑
i

c(λi, θd)− ci + ti
σ√
2
, (4.12)

∂ log p

∂σ
= nλ2σ +

∑
i

ti

(
ησ2 + ci − c(λi, θd)√

2σ2

)
. (4.13)

The derivatives for θd will depend on the damping function itself. We will present the derivatives

for Rayleigh damping here; derivatives for alternative models are not difficult to compute. For Rayleigh

damping’s linear c = α1 + α2λ function, the derivatives for α1 and α2 are:

∂ log p

∂α1
= ηn+

∑
i

ti√
2σ
, (4.14)

∂ log p

∂α2
=
∑
i

ηλi +
tiλi√

2σ
. (4.15)

With the derivative established, we can perform standard gradient ascent until convergence. The final

damping parameters in θd are the optimal parameters for the material of the struck object. These damping

parameters can be used to represent the recorded material for modal sound synthesis, with other effects (e.g.

room acoustics, supports) modeled separately (Zheng and James, 2011).

Section 4.2.6 shows features extracted from 19 impact sounds on a metal plate, while Section 4.2.6 shows

features extracted from 40 impact sounds on a glass mug. Similarly, Figure 1.5 shows features extracted from

synthetic sounds. The figure compares our EMG fit with MLE optimization against the baseline LSQ and

LB methods (see Section 4.2.3). In each case, LSQ overfits the data, while LB is strongly affected by low

outliers and underfits the data.

53



101 103 105 107 109 1011

Eigenvalue λ

10−1

100

101

102

103

104

105

D
a
m

p
in

g
d

Generative Sampled Features

EMG

Features

Sampled

Figure 4.6: Comparison of real-world extracted features (blue) and sampled features from a fitted EMG
model (red). The two sets of points are similarly distributed, indicating that the EMG model is properly fit to
the real-world data.

4.2.7 Discussion and Analysis

The effect of external damping factors cannot be entirely removed, and in real-world situations the

extracted damping values may all be much higher than the material damping function alone. This positively

biases the estimator: the estimated parameters will often be larger than the ground truth. By accounting for

external factors, this estimator has less bias than other methods, and is therefore more accurate.

Figure 4.6 shows experimental validation of the EMG model. It contains the same extracted glass mug

features as found in Figure 4.5 in blue, but overlays additional features in red. These red features are sampled

from the optimized EMG distribution. They need not correspond one-to-one with the extracted features, but

they should follow a similar distribution. This shows experimentally that the underlying statistical model is

appropriate for capturing the distribution of real-world data.

4.2.8 Sound Synthesis with Estimated Values

The estimated damping parameters should be accurate, having accounted for the effect of the support.

However, modal sound synthesis assumes free vibrations (i.e. no support) when in most cases there will be

something supporting the object. An additional step is needed to apply support damping to synthesize contact

sounds due to support.

54



Figure 4.7: Three objects from our impact sound dataset: a porcelain cup (left), a small glass tile (center),
and a wood block (right). Note the ways that each object is supported. These supports interfere with damping
parameter estimation.

We adopt a contact model for modal sound synthesis introduced by Zheng and James (Zheng and James,

2011). The method uses an additional damping matrix G to model the additional damping resulting from

each contact point k in the set of contact points C:

G =
∑
k∈C

ckΦ
T
k (µI + (1− µ)nkn

T
k )Φk, (4.16)

where ck is the magnitude of the contact force for contact k, Φk is the set of eigenvectors corresponding

to the point at contact k, µ is the coefficient of friction, and nk is the normal direction at that point. Some

mode coupling is introduced since G is not diagonal, but this coupling was found to be perceptually minor.

Therefore, each damping model may be augmented by adding the corresponding diagonal component of G.

4.3 Results

We have implemented the damping parameter estimation method described in Section 4.2.5 and tested

its effectiveness through both numerical analysis and perceptual validation. With this method, the process

for material damping parameter estimation involves striking an object repeatedly, ideally with varying hit

locations and support methods. This approach has less strict requirements about the recording environment

than previous work; sounds can be recorded in a quiet room, as long as there are few transient sounds and the

room is not heavily reverberative.

We have recorded numerous impact sounds on a set of fifteen rigid objects, where the hit points and

the method of support are documented for each impact. Figure 4.7 shows a sample of these objects, with
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Figure 4.8: Plot of log-likelihood maximization converging over the course of parameter estimation. Opti-
mization was performed on 752 frequency-damping points extracted from porcelain plate impact sounds, and
converged after 39,009 iterations for a total of 16.3s in an one-time preprocessing.

various hit locations and methods of support. There are an average of nearly 50 impact sounds sampled per

object. All objects were supported by hand, often either with an edge being pinched between two fingers or

the center resting on a few fingertips. Audio was recorded using a Zoom H4 in a padded sound recording

booth which reduced, but did not eliminate, acoustic effects and background noise. Objects were struck with

a small metal wrench, the wrench itself being tightly gripped to minimize its own vibrations.

The eigenvalues and damping values are each normalized, but the data are not shifted or centered. With

this normalization, the estimated damping values need to be unnormalized for application to other materials.

Although we cannot guarantee that the optimization problem in this context is always convex, especially

for higher order damping functions, in multiple runs from different starting points on multiple datasets, all

optimization processes have converged on the same parameters. The optimal value of σ tends to be very

small, indicating that the distributions of damping values tend to be closer to exponential distributions than to

normal distributions. σ and η are used to guide optimization of the damping parameters, but they are not

needed for sound synthesis.

We implemented the parameter optimization algorithm in Python and NumPy. On a laptop with a

dual core 2.53 GHz Intel Core i5-540M processor, optimization over thousands of features from tens of

input sounds and hundreds of thousands of iterations takes 1-5 minutes to complete. See Figure 4.8 to see

an example of convergence behavior. Note that we are attempting to maximize the log-likelihood, as the
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Porcelain Travertine Wood Steel Plastic Glass

Rayleigh α1 3.9 1.3 39.0 2.3 39.8 2.0
α2 1e-8 2.5e-8 1.3e-7 6.9e-8 1.3e-7 7.8e-8

Hybrid
α1 3.9 1.3 39.0 2.4 34.83 1.9
α2 5.2e-9 2.5e-8 2.1e-7 5.5e-8 4.1e-7 1.5e-7
α3 1.027 1.001 0.978 1.011 0.95 0.974

Table 4.1: Damping parameters estimated using our technique. These materials come from a subset of objects
in our impact sound dataset. These parameters are described in Sections 2.1 and 4.2.1. When hybrid α3 = 1,
the remaining hybrid damping parameters are equivalent to their Rayleigh damping counterparts. These
parameters can be used to virtually recreate the material of the real-world object.

parameters that maximize the log-likelihood also maximize the underlying probability. Upon convergence,

the optimized θd parameters model the damping behavior of the recorded material.

Table 4.1 contains results from estimation on some of the objects. When hybrid α3 = 1, the model is

identical to Rayleigh damping. Even small changes in hybrid α3 can have a large impact on the resulting

damping. For example, a 10 kHz mode on the Porcelain plate has a damping coefficient d = 20 with the

provided parameters (hybrid α3 = 1.027), but changing α3 to exactly 1 reduces the damping coefficient to

d = 12.

In general for these damping models, larger parameters create virtual materials with more damping and

shorter sounds. For example, the two objects with the most damping are the wood block and plastic bowl,

whose materials are known to be naturally heavily damped. The porcelain plate, travertine tile, and glass tile

all had similar estimated parameters.

4.3.1 Real-time Synthesis and Rendering

Finally, the optimized parameters are used for sound synthesis. Each sounding object must be prepro-

cessed before running any interactive application. Preprocessing time depends primarily on the number of

tetrahedra in the input mesh; a mesh with 2,000 tetrahedra takes under a minute to preprocess while a mesh

with 30,000 tetrahedra can take many minutes. Once each sounding object has been preprocessed, modal

synthesis is performed in real time at 44 kHz.

Like previous work (Ren et al., 2013b), we are able to synthesize sound using an interactive rigid-body

physics simulation in real time. We have implemented our method for sound synthesis with support damping

in C++ as a module for Unreal Engine 4. Our demos have been integrated with an HTC Vive headset and

57



Figure 4.9: A simulated porcelain bowl is struck in multiple locations, with and without a supporting grip.

Leap Motion controller. The user’s hands were tracked with the Leap Motion, with the Vive controllers used

to represent tools that could be picked up and used to strike objects. Users can walk in the virtual environment

and strike objects, immediately hearing the resulting synthesized sound. Figure 4.1 shows multiple scenes

from our real-time demo, with multiple objects of various shapes and materials. Figure 4.9 shows another

scene, where a bowl is supported by either strings or a hand, producing different sounds depending on the hit

point and support type.

4.3.2 Human Hand-Tuning Evaluation

In the absence of an automated method for damping parameter estimation, parameters have traditionally

been estimated by hand. We present a study evaluating the effectiveness of human damping parameter

estimation, using human subjects to hand-tune material parameters for multiple objects. Specifically, we

are interested in the tuning of the damping parameters and the specific modulus γ, defined as the ratio of

Young’s modulus to density. We seek to evaluate the distributions of subjects’ selected material parameters.

For example, are subjects able to agree on a single unique set of material parameters, and if so, to what

degree of precision? We also seek to determine the time and sound samples needed for subjects to reach their

conclusions.

4.3.2.1 Experimental Setup

We constructed an easy-to-use GUI enabling interactive adjustment of material parameters for sounds

produced through modal sound synthesis. For each object in the study, we created a corresponding 3D model

by hand (a laborious process requiring precise measurements) and performed modal analysis on that model
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once (a few hours of computation time). The damping parameters and specific modulus γ for an object

can be adjusted as a post-processing step, without needing to repeat the lengthy modal analysis step. With

these optimizations, resynthesis with modified parameters took less than two seconds, allowing for rapid

iteration. In the interface, each parameter was controlled with a slider, with a range of plausible realistic

values presented on normalized scales from 0–100.

Subjects were recruited primarily through mailing lists and were not required to have any background in

parameter tuning or impact sound analysis. Subjects were compensated financially for their participation.

Subjects were given real-world objects, placed on small foam blocks to reduce support damping. For each

object, the subjects’ task was to tune material parameters such that the synthesized sound produced by the

application most closely matched the sound they heard when striking the real object. Subjects were instructed

to find the most accurate parameters possible, regardless of the time needed. Subjects first performed this

task with a training object, in order to reduce learning effects. The six objects evaluated were all disk-shaped

objects of approximately the same radius and thickness. Every subject hand-tuned material parameters for all

six objects in a random order.

The study was divided into two sections. The first 20 subjects hand-tuned three parameters for each

object: the two Rayleigh damping parameters and the specific modulus. The following 20 subjects hand-tuned

two parameters for each object: just the two Rayleigh damping parameters. For the two-parameter section,

the specific modulus was set to the mode of the subject-selected specific moduli from the three-parameter

section. The three-parameter section models the real-world case where all three parameters must be picked in

order to virtualize an object.

4.3.2.2 Results and Analysis

We first consider the distributions of subjects’ selected material parameters. Figure 4.10 shows results

from the three-parameter section of the study for a few selected objects: a wood disc and a porcelain disc. For

highly reverberant objects such as the porcelain disk, subjects could generally agree on Rayleigh damping’s

α1 parameter for each object. However, for highly damped objects such as the wood disk, Rayleigh α1

responses were less consistent. The distributions of Rayleigh α2 parameters for each object show agreement

between subjects, indicated by the relatively low standard deviations and frequently unimodal distributions.

The specific modulus, which modifies the pitch of the synthesized sound, often resulted in multimodal

distributions.
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Figure 4.10: Distributions of human-tuned material parameters for wood and porcelain discs. α1 and α2 are
Rayleigh damping parameters, E/ρ is the specific modulus, and all parameters were tuned on normalized
scales from 0–100. The observed distributions indicate that subjects had difficulty finding a unique optimal
solution for the specific modulus, and for α1 in the case of highly-damped objects.
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Figure 4.11: Box-and-whisker plots of the time and number of synthesized sounds needed for subjects to
reach their final hand-tuned material parameters, with deviant observations plotted as outliers. Between the
two versions of the study, the difference in median time is 20 s, and the difference in median sounds played is
7 sounds. Our method is an automated version of the 2-parameter study, and significantly reduces the human
labor needed.

We also consider the time and number of sounds needed for subjects to reach their conclusions. Fig-

ure 4.11 contains histograms for the amount of time and number of synthesized sounds needed for subjects to

finalize their selections. The median time needed was 165 s to tune three parameters, and 145 s to tune two

parameters. The median number of synthesized sounds needed was 35 to tune three parameters, and 28 to

tune two parameters. The range of times (33–614 s) and sounds (5–182) was highly variable, and the effect

of parameter count on times and sounds did not reach statistical significance by t-test.

Our method for parameter estimation is an automated way to perform the parameter selection task.

Human hand-tuning requires around 145 s and 28 sounds per object, requiring dedicated human attention for

the entire duration. Hand-tuning also requires creating an accurate 3D model of the object and performing

modal analysis, possibly adding hours of extra human effort. In contrast, our automated method operates

effectively with 10–20 sounds and does not require a 3D model of the object. Parameter estimation then takes

a few minutes, during which no human attention is required. Overall, our method significantly reduces the

amount of human labor needed to create virtualized objects. Compared to prior work, our method reduces

human labor by not requiring carefully controlled recording environments, creation of a 3D model, and

knowledge of object geometry and hit points.
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4.3.3 Synthetic Validation

Synthetic validation provides a numerical comparison against ground-truth damping parameters. We

synthesized a variety of sounds with known damping parameters and passed the resulting sounds through the

parameter estimation process to see if the original ground-truth values could be recovered using our algorithm.

Sounds were synthesized from the geometry of 18 models, ranging from small, hollow cups to desktop vases

and large sculptures. Five materials were chosen by randomly sampling material parameters from a range

of realistic values. For each object, ten support points were sampled at random on the surface of the object,

each with a random amount of contact force ranging from a light support to a moderate support. Then, 100

sounds were synthesized for each combination of object and material. Each sound sampled its impact point

randomly on the exterior surface and picked one support point to be active. The resulting sounds were passed

through the feature extraction process for Rayleigh damping, and extracted features from a varying number

of sounds were used to estimate the original parameters.

Parameter estimation was performed with three different estimators: EMG (our method, see Section 4.2.5)

and the two baselines LSQ and LB (see Section 4.2.3). Direct comparison against the algorithm of Ren

et al. (Ren et al., 2013b) is infeasible due to the significant differences in inputs and outputs. However,

their method will produce results most similar to the least squares (LSQ) estimator. We compared the error

between the ground-truth parameters and the estimated parameters while using a varying number of input

sounds. For each tested number of impact sounds, 30 different sets of sounds of that cardinality were sampled,

and the resulting errors averaged.

4.3.3.1 Discussion

Figure 4.12 shows the relative error for each parameter and each estimator. For all materials in this

synthetic data, both the EMG and LB estimators significantly outperformed the LSQ estimator (p < .05).

With real-world data, the EMG and LB estimators more frequently decouple, as the EMG estimator’s

statistical model better adapts to noise and other artifacts of recording. These synthetic sounds, without noise

or other effects, are the ideal situation for the LB estimator, and do not leverage the full capabilities of the

EMG estimator.

Rayleigh α1 estimates have minimal error, especially with larger amounts of data. While the error in

Rayleigh α2 is relatively higher, no prior work has performed a similar validation for comparison. Prior work
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Figure 4.12: Relative error for Rayleigh damping parameters α1 and α2 in synthetic validation. As the
number of sounds used for parameter estimation increase, error in Rayleigh damping parameter α1 decreases
while α2 displays some overfitting as number of input sounds increases.

would produce results most similar to the LSQ estimator, which was outperformed by our method. In light of

this, our method provides an improvement over previous work while removing the need for knowledge of

geometry and hit points. Finally, the error is mostly important as it affects users’ perception of the material.

Our perceptual evaluation provides an analysis of whether our estimated parameters are accurate when

evaluated by humans.

4.3.4 Perceptual Evaluation

Numerical comparisons against previous work are difficult since our method is the first work to estimate

damping parameters given only input audio with no knowledge of geometry, size, or hit point. In this

study, we considered recorded real-world sounds, and sounds synthesized using three sets of damping

parameters: parameters from Ren et al. (Ren et al., 2013b), parameters from the human hand-tuning study

(Section 4.3.2), and parameters estimated using our method to create 4 datasets. We sought to evaluate how

well the synthesized sounds recreate the real-world sounds. Subjects evaluated sounds individually, answering

questions about qualities of the sounds and estimating properties of the object or impact. Synthesized sounds

that more accurately recreate qualities of the real-world sounds should produces similar patterns of answers

to questions.

4.3.4.1 Experimental Setup

The study was conducted in an online web questionnaire, and subjects were recruited through mailing

lists and online posts, but no financial compensation was offered. No prior experience in auditory perception
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was expected. Subjects were asked to wear headphones or earbuds to ensure a consistent auditory environment.

All sounds were scaled to the same volume, though difference in sound playback devices may have affected

perception. Subjects listened to a series of impact sounds, answering questions about each. Variables involved

are sound datasets (4: as listed above), object shape (2: disc or rod), and material class (5: wood, metal,

plastic, glass, porcelain). All together, this produces a total of 40 sounds to evaluate.

24 subjects participated in the study, but more specific demographic information was not collected. Each

subject listened to all 40 impact sounds in randomized order. For each sound, subjects were asked which

object shape and material class they suspected created the sound. Subjects also were asked to rate descriptive

qualities of the sound—the duration, ringiness, tonality, and pitch—on 7-point ordinal scales. The extreme

ends of the scales were descriptively labeled, e.g. tonality ranged from “mixed tones” to “pure tone”. Subjects

could listen to each sound multiple times as needed. A brief training section at the beginning provided

example sounds and definitions for the descriptive qualities.

4.3.4.2 Results: Confusion Matrices

Even with recorded real-world sounds, user identification of material and shape is not always accurate.

In evaluation of synthetic datasets, we compare the pattern of errors to those of the real-world sounds, with a

closer match suggesting more realistic synthesized sounds. Figure 4.13 shows confusion matrices for material

class identification for the disc-shaped objects.

The recorded dataset demonstrates mis-labelings such as heavy confusion between wood and plastic,

perception of the glass and ceramic discs as metal, and high accuracy on the metal disc. The hand-tuned

dataset differs primarily in perception of its glass and ceramic objects; these differences could be due to

human error while hand-tuning or due to inherent assumptions in the underlying modal synthesis model. The

Ren dataset largely reproduces the matrix from their original paper (Ren et al., 2013b), although it does not

recreate the error patterns (particularly metal) seen in our recorded or hand-tuned datasets. Our dataset (EMG)

most closely resembles the hand-tuned results, with the exception of plastic being identified as ceramic by

some subjects.

We evaluate the pairwise similarity between these matrices by computing the Frobenius norm of the

element-wise difference of the two. The two most similar matrices are the hand-tuned and EMG dataset

results, with a difference norm of 16.03. In comparison, between Ren and the hand-tuned data, the norm is

22.09. Against recorded sounds, EMG’s norm was 23.11, while ren’s norm was 31.85 and hand-tune’s norm
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Figure 4.13: Material confusion matrices for the disc-shaped objects in our perceptual study. All four
tested datasets (including recorded sounds) show significant labeling errors. However, our method (EMG)
replicates the pattern of errors seen in the recorded and hand-tuned datasets more closely than the Ren dataset,
suggesting more accurate recreations of the real-world sounds.
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Figure 4.14: The mean selected value for each descriptive quality, material, and dataset. Most datasets are
tightly clustered for pitch and tonality, with more differences in duration and ringiness. The Ren dataset
contains many statistically-significant differences from the recorded dataset. While our EMG dataset contains
some differences in duration and ringiness, it is overall closer to the recorded means.

is 22.83. The high similarity (low difference norm) between our EMG results and the hand-tuned results

suggests that our method automatically produces sounds perceptually similar to what would be selected by

human hand-tuning.

4.3.4.3 Results: Descriptive Qualities

We evaluate the descriptive quality ratings by performing a multi-factorial repeated measures ANOVA.

Each of the variables (sound dataset, object shape, and material) is considered an ANOVA factor, each a

repeated measure across subjects. The main effects of dataset, shape, and material are all significant for all four

descriptive qualities. For example, for perception of pitch, the effects of material (F4,92 = 95.61, p < .05),

shape (F1,23 = 30.35, p < .05), and dataset (F3,69 = 22.79, p < .05) are all significant. This is not

surprising, as each of these effects alone can dramatically change the sound. Almost all interaction effects

are significant, with the exceptions of material*dataset on tonality (F12,276 = 2.814, p = .107). Table 4.2

contains the full list of main and interaction effects for each perceptual quality.

Figure 4.14 contains the mean values for each descriptive quality, material, and dataset (using combined

results for shapes). For pitch and tonality, most dataset means are closely-clustered. Duration and ringiness

66



Duration
Df1 Df2 F value Pr(> F )

Material 4 92 739.4 < .001

Shape 1 23 65.65 < .001

Dataset 3 69 81.23 < .001

Material*Shape 4 92 52.97 < .001

Material*Dataset 12 276 53.56 < .001

Shape*Dataset 3 69 43.16 < .001

Mat*Shape*Dset 12 276 16.3 < .001

Pitch
Df1 Df2 F value Pr(> F )

Material 4 92 95.61 < .001

Shape 1 23 30.35 < .001

Dataset 3 69 22.79 < .001

Material*Shape 4 92 5.754 < .001

Material*Dataset 12 276 2.814 .0012

Shape*Dataset 3 69 69.23 < .001

Mat*Shape*Dset 12 276 4.691 < .001

Ringiness
Df1 Df2 F value Pr(> F )

Material 4 92 469.7 < .001

Shape 1 23 35.07 < .001

Dataset 3 69 51.47 < .001

Material*Shape 4 92 40.25 < .001

Material*Dataset 12 276 28.45 < .001

Shape*Dataset 3 69 7.708 < .001

Mat*Shape*Dset 12 276 4.984 < .001

Tonality
Df1 Df2 F value Pr(> F )

Material 4 92 9.325 < .001

Shape 1 23 20.97 < .001

Dataset 3 69 15.27 < .001

Material*Shape 4 92 11.54 < .001

Material*Dataset 12 276 1.548 0.107

Shape*Dataset 3 69 35.36 < .001

Mat*Shape*Dset 12 276 2.53 .0035

Table 4.2: Significance of fixed effects in our perceptual study, as determined by repeated measures ANOVA.
For each of the four perceptual qualities, the resulting degrees of freedom, F score, and p value are listed. All
main effects and almost all interactions are significant at the p < .001 level.
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Figure 4.15: Average error between perceptual quality ratings in the recorded dataset versus each of the three
synthetic datasets. A lower average error is better, indicating more perceptual similarity with the recorded
sounds. Both hand-tuned and EMG perform well.

show more difference: while hand-tuned and recorded are closely aligned, Ren and EMG occasionally display

more variance. Ringiness displays nearly the same pattern of significance as duration.

Synthetic datasets that produce more realistic sounds should have descriptive qualities similar to the

recorded dataset. To evaluate this, we look at the absolute error between each subject’s recorded and synthetic

ratings for each sound. Across all materials and shapes, hand-tuned sounds were closest to the recorded

sounds for duration and ringiness. For pitch and tonality, all datasets produced more similar results.

Figure 4.15 shows the computed average error values. The hand-tuned dataset is closest for the duration

and ringiness qualities, our EMG method is the closest for pitch, Ren is closest for tonality. Our EMG dataset

outperforms the Ren dataset on each perceptual quality except for tonality. One-way repeated-measures

ANOVAs show a significant effect of dataset on error for duration (F2,46 = 50.03, p < .05), ringiness

(F2,46 = 20.11, p < .05), and tonality (F2,46 = 5.717, p < .05). There was no significant effect of dataset

on error for pitch (F2,46 = 50.03, p = .347).

Hand-tuned parameters produce the closest ratings to the recorded dataset on these perceptual scales.

The Ren dataset contains many discrepancies from the real dataset, shown in the duration, pitch, and ringiness

of the more reverberative materials. Our EMG dataset properly reproduces the perceptions of the pitch and

tonality of the recorded objects, but in some cases produces higher duration and ringiness. Our EMG method

demonstrates an improvement over the Ren dataset in the fit to recorded sounds.
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4.4 Summary

We have presented a method for estimating material damping parameters using recorded impact sounds

as the only input. We have validated these contributions through parameter estimation on a new dataset of

impact sounds on rigid objects, using both an auditory user study and synthetic validation. These methods

can extract real-world material parameters from audio recording and recreate virtualized materials and their

rich sound effects arising from dynamic interaction in virtual environments.

4.4.1 Limitations

Our method removes a number of assumptions used by prior damping parameter estimation tech-

niques (Ren et al., 2013b). For example, our method does not require knowledge of the object’s geometry,

and it reduces the strict assumptions on the object’s support and the presence of background noise. However,

some common assumptions of prior works remain: (1) application to rigid objects and their vibrations can

be accurately modeled by linear analysis. (2) difficulty to fully remove all external damping factors—the

presence of loud transient noises, a tightly-coupled support, or a highly reverberative room may still impose

residual effects.

4.4.2 Future Work

In general, for parameter estimation, there exists a tradeoff between the amount of assumptions on the

required inputs and the quality of outputs. We do not assume prior knowledge on the object geometry, size,

material parameters, or the impact location—just audio recording is sufficient. However, this technique

currently does not estimate Young’s modulus, Poisson’s ratio, density, or geometric properties of the object.

Generalization of a probabilistic model like this work or use of learning algorithms can potentially estimate

these parameters automatically using only a few audio recordings. A method that can optimize all parameters

simultaneously would further simplify the pipeline from audio recording to automatic synthesis. Future work

may explore if additional inputs can result in a much greater increase in the number of estimated parameters.

A single sound is not enough to estimate parameter α1 with sufficient accuracy; upwards of 10–20 sounds

may be needed. In our human parameter tuning study, subjects were initially untrained; experts may produce

slightly different parameter distributions.
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CHAPTER 5: Integrated Multimodal Interaction Using Texture Representations1

5.1 Introduction

In computer graphics, texture mapping has been one of the most widely used techniques to improve the

visual fidelity of objects while significantly accelerating the rendering performance. There are several popular

texture representations, such as displacement maps (Cook, 1984), bump mapping with normal maps (Blinn,

1978; Cohen et al., 1998), parallax maps (Kaneko et al., 2001; Tevs et al., 2008), relief maps (Oliveira

et al., 2000; Policarpo et al., 2005), etc., and they are used mostly as “imposters” for rendering static scenes.

These textures are usually mapped onto objects’ surfaces represented with simplified geometry. The fine

details of the objects are visually encoded in these texture representations. By replacing the geometric detail

with a texture equivalent, the resulting rendered image can be made to appear much more complex than its

underlying polygonal geometry would otherwise convey. These representations also come with a significant

increase in performance: texture maps can be used for real-time augmented and virtual reality (AR/VR)

applications on low-end commodity devices.

Sensory conflict occurs when there is a mismatch between information perceived through multiple

senses and can cause a break in immersion in a virtual environment. When textures are used to represent

complex objects with simpler geometry, sensory conflict becomes a particular concern. In an immersive

virtual environment, a user may see a rough surface of varying heights and slopes represented by its texture

equivalent mapped to a flat surface. In the real world, objects behave very differently when bouncing, sliding,

or rolling on bumpy or rough surfaces than they do on flat surfaces. With visually complex detail and different,

contrasting physical behavior due to the simple flat surface, sensory conflict can easily occur—breaking the

sense of immersion in the virtual environment. In order to capture such behaviors, the geometry used in a

physics simulator would usually require a fine triangle mesh with sufficient surface detail, but in most cases a

sufficiently fine mesh is unavailable or would require prohibitive amounts of memory to store.

1This chapter previously appeared as an article in Computers & Graphics. The original citation is as follows: Sterling, A. and Lin,
M. C. (2016a). Integrated multimodal interaction using texture representations. Computers & Graphics, 55:118 – 129
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Since the given texture maps contain information about the fine detail of the mapped surface, it is possible

to use that information to recreate the behavior of the fine mesh. Haptic display and sound rendering of

textured surfaces have both been independently explored (Otaduy et al., 2004; Ren et al., 2010), but texture

representations of detail have not been previously used for visual simulation of dynamic behavior due to

collisions and contacts between rigid bodies. For example, the system for sound rendering of contacts with

textured surfaces (Ren et al., 2010) displays a pen sliding smoothly across highly bumpy surfaces. While

the generated sound from this interaction is dynamic and realistic, the smooth visual movement of the pen

noticeably does not match the texture implied by the sound. In order to minimize sensory conflict, it is critical

to present a unified and seamlessly integrated multimodal display to users, ensuring that the sensory feedback

is consistent across the senses of sight, hearing, and touch for both coarse and fine levels of detail.

Motivated by the need to address the sensory conflict due to the use of textures in a multimodal virtual

environment, we explore the use of both normal maps and relief maps as unified texture representations for

integrated multimodal display. The main results of this work include:

• A new effective method for visual simulation of physical behaviors for rigid objects textured with normal

maps;

• A seamlessly integrated multisensory interaction system using normal maps;

• An extended system using relief maps;

• Evaluation and analysis of texture-based multimodal display and their effects on task performance; and

• Evaluation of perceptual differences between normal and relief map representations.

The rest of the chapter is organized as follows. We first discuss why we have selected normal and relief

maps as our texture representations for multimodal display. We then describe how each mode of interaction

can specifically use normal maps to improve perception of complex geometry (Section 5.2). We highlight

the behavior of virtual objects as they interact with a large textured surface, and describe a new method to

improve visual perception of the simulated physical behaviors of colliding objects with a textured surface

using normal maps. We also demonstrate how to use the same normal maps in haptic display and sound

rendering of textured surfaces. We describe how the additional depth information in relief maps can be used

to improve each mode of interaction (Section 5.3).
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Color map Normal map Depth map Relief map

Figure 5.1: Texture map example. RGB values encode normal vectors in each texel. In relief maps, the alpha
value encodes depth information.

We have implemented a prototype multimodal display system using normal and relief maps and performed

both qualitative and quantitative evaluations of its effectiveness on perceptual quality of the VR experience

and objective measures on task completion (Section 5.4). A user study suggests that normal maps can

serve as an effective, unified texture representation for seamlessly integrated multi-sensory display and the

resulting system generally improves task completion rates with greater ease over use of a single modality

alone. A second user study suggest that relief maps are also an effective representation of fine detail, with an

improvement in sensory consistency over normal maps.

5.2 Overview and Texture Map Representation

Our system uses three main components to create a virtual scene where a user can experience through

multiple modalities of interaction. A rigid body physics simulator controls the movement of objects. The only

form of user input is through a haptic device, which also provides force feedback to stimulate the sense of

touch. Finally, modal sound synthesis is used to dynamically generate the auditory component of the system.

In this section, we briefly cover the details of texture mapping, discuss haptic illusions and justify the use of

texture representations, then describe each of these components using normal maps as the representation of

detail. The relief map representation is covered in greater detail in Section 5.3.

5.2.1 Normal and Relief Maps

Normal maps are usually stored as RGB images, with the color values encoding vectors normal to the

details of the surface they are mapped to. Refer to Figure 5.1 for an example. It is common practice to create

normal maps directly corresponding to a color map, such that the color map can be referenced at a location to

get a base color and the normal map can be referenced at the same location for the corresponding normal

vector.
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Relief mapping is a technique for rendering textured surfaces using additional depth information. It is

usually implemented on GPUs and can be briefly described as computing intersections with the height-field

defined by the depth values using rays from the camera to each pixel (Policarpo et al., 2005). Ray casting

lets relief-mapped surfaces properly handle self-occlusion, and extra ray casts from a light source enable

self-shadowing. Since rays are cast from the camera, proper perspective is maintained as the camera looks at

the textured surface from different angles. Our surfaces are rendered using relief mapping, so we refer to

their textures as “relief maps”, though the same texture could be used for parallax occlusion mapping or for

displacements on GPU-tessellated surfaces.

Our relief maps contain their depth information in the alpha channel of the image. In the alpha channel,

a value of zero (black, entirely transparent) means the texel is at its highest, exactly along the geometry of the

mapped object. Larger values (tending towards white/visible) indicate that the texel is recessed inside the

object. Much like sculpted relief artwork, relief maps can only cut into the surface; they cannot raise a texel

outside the object’s geometry. The maximum depth as a percentage of mapped object dimensions can be set

individually for each relief map.

Depending on the resolution of the texture image and the surface area of the object it is mapped to,

a normal or relief map can provide very fine detail about the object’s surface. This detail—while still an

approximation of a more complex surface—is sufficient to replicate other phenomena requiring knowledge of

fine detail.

5.2.2 Design Consideration

Next we discuss various consideration in choosing texture maps as our representation of fine detail,

beginning with a discussion on haptic perception.

5.2.2.1 Haptic Illusions

Perceptual illusions, including visual, haptic and auditory, have been explored in virtual reality for

immersing users in computer generated environments through multi-sensory display. For example, bump

mapping can be regarded as a visual illusion where a user who is expecting to see depth in a bump-mapped

surface may interpret the shading as depth. Haptic illusions can be roughly defined as when a haptic stimulus

is applied under specific conditions that change the perception of that stimulus. A classic example is the

size-weight illusion in which a participant lifts two boxes of equal weight and unequal sizes and perceives the
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smaller box to be heavier. There are many types of haptic illusions, which have been well documented and

catalogued (Hayward, 2008).

There are some real-world examples of haptic illusions that are relevant for simulating slope and depth.

In the “curved plate” illusion, a flat edge rolled over a fingertip at about 1 Hz produces the sensation that

the edge is curved. As described earlier, previous work on simulating haptic textures also relies on haptic

illusions: applying only lateral forces to a haptic probe can create the sensation of a vertical height difference.

In these illusions, the changing direction of normal force creates the illusion of curvature. That is, the

normal vector is an important haptic cue for curvature. Texture maps with normal vectors provide exactly

that information, and therefore should be able to simulate the curvature of a more complicated surface through

haptic illusions. This observation forms the hypothesis of our exploration of texture representations.

5.2.2.2 Choice of Representation

On top of providing an important haptic cue, normal vectors have additional advantages over alternative

options. Using very high-resolution geometry would automatically produce many of the desired effects,

but the performance requirements for interactive 3D applications significantly reduces their viability in our

early deliberation. This is especially important to consider in AR and VR applications, where real-time

performance must be maintained while possibly operating on a low-end mobile phone or head mounted

display.

Other texture map information may also be considered, such as height (or displacement) maps. For

sound, Ren et al. (Ren et al., 2010) used normal maps because the absolute height does not affect the resulting

sound; it is the change in normal that causes a single impulse to produce meso-level sound. With regard to

force display of textured surfaces, the Sandpaper system (Minsky, 1995) has been a popular and efficient

method for applying tangential forces to simulate slope based on a height map. Using normal vectors we can

instead scale a sampled normal vector to produce the same normal and tangential forces. Rigid body collision

response also depends entirely on normal vectors.

Since each component of the system depends directly on the normals, a normal map representation

emerges as the natural choice. An added convenience is that normal maps are widely supported (including

mobile games) and frequently included alongside color maps. Although normal maps contain the most

important cues for multimodal interaction, we would like to evaluate how much benefit is gained from

combining normals with depth information. Relief mapping uses both for visual rendering and has become
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more common alongside GPUs, so relief maps provide a useful starting point for considering depth in

multimodal interaction with textures. The application needs, the performance requirement, and the wide

availability and support on commodity systems all contribute to our adoption of normal maps and relief maps

as the mapping techniques in this work.

5.2.3 Rigid Body Dynamics

In order to simulate the movement of objects in the virtual scene, we use a rigid body dynamics simulator.

These simulators are designed to run in real time and produce movements of rigid objects that visually appear

believable.

Rigid body dynamics has two major steps: collision detection and collision response. Collision detection

determines the point of collision between two interpenetrating objects as well as the directions in which

to apply force to most quickly separate them. Modifying the normals of an object, as we do with normal

maps, does not affect whether or not a collision occurs. This is a significant limitation of a normal map

representation without any height or displacement information.

There are numerous algorithms for collision resolution, which determines how to update positions

and/or velocities to separate the penetrating objects. In impulse-based approaches, collisions are resolved by

applying an impulse in the form of an instantaneous change in each objects’ velocity. Considering a single

object’s velocity vector v, ∆v is chosen to be large enough so that the objects separate in the subsequent

timesteps. The change in velocity on an object with mass m is computed by applying a force f over a short

time ∆t in the direction of the geometric normal ng of the other colliding object:

∆v =
f∆t

m
ng (5.1)

This process is highly dependent on the normal vectors of each object, and other collision resolution

approaches have this same dependency.

5.2.3.1 Modifying Collision Behavior with Normal Maps

We focus on simulating collisions between small dynamic objects and large textured surfaces whose

details would have a large effect on the dynamic object. To get an intuitive understanding of the behavior we

seek to replicate, imagine a marble rolling on a brick-and-mortar floor. When the marble rolls to the edge of a
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Figure 5.2: Contact point modification on a rolling ball: given the contact point p and sampled normal ns,
we want to simulate the collision at point q.

brick, the expected behavior would be for it to fall into the mortar between bricks and possibly end up stuck

at the bottom.

The level of detail needed to accurately recreate these dynamics with a conventional rigid body physics

engine is too fine to be interactively represented with a geometric mesh, especially with large scenes in

real-time applications. A normal map contains the appropriate level of detail and is able to represent the flat

brick tops and rounded mortar indentations.

In order to change the behavior of collisions to respect fine detail, our solution is to modify the contact

point and contact normal reported by the collision detection step. This is an extra step in resolving collisions,

and does not require any changes to the collision detection or resolution algorithms themselves.

The contact normal usually comes from the geometry of the colliding objects, but the normal map

provides the same information with higher resolution, so our new approach uses the normal map’s vectors

instead. Given the collision point on the flat surface, we can query the surface normal at that point and instruct

the physics engine to use this perturbed normal instead of the one it would receive from the geometry. One

side effect of using the single collision point to find the perturbed normal is that it treats the object as an

infinitely small probe.

5.2.3.2 Rolling Objects and Collision Point Modification

There is a significant issue with this technique when simulating rolling objects. Refer to Figure 5.2 for

an example. Two planes are shown, the horizontal one being the plane of the coarse geometry and the other

being the plane simulated by the perturbed normal. Note that the contact points with the rolling ball differ

when the plane changes. The vector ns shows the direction of the force we would ideally like to apply. If

we were to apply that force at the original contact point p, the angular velocity of the sphere would change

and the ball would begin to roll backwards. In practice, this often results in the sphere rolling in place when
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it comes across a more extreme surface normal. Instead, we use the sphere radius r, the perturbed surface

normal ns, and the sphere center c to produce the modified contact point q:

q = c− (rn) (5.2)

This modification applies the force directly towards the center of mass and causes no change in angular

velocity, but is less accurate for large spheres and extreme normal perturbations.

This contact point modification is important for perceptually believable rolling effects. Shapes other than

spheres do not have the guarantee that the contact point will be in the direction of the c− n vector, so this

does not apply in the general case. Generally, we can simply modify the normal without changing the contact

point. In the case of relief maps, the true collision points and contact normals can be determined, so this

correction is unnecessary.

5.2.4 Haptic Interface

We have designed our system to use a PHANToM Desktop haptic device (Massie and Salisbury, 1994).

This device can measure 6-DOF motion: three translational and three rotational, but display only 3-DOF

forces (i.e. no torques). We have chosen to represent the PHANToM as a pen inside the virtual environment,

which matches the scale and shape of the grip. While we could use forces determined by the rigid-body

physics engine to apply feedback, the physics update rate (about 60 Hz) is much lower than the required

thousands of Hz needed to stably simulate a hard surface.

We simulate the textured surface by projecting the tip of the PHANToM Desktop grip onto the surface

in the direction of the coarse geometry’s normal. The fine surface normal is queried and interpolated from

nearby normal map vectors. The PHANToM simulates the presence of a plane with that normal and the

projected surface point. Given the normal vector sampled from the normal map ns and pen tip position

projected onto the surface p, the equation modeling this plane is:

(ns · (x, y, z))− (ns · p) = 0 (5.3)

The PHANToM now needs to apply the proper feedback force to prevent the pen’s tip from penetrating

into the plane. This is accomplished using a penalty force, simulating a damped spring pulling the point
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ns

ng

Figure 5.3: Haptic force is applied in the direction of the sampled normal ns instead of the geometric normal
ng.

back to the surface. Using the modified normal vector, the simulated plane serves as a local first order

approximation of the surface. Note that while the slopes of the planes produced by the PHANToM can vary

significantly based on the normal map, at the position of the pen the plane will coincide with the surface.

This is illustrated in Figure 5.3, where the simulated plane intersects the geometric plane at the collision

point. This creates an illusion of feeling a textured surface while keeping the pen in contact with the flat

underlying surface geometry.

With this technique, stability can be concern in some cases. Most noticeably, in steep and narrow

V-shaped valleys, a user pushing down on the surface might cause the tip of the pen to oscillate between the

valley sides. Users sliding the pen rapidly across bumpy surfaces may also feel forces that are stronger and

more abrupt than they would expect. We have mainly mitigated these concerns by smoothing the normal

maps and scaling down the penalty forces. A side effect is that the surfaces end up feeling slightly smoother

and softer, though we have found this an acceptable tradeoff for improved stability.

We use a simplified model to interact with dynamic objects. The PHANToM’s corresponding pen

appearance in the environment is added as an object in the rigid-body physics simulator. Whenever this pen

comes in contact with a dynamic object, the physics simulator computes the forces on the objects needed to

separate them. We can directly apply a scaled version of this force to the haptic device. This ignores torque

as our 3-DOF PHANToM can apply only translational forces. This approach is fast, simple, and lets the user

push and interact with objects around the environment.

5.2.5 Sound Synthesis

Sound is created due to a pressure wave propagating through a medium such as air or water. These

waves are often produced by the vibrations of objects when they are struck, and human ears can convert

these waves into electrical signals for the brain to process and interpret as sound. One of the most popular
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physically-based approaches to modeling the creation of sound is modal sound synthesis, which analyzes how

objects vibrate when struck at different locations to synthesize contact sounds. I provide a comprehensive

description of the process of modal sound synthesis in Section 2.1.

5.2.5.1 Textures and Lasting Sounds

Modal synthesis works well for generating sound that varies for each object, material, and impulse.

However, for long-lasting collisions such as scraping, sliding, and rolling, the sound primarily comes from

the fine details of the surface, which are not captured in the geometry of the input mesh when using texture

maps. We adopt the method by Ren et al. (Ren et al., 2010), which uses three levels of detail to represent

objects, with normal maps providing the intermediate level of detail.

At the macro level, the object is represented with the provided triangle mesh. The first frame in which

a collision is detected, it is considered transient and impulses are applied according to conventional modal

synthesis. If the collision persists for multiple frames, we instead use the lower levels described below.

Even surfaces that look completely flat produce rolling, sliding, and scraping sounds during long-lasting

collisions. The micro level of detail contains the very fine details that produce these sounds and are usually

consistent throughout the material. Sound at this level is modeled as fractal noise. Playback speed is

controlled by the relative velocity of the objects, and the amplitude is proportional to the magnitude of the

normal force.

The meso level of detail describes detail too small to be efficiently integrated into the triangle mesh,

but large enough to be distinguishable from fractal noise and possibly varying across the surface. Normal

maps contain this level of detail, namely the variation in the surface normals. This sound is produced by

following the path of the collision point over time. Any time the normal vector changes, the momentum of the

rolling or sliding object must change in order to follow the path of that new normal. This change produces an

impulse which can be used alongside the others for modal synthesis. This can be mathematically formulated

as follows.

Given an object with mass m moving with tangent-space velocity vector vt along a face of the coarse

geometry with normal vector ng whose nearest normal map texel provides a sampled normal ns, the

component of the momentum orthogonal to the face pn is:
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pn = m

(
−vt · ns

ng · ns

)
ng (5.4)

This momentum is calculated every time an object’s contact point slides or rolls to a new texel, and the

difference is applied as an impulse to the object. More extreme normals or a higher velocity will result

in higher momentum and larger impulses. Whenever objects are in collision for multiple frames, both the

micro-level fractal noise and the meso-level normal map impulses are applied, and the combined sound

produces the long-lasting rolling, sliding, or scraping sound.

5.3 Relief Map Representation

As an extension to the modalities described above which rely solely on the surface’s normal vectors, we

have also explored how a relief map’s depth information can be incorporated to improve each component. In

this section, we explain these differences.

5.3.1 Modifying Collision Behavior with Relief Maps

When discussing rigid body physics with a normal map, we mentioned that collision detection remained

unchanged while collision resolution required modification. With relief maps’ depth information, collision

detection now requires additional steps, as now objects may penetrate inside the geometry of a surface as

long as they stay outside the recessed relief surface. Again focusing on the situation where a small object

collides with a large textured surface, the problem is collision detection between an object and a height map.

We adopt a similar approach described by Otaduy et al. for computing directional penetration depth between

two textured objects (Otaduy et al., 2004).

In general, the penetration depth between two colliding objects is the shortest distance one of the objects

would have to move in order to separate themselves. The directional penetration depth is the penetration depth

where the objects can move along only one specified axis. Computing the general penetration depth between

finely-detailed objects can be prohibitively slow for interactive applications. Directional penetration depth

can be used in place of general penetration depth, sacrificing accuracy for speed, which is more appropriate

for our goals.

The GPU-based method proposed by Otaduy et al. for computing directional penetration depth is to

represent each colliding object as a height map perpendicular to the specified direction. These height maps
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Figure 5.4: A rectangle colliding with a 1D relief map. Wherever arrows point downwards, the distance is
negative and there is a collision.

are aligned with one another so that the distance between the objects at some point is the difference in height

between two matching height map texels. Wherever the distance between objects is negative, there is a

collision. The most negative distance value can then be reported as the directional penetration depth.

In our case, the large plane textured with a relief map is already a height map perpendicular to the normal

vector of the plane. In order to adopt a similar technique on any CPU (and GPU), we need to convert the

colliding object into a height map of its own. We primarily accomplish this by projecting the object onto the

plane and rasterizing the result with the same resolution as the relief map. The depth information from that

process can then be used as the object’s height map. The difference between the relief map’s depth and the

object’s height map is the distance between them, and one or more collision points can be found by searching

for negative distances. The collision points and the normal vectors sampled from the relief map at the same

locations can then be passed to the collision resolution solver.

A simple example is illustrated in Figure 5.4, where a rectangular object is colliding with a 1D relief

map. Each arrow points from a relief map texel to the corresponding texel of the rasterized object height map,

where upwards arrows are positive distance values and downwards arrows are negative. The most negative

distance values would be reported as collision points. Since the points are found through a sampling process,

there is naturally a tradeoff between speed and accuracy: each sample takes time to compute but contributes

to finding a more accurate collision point.

5.3.2 Haptic Interface with Relief Maps

For haptic interaction through the PHANToM, as with rigid body physics, the change is in collision

detection and not resolution. The tip of the pen is projected down in the direction of the surface normal,

but collision is reported only if the pen’s tip is below the relief map depth value. If there is a collision, the
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simulated plane is created in exactly the same way as described in the normal map section. With depth

information, the pen can follow the actual contours of the surface.

5.3.3 Sound Synthesis with Relief Maps

With normal maps, it is necessary to track the change in the sampled normal vector to estimate the

impulses felt by a rolling, sliding, or scraping object for the purposes of sound synthesis. In the case of a

relief map with depth information, we can compute significantly more accurate collision information, and

with that comes significantly more accurate impulse information. With the relief map collision detection

described previously, we can directly take the impulses reported by the physics engine and apply them to the

bank of modes of vibration to synthesize sound.

Since the physics engine properly takes into account the normal and depth information from the relief

map, the resulting impulses already account for the texture detail. Adding in the same fractal noise to account

for surface variations too small to be captured by either texture representation produces realistic long-lasting

contact sounds.

5.4 Implementation and Results

We have described each component of our multimodal system using texture maps. We implemented

this prototype system in C++, using NVIDIA’s PhysX as the rigid body physics simulator, OGRE3D as the

rendering engine, VRPN to communicate with the PHANToM (Taylor II et al., 2001), and STK for playing

synthesized sound (Cook and Scavone, 1999).

Objects can be discretized using spring-mass systems to perform modal analysis for sound synthesis, but

for this work we instead use a finite element method representation using tetrahedral meshes. The difference

between the representations is primarily that the spring-mass model represents objects as hollow shells

with a given shell thickness, while using tetrahedral meshes properly represents the full volume of objects.

With either representation, the system of equations in Equation (2.1) is used, but matrices are constructed

differently. This provides an improvement in accuracy over spring-mass discretizations and negatively

impacts computation time during the precomputation step only. All scenarios we created contained at least

one textured surface acting as the ground of the environment, using its texture maps to modify collision

response, haptic display, or sound rendering.
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Memory Requirements Time Requirements
Mesh Offline Runtime Physics Visual Haptic

Normal Map 10KB 2.7 MB 270 KB 175 µs 486 µs 60 µs
Relief Map 110KB 1 GB 18 MB 2.2 ms 900 µs 60 µs
Coarse Mesh 4.5 MB 288 GB∗ 450 MB∗ 3.0 ms 2.1 ms –∗∗

Fine Mesh 19 MB 4500 GB∗ 1700 MB∗ 4.9 ms 7.0 ms –∗∗

Table 5.1: Memory and timing results for our (texture-based) methods compared to a similarly detailed coarse
mesh (66,500 vertices) and fine mesh (264,200 vertices). Entries marked with ∗ are extrapolated values, since
the memory requirements are too high to run on modern machines. Haptic time (∗∗) was not measurable for
triangle meshes due to an API limitation. Normal maps are able to achieve up to 25 times of runtime speedup
and up to 6 orders of magnitude in memory saving.

5.4.1 Performance Analysis

The sound synthesis module generates samples at 44100Hz, the physics engine updates at 60Hz, and

while the PHANToM hardware itself updates at around 1000Hz, the surface normal is sampled to create a

new plane once per frame. On a computer with an Intel Xeon E5620 processor and 24GB RAM, the program

consistently averages more than 100 frames per second. This update rate is sufficient for real-time interaction,

with multi-rate updates (Otaduy et al., 2004; Ren et al., 2010).

A natural comparison is between our texture-based method and methods using meshes containing the

same level of detail. Most of our texture maps are around 512× 512, so recreating the same amount of detail

in a similarly fine mesh would require more than 5122 = 262114 vertices and nearly twice as many triangles.

As a slightly more realistic alternative, we also compare to a relatively coarse 256× 256 mesh with more than

2562 = 65536 vertices. For a discussion of LOD representations and the challenges in simplifying meshes

for multimodal systems, refer to Section 5.4.4.2.

Table 5.1 presents memory and timing information when comparing our method to methods using the

equivalent geometry meshes instead. The coarse mesh used for modal analysis is greatly reduced in size

compared to the finer meshes. We generated these finely-detailed meshes for the sake of comparison, but

in practice, neither mesh would be available to a game developer and they would have to make do with the

constraints considered in our method.

Modal analysis for audio generation on the finer meshes requires significantly more memory than is

available on modern machines, so a simplified mesh is required. The listed runtime memory requirement is

for modal sound synthesis and primarily consists of the matrix mapping impulses to modal response. The
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listed memory requirements are based on a spring-mass discretization for normal maps and the FEM-based

discretization for relief maps.

Our method is faster than using fine meshes in each mode of interaction. Haptic rendering time using our

method took merely 60 µs per frame. The listed visual time requirement is the time taken to render the surface,

either as a flat texture mapped plane, or as a color-mapped mesh without normal mapping. The PHANToM’s

API integrated with VRPN does not support triangular meshes, and we could not test performance of collision

detection and haptic rendering manually, though the time needed to compute collision with an arbitrary

triangular mesh would have been significantly longer (at least by one to two orders of magnitude based on

prior work, such as H-COLLIDE).

The main sound rendering loop runs at 44.1 kHz regardless of the chosen representation of detail. The

only difference comes from the source of sound-generating impulses: our method for normal maps collects

impulses from a path along the normal map while a relief map or mesh-based approach collects impulses

reported by the physics engine. Applying impulses to the modal synthesis system is very fast relative to the

timed modes of interaction.

5.4.2 Normal Map Texture Identification User Study

In order to evaluate the effectiveness of this multimodal system, we conducted a user study consisting of

a series of tasks followed by a questionnaire. One objective of this user study was to determine the overall

effectiveness of our system. For this study, only the normal map representation was used. A subject is

interacting with the normal map through sight, touch, and sound. If each of these components are well

designed and implemented, a subject should be able to identify the material by multimodal interaction. The

other goal is to see how well the use of multiple senses helps to create a consistent recognition of the material

being probed. Even if subjects find the haptic display alone is enough to understand the texture of the material

being probed, does adding sound cues speed up their process of identifying textures or instead cause sensory

conflict?

5.4.2.1 Set-up

Twelve participants volunteered to take part in this study experiment. Each subject was trained on how

to use the PHANToM and was given some time to get used to the system by playing in a test scene (see

Figure 5.7, top row). The subject then completed a series of six trials. In each trial, a material for the surface
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Figure 5.5: The available materials for the texture identification user study. 1–3 sounded like bricks, 4–5
sounded like porcelain, 6–8 sounded like metal, and 9–10 sounded like wood.

was chosen at random, and all aspects of it except its visual appearance were applied. That is, the subject

would be able to feel the surface’s texture with the PHANToM, hear the sound generated from ball and

PHANToM pen contacts, and see the rolling ball respond to ridges and valleys on the surface. The subject

was able to cycle through each material’s visual appearance (in the form of a texture) by pressing the button

on the PHANToM’s grip. Their task was to select the material’s unknown visual appearance based on the

multimodal cues received.

The first three trials provided all three cues—sound, ball, and pen—but in each of the remaining three

trials only two of the three cues would be available. The subject would be informed before the trial began

if any cues were missing. The subjects were recommended to use all available cues to make their decision,

but were otherwise unguided as to how to distinguish the materials. After the trials were completed, a short

questionnaire was provided for subjective evaluation and feedback.

This study utilizes sensory conflict to guide the subjects to correctly identify the visual appearance.

If the multimodal cues present the sounds, haptic texture, and physical response of a metal surface with

regular grooves, but the subject has currently selected the visual appearance of a flat, smooth wooden surface,

they should recognize the sensory conflict and reject the wooden surface as the answer. Once the subject

has selected the correct visual appearance (grooved metal in this example), they should feel relatively little

sensory conflict and from that realize they have found the answer.

Figure 5.5 shows the materials chosen for the user study. The subjects were allowed to look at each of

these textures before the trials began, but were not able to feel or hear them. Some of these were specifically

chosen to be challenging to distinguish.
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ID rate Time (s) Ease (1–10)

All modes 78% 38± 18 7.9± 1.3

No sound 81% 46± 45 4.9± 2.2

No haptics 54% 41± 23 3.6± 1.8

No physics 72% 47± 58 6.4± 2.6

Table 5.2: Results comparing modality effectiveness when limiting the available modes of interaction in the
texture identification user study. “Ease” is evaluated by the subjects where 1 is difficult and 10 is easy. When
using all modes of interaction, subjects were generally able to identify the material more frequently than
when only using two modes and reported that they found identification to be easiest when all modalities of
interaction were engaged.

Always Frequently Occasionally Rarely Never Reported accuracy (1–10)

Haptics 88% 0% 6% 0% 6% 9.3± 0.9

Sound 34% 22% 22% 11% 11% 7.6± 1.4

Physics 29% 6% 47% 6% 12% 7.3± 2.6

Table 5.3: Texture identification study: Results from question asking how often subjects used each mode of
interaction and question asking how well each mode represented the materials (10 is very accurate).

5.4.2.2 Experimental Results

In Table 5.2, we compare the results when varying which modes of interaction are available to subjects.

The ID rate is the percentage of trials in which the subject was able to correctly identify the material, and the

mean time takes into account time for correct guesses only. The “ease” was provided by the subjects on the

questionnaire, where they were asked to rate on a scale from 1–10 how easy they found it was to identify the

material for each combination of modes of interaction. Higher “ease” scores mean the subject found it easier

to identify the material.

In all cases, the identification rate was higher than 50%, and usually much higher than that. The loss of

haptic feedback caused the largest drop in ID rate and ease. The loss of sound actually improved material

identification—although the difference is not statistically significant—but subjects still found identification to

be much more perceptually challenging.

Two more noteworthy results were gathered from a subjective questionnaire, with results shown in

Table 5.3. Subjects were asked how frequently they used each of the modes in identifying the material. The

subjects were also asked how well each mode of interaction represented how they would expect the materials

to sound or feel. These results could help explain the low identification rate when haptics are disabled: most
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Guesses (%)
ID 1 2 3 4 5 6 7 8 9 10

1 50 0 33 0 0 17 0 0 10 0
2 0 80 0 20 0 0 0 0 0 0
3 0 0 100 0 0 0 0 0 0 0
4 0 0 0 83 17 0 0 0 0 0
5 0 13 25 0 50 0 12 0 0 0
6 0 0 17 0 0 83 0 0 0 0
7 8 0 8 0 0 8 60 8 8 0
8 0 0 0 0 0 0 0 75 25 0
9 0 0 17 0 0 0 0 16 67 0

10 0 0 0 0 0 0 0 0 12 88

Table 5.4: Confusion matrix showing the guesses made by subjects in the texture identification study. For all
materials, a significant majority of subjects were able to identify the right materials.

subjects both relied heavily on tactile senses and found it be the most accurate mode. The subjects considered

the sound and physics somewhat less accurate but still occasionally useful for determining the materials.

More detailed results from the study are presented in Table 5.4. An entry in row i and column j is the

percentage of times the subject was presented material i and guessed that it was material j. The higher

percentages along the diagonal demonstrate the high correct identification rate. Also note that in most

categories there is no close second-place guess. The largest exception is that 33% of the time material 1

(brick grid) was mistakenly identified as material 3 (pebbles), likely due to similarity in both material sounds

and patterns.

5.4.2.3 Analysis

Our analysis is largely based on comparing the results from interactions with different sets of modalities

using a t-test to analyze the difference between the modalities. In addition to the p value for statistical

significance, we also use Cohen’s effect size d, defined as the difference between the means of two samples

divided by their pooled standard deviation (Nakagawa and Cuthill, 2007). Effect size is an important factor to

consider alongside statistical significance, explaining not just if there is a difference, but explaining (in units

of standard deviations) how large that difference actually is.
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Due to the relatively low sample size in the study of each material, many of the possible direct comparisons

would not be statistically significant. Therefore, for this study the reported statistics are based on combined

data from all study materials; we do not compare the result on each material to one another.

Between identification rates, there was no statistically significant change when removing a mode

(p > .05), but the removal of haptics came close with p = .066. The subjective subject-reported values of

ease and accuracy were generally more significant. Subjects reported that they found material identification

to be more difficult when either sound or haptics were removed in comparison to having all modes available

(p < .05), but did not find identification more difficult when the physics modification was removed (p > .05).

Cohen’s effect size values (d) of 1.66 for the removal of sound and 2.79 for the removal of haptics suggest a

very large change in perceptual difficulty when removing these modes. Subjects also reported that they found

the haptics to be more accurate than physics or sound (p < .05), but did not find a significant difference in

accuracy between physics and sound (p > .05). Cohen’s effect size values of 1.02 comparing haptics to

physics and 1.36 comparing haptics to sound suggest a large difference in the perception of how accurate

these modes are.

Overall, these results demonstrate that each mode of interaction is effectively enabled through use of

normal maps. Combining multiple modes increases accuracy, which suggests that the subjects are receiving

consistent, non-conflicting information across their senses. This was a deliberately challenging study, using

materials that sounded similar and had similar geometric features and patterns. Furthermore, the task asked

subjects to carefully consider properties of materials not often noticed. Not many people take the time

to consider the difference in frequency distributions between the sounds of porcelain and metal, but that

distinction could have been important for these tasks. Within such a context, a 78% rate for identifying the

correct material out of ten options appears rather promising, and significantly better than random selection.

5.4.3 Normal and Relief Comparison User Study

We now move on to discuss a second, separate user study. In order to evaluate the effectiveness of the

relief map representation, we conducted another user study where subjects compared normal mapped surfaces

to relief mapped surfaces. Since the previous study found most of the benefit in the subjects’ perception of

the surface, this study was largely designed to test the perceptual aspects of these representations.
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Figure 5.6: The available materials for the normal and relief map comparison user study. Material 2 and 5
sounded like stone; 3 sounded like ceramic tile; 4 sounded like metal; 1 and 6 sounded like wood.

5.4.3.1 Set-up

Twenty-two subjects volunteered to participate in this study, primarily students with computer literacy in

the age between 20 to 30. The subjects were allowed to interact with six textured surfaces, where, for each

subject, three textures were randomly selected to use the normal map representation and the remaining three

used the relief map representation. Much like in the previous user study, subjects controlled the PHANToM,

which corresponded to a virtual pen that could strike the surface or a rolling ball. Through this interaction the

subjects would feel the surface, watch the ball roll across the surface, and hear sound synthesized from the

surface. Subjects were given as much time as needed to interact with the textured surfaces, and were able to

switch between textures at will. Feedback was obtained through a questionnaire in which subjects evaluated

each texture, rating the perceived realism of the visual appearance, how well each mode of interaction

matched what they would expect from the visual appearance, and the overall quality of interaction.

Figure 5.6 shows the relief map versions of each surface chosen for the user study. These were selected

to provide a range of complexity, depth, and materials. The subjects were allowed to spend as much time as

needed to properly evaluate each surface.

The subjects were not informed that some surfaces would have relief maps and some would have normal

maps, nor were they specifically told to consider the depth of the surface. Furthermore, no subject ever saw
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both the normal and relief versions of the same surface, always one or the other. With the subjects largely

going into the study unaware of the multiple representations, we pose the following questions:

• With this scenario, do the subjects find the relief maps more accurate and realistic? If not, do they instead

significantly prefer the normal maps, or are the two representations indistinguishable?

• Do subjects interacting with a relief mapped surface rate it more highly than the subjects interacting with

its normal map equivalent?

• How much, if any, does depth information help with reduction of sensory conflict?

5.4.3.2 Experimental Results

A general way to look at the results is to, for each question, compare all responses (across all surface

materials) to use of normal maps vs. use of relief maps. This way can provide a general idea of which

texture representation was preferred for each mode of interaction. When subjects were asked how realistic

the surfaces appeared, how much the ball physics matched their expectations, and how much the synthesized

sound matched their expectations, there was no significant difference between normal maps and relief maps

(p >> .05). Cohen’s effect size for each of these was no greater than 0.11, further indicating little distinction

between the texture representations.

When subjects were asked how well the haptics matched their expectations, there was weak evidence

showing that subjects preferred the relief maps (p ≈ .053), and Cohen’s effect size of .34 indicates some

moderate preference of relief maps. However, when subjects reported their overall perceived quality of

interaction, they significantly favored relief maps over normal maps (p < .05), with Cohen’s effect size of

.36 further suggesting a moderate preference of relief maps.

In Table 5.5, we show the results from comparing the two versions of each texture to one another. For

each of the six surfaces, the ratings from the subjects who were given the normal map version are compared

to the ratings from the subjects who were given the relief map version, and the table presents the p values and

effect sizes for each category the subjects were questioned about. See the beginning of Section 5.4.2.3 for a

brief description of effect size. Notice that the results vary largely from surface to surface.

Recall that, out of the six surfaces each subject experienced, three at random were chosen to be normal

maps and the other three were relief maps. Comparing each subject’s average normal map rating to that same
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Surface
1 2 3 4 5 6

Visuals p .03 .61 .96 .14 .21 .66
d .84 -.21 .03 .65 -.57 .18

Physics p .80 .64 .38 .83 .08 .56
d -.1 .20 -.4 .09 -.78 .25

Sound p .31 .84 .47 .27 .07 .14
d -.45 -.09 -.34 .49 -.83 .65

Haptics p .03 .70 .77 .03 .002 .002
d .9 .16 .16 1.03 -1.42 1.44

Overall p .2 .68 .92 .08 .14 .02
d .52 .18 .05 .80 -.65 1.02

Table 5.5: For each of the six surfaces, subjects interacted with either the normal or relief map version of
that surface’s texture. This table contains results of t-tests for each surface and each modality determining
whether there are significant differences between the subjects’ responses for each texture representation. A
small p indicates a statistically significant difference. A positive d value indicates that subjects prefer the
relief map version; negative indicates a preference for the normal map.

subject’s average relief map rating, we found that each subject tended to prefer their three relief maps over

their three normal maps (p < .05).

5.4.3.3 Analysis

We can now revisit our originally posed questions, which each involve different means of analyzing the

data:

Accuracy and realism of relief maps In order to assess the overall quality of interaction with relief maps,

we can consider the data in aggregate, regardless of surface or user. Based on the subjects’ ratings of the

surfaces’ overall quality across all surfaces, on average subjects preferred relief maps over normal maps. We

also know that, despite not being informed of the multiple representations, subjects significantly preferred

their three randomly selected relief maps over their three normal maps. This neglects the subjects’ opinions

on individual modes of interaction, but that will be discussed later in the context of sensory conflict. When

considered as a whole, relief maps were considered to be of somewhat better overall quality.

Comparisons between normal and relief map versions of the same surface In order to see how subjects

compared different versions of the same surface, we now focus on the data in Table 5.5, which groups ratings
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by surface. When broken up in this way, we now see that results varied greatly from surface to surface. For

most surfaces and most modes of interaction, the differences in ratings were not statistically significant,

and the effect sizes ranged from medium preference of the normal map to medium preference of the relief

map. Certain textures therefore may be more suitable for representation as relief maps than others. For

example, subjects often commented that haptics and ball physics were unrealistic near vertical edges in a

relief map (likely due to limitations of directional penetration depth). Surface five contained many prominent

near-vertical edges, and subjects strongly preferred the normal map version. Even though there is an average

preference for relief maps across all surfaces, this and other situational reasons for preferring a particular

representation mean that the choice of representation may need to be considered on a case-by-case basis.

Reduction of sensory conflict In order to assess sensory conflict, we now see if the results indicate that the

experience as a whole was more appealing than each separate modality would indicate. Preferences were

mixed when subjects were told to rate a specific mode of interaction, but they rated the overall quality of

relief maps to be significantly higher than normal maps. This suggests that when interacting with multiple

modes of interaction simultaneously, relief maps appear to produce more consistent multimodal interaction

than normal maps. Normal vectors already provided most of the cues for depth and curvature, so adding

depth information in the form of a relief map had only a small effect on any one mode of interaction. It is

only when all modes are considered together that the combined effect is significantly larger. While the overall

quality of interaction with reliefs maps may be only moderately better on average and dependent on traits of

the surface itself, this reduction in sensory conflict provides its own, possibly subconscious, advantages.

5.4.4 Discussion

5.4.4.1 Applications

We demonstrate several possibilities on the potential use of normal and relief maps as unified represen-

tations for accelerating multimodal interaction. See Figures 1.6 and 5.7 for examples applications. Given

the prevalence of texture mapping in numerous interactive 3D graphics applications (e.g. games and virtual

environment systems), our techniques enable the users to interact with textured objects that have extremely

simple underlying geometry (such as flat surfaces) so that they would be able to observe consistent dynamic

behaviors of moving textured objects, hear the resulting sounds from collisions between them, and feel the

object contacts, as shown in Figure 5.7 (left). The example of the simplified pinball game in Figure 1.6 (right),
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Figure 5.7: A selection of applications based on our system: a virtual environment with multimodal interaction
with a relief map used in the normal and relief map comparison user study (top left), and letter blocks sliding
down a normal-mapped surface (bottom left).

Figure 5.8: Lombard street color map with normal map (left) and mapped to a plane with rolling balls (right).

balls rolling down Lombard Street in San Francisco City in Figure 5.8, and letter blocks sliding down sloped

surfaces with noise or obstacles in Figure 5.7 (right) are a few additional examples, where texture maps can

be incorporated into physics simulation with multimodal display to provide a more consistent, immersive

experience without sensory disparity.

5.4.4.2 Comparison with Level-of-Detail Representations

While we have shown comparisons between normal maps and high-resolution meshes as representations

of fine detail, using multiple levels-of-detail when appropriate can also improve runtime performance (Otaduy

and Lin, 2003b,a; Yoon et al., 2004). These LOD meshes can also reduce the complexity of the geometry
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while trying to retain the most important features, as determined by perceptual metrics. Since human

perception is limited, there may be no significant perceptual benefit in using meshes past a certain quality, in

which case the simplified version could be used throughout for significant performance gain.

However, there would be a number of challenges to overcome in designing a multimodal LOD system.

The metrics defining important visual features are known to be different than the metrics defining important

haptic features (Otaduy and Lin, 2005). It remains an open problem to create metrics for selecting important

audio features for switching between LODs in a multimodal system. Furthermore, the haptic LOD meshes

are different from LOD meshes for visual rendering (Otaduy and Lin, 2005), leading to significantly higher

memory requirements than texture-based representation in general.

5.5 Summary

In this chapter, we presented an integrated system for multimodal interaction with textured surfaces.

We demonstrated that normal maps and relief maps can be used as unified representations of fine surface

detail for visual simulation of rigid body dynamics, haptic display and sound rendering. We showed that

in a system that uses normal maps to present fine detail to subjects through multiple modes of interaction,

subjects are able to combine this information to create a more consistent mental model of the material they

are interacting with. Our first user evaluation result further provides validation that our system succeeded in

reducing sensory conflict in virtual environments when using texture maps. Our second user evaluation result

demonstrates that relief maps, when chosen carefully, may produce a further reduction in sensory conflict.

We have now explored two different texture representations of fine detail, but some limitations should be

addressed. Our current implementation and studies limited the texture-mapped surfaces to single flat planes

and we assume our multimodal method would translate gracefully to more complex shapes, as techniques

exist for visually rendering relief maps on arbitrary polygonal surfaces (Policarpo et al., 2005). We have also

been detecting collisions only between static relief-mapped surfaces and dynamic non-relief-mapped objects.

A more generalized and versatile system could consider the texture of both colliding textured objects, even if

both are dynamic, although performance may become more of a limitation. Vectorial textures may be used to

help reducing the aliasing artifacts of relief maps in better rendering sharp edges. Additionally, our choice

of haptic device has limited our results to 3-DOF force feedback, though it should be possible to compute

torques with a slight extension of our method.
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For future research, it may be possible to explore the integration of material perception (Ren et al.,

2013a,b) for multimodal displays. Future work may also attempt to generalize this system by addressing

the limitations described. We hope this work will lead to further interest in development of techniques on

minimizing sensory conflicts when using texture representations for interactive 3D graphics applications, like

AR and VR systems.
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CHAPTER 6: ISNN: Impact Sound Neural Network for Audio-Visual Object Classification1

6.1 Introduction

The problem of object detection, classification, and segmentation are central to understanding complex

scenes. Detection of objects is typically approached using visual cues (Girshick et al., 2014; Ren et al.,

2015). Classification techniques have steadily improved, advancing our ability to accurately label an object

by class given its depth image (Wu et al., 2015), voxelization (Maturana and Scherer, 2015), and/or RGB-

D data (Socher et al., 2012). Segmentation of objects from scenes provides contextual understanding of

scenes (Golodetz* et al., 2015; Valentin et al., 2015). While these state-of-the-art techniques often result in

high accuracy for common scenes and environments, there is still room for improvement when accounting

for different object materials, textures, lighting, and other variable conditions.

The challenges introduced by transparent and highly reflective objects remain open research areas in 3D

object classification. Common vision-based approaches cannot gain information about the internal structure of

objects, however audio-augmented techniques may contribute that missing information. Sound as a modality

of input has the potential to close the audio-visual feedback loop and enhance object classification. It has been

demonstrated that sound can augment visual information-gathering techniques, providing additional clues

for classification of material and general shape features (Zhang et al., 2017b; Arnab et al., 2015). However,

previous work has not focused on identifying complete object geometries. Identifying object geometry from

a combined audio-visual approach expands the capabilities of scene understanding.

In this chapter, we consider identification of rigid objects such as tableware, tools, and furniture that are

common in indoor scenes. Each object is identified by its geometry and its material. A discriminative factor

for object classification is the sound that these objects produce when struck, referred to as an impact sound.

This sound depends on a combination of the object’s material composition and geometric model. Impact

1This chapter previously appeared as a paper in the European Conference on Computer Vision (ECCV 2018). The original citation is
as follows: Sterling, A., Wilson, J., Lowe, S., and Lin, M. C. (2018). ISNN: Impact sound neural network for audio-visual object
classification. In Ferrari, V., Hebert, M., Sminchisescu, C., and Weiss, Y., editors, Computer Vision – ECCV 2018, pages 578–595,
Cham. Springer International Publishing
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Figure 6.1: Our Impact Sound Neural Network - Audio (ISNN-A) uses as input a spectrogram of sound
created by a real or synthetic object being struck. Our audio-visual network (ISNN-AV) combines ISNN-A
with VoxNet to produce state-of-the-art object classification accuracy.

sounds are distinguished as object discriminators from video in that they reflect the internal structure of the

object, providing clues about parts of an opaque or transparent object that cannot be seen visually. Impact

sounds, therefore, complement video as an input to object recognition problems by addressing the some

inherent limitations of incomplete or partial visual data.

Main Results: We introduce an audio-only Impact Sound Neural Network (ISNN-A) and a multimodal

audio-visual neural network (ISNN-AV). These networks:

• Are the first networks to show high classification accuracy of both an object’s geometry and material

based on its impact sound;

• Use impact sound spectrograms as input to reduce overfitting and improve accuracy and generalizability;

• Merge multimodal inputs through bilinear models, which have not been previously applied to audio-visual

networks yet result in higher accuracy as demonstrated in Table 6.4;

• Provide state-of-the-art results on geometry classification; and

• Enable real time, interactive scene reconstruction in which users can strike objects to automatically insert

the appropriate object into the scene.
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Figure 6.2: We use various datasets for training and testing: (1) our RSAudio dataset with real and synthesized
impact sounds from objects of varying shapes and sizes and (2) voxelized ModelNet objects. (3) Audio inputs
are formatted as spectrograms.

6.2 Audio and Visual Datasets

To perform multimodal classification of object geometries, we need datasets containing appropriate

multimodal information. Visual object reconstruction can provide a rough approximation of object geometry,

serving as one form of input. Impact audio produced from real or simulated object vibrations provide

information about internal and occluded object structure, making for an effective second input. Figure 6.2

provides examples of object geometries, while the corresponding spectrograms model the sounds that provide

another input modality.

Appropriate audio can be found in some existing datasets, but the corresponding geometries are difficult

to model. AudioSet contains impact sounds in its “Generic impact sounds” and “{Bell, Wood, Glass}”

categories (Gemmeke et al., 2017), while ESC-50 has specific categories including “Door knock” and

“Church bells” (Piczak, 2015b). The Greatest Hits sound dataset comes closest to our needs, containing

impact sounds labeled according to the type of object (Owens et al., 2016a). However, many of the categories

do not contain rigid objects (e.g., cloth, water, grass) or contain complex structures that cannot be represented

with one geometric model of one material (e.g., a stump with roots embedded in the ground).

We want to use an impact sound as one input to identify a specific geometric model that could have

created that sound. A classifier for this purpose could be trained on a large number of recorded sounds

produced from struck objects. However, it is difficult and time-consuming to obtain a representative sample

of real-world objects of all shapes and sizes. It is much easier to create a large dataset of synthetic sounds

using geometric shapes and materials which can be applied to the objects. We now describe our methodology

for generating the data used for training, as visualized in Figure 6.3.
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Figure 6.3: We build multimodal datasets through separate processing flows. Modal sound synthesis produces
spectrograms used for audio input. Voxelization as another modality provides a first estimate of shape.
Incorporating audio features improves classification accuracy through understanding of how objects vibrate.

6.2.1 Audio Data

We create a large amount of our training data by simulating the vibrations of rigid-body objects and the

sounds that they produce. We use the established process of modal sound synthesis to create synthetic sound

datasets from 3D models. The process of modal sound synthesis is described in detail in Section 2.1.

6.2.2 Audio Augmentations

Modal sound synthesis produces the set of frequencies, damping rates, and initial amplitudes of an

object’s surface vibrations. However, since we are attempting to imitate real-world sounds, there are some

additional auditory effects to take into account: acoustic radiance, room acoustics, background noise, and

time variance.

Acoustic Radiance: Sound waves produced by the object must propagate through the air to reach a

listener or microphone position. Even in an empty space, the resulting sound will change with different

listener positions depending on the vibrational mode shapes; this is the acoustic radiance of the object (James

et al., 2006). This effect has a high computational cost for each geometric model, and since we use datasets

with relatively large numbers of models, we do not include it in our simulations.

Room Acoustics: In an enclosed space, sound waves bounce off walls to produce early echo-like

reflections and noisy late reverberations; this is the effect of room acoustics. We created a set of room

impulse responses in rooms of different sizes and materials using a real-time sound propagation simulator,

GSound (Schissler and Manocha, 2011). Each modal sound is convolved with a randomly selected room

impulse response.
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Background Noise: In most real-world situations, background noise will also be present in any recording.

We simulate background noise through addition of a random segment of environmental audio from the

DEMAND database (Thiemann et al., 2013). These noise samples come from diverse indoor and outdoor

environments and contain around 1.5 hours of recordings.

Time Variance: Finally, we slightly randomize the start time of each modal sound. This reflects the

imperfect timing of any real-world recording process. Together, these augmentations make the synthesized

sounds more accurately simulate recordings that would be taken in the real world.

6.2.3 Visual Data

Our visual data consists of datasets of geometric models of rigid objects, ranging from small to large

and of varying complexity. Given these geometric models, we can simulate synthesized sounds for a set of

possible materials. During evaluation, object classification results were tested using multiple scenarios of

voxelization, scale, and material assignment (Section 6.4.2).

6.3 Impact Sound Neural Network (Audio & Audio-Visual)

Given the impact sounds and representation described in Section 6.2, we now examine their ability

to identify materials and geometric models. We begin with an analysis of the distributions of the features

themselves as proper feature selection is a key component in classifier construction.

6.3.1 Input Features and Analysis

6.3.1.1 Audio Features

In environmental sound classification tasks, classification accuracy can be affected by the input sound’s

form of representation (Cowling and Sitte, 2003; Huzaifah, 2017). A one-dimensional time series of audio

samples over time can be used as features (Aytar et al., 2016), but they do not capture the spectral properties

of sound. A frequency dimension can be introduced to create a time-frequency representation and better

represent the differentiating features of audio signals.

In this work, we use a mel-scaled spectrogram as input. Spectrograms have demonstrated high perfor-

mance in CNNs for other tasks (Huzaifah, 2017). A given sound, originally represented as a waveform of

audio samples over time, is first trimmed to one second in length since impact sounds are generally transient.
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Figure 6.4: The first two principal components of 420 synthesized sounds demonstrate that the key differenti-
ating factors between sounds and models are the presence of high-frequency damping (first component) and
the presence of specific frequency bins (second component).

The sound is resampled to 44.1 kHz, the Nyquist rate for the full range of audible frequencies up to 22.05 kHz.

We compute the short-time Fourier transform of the sound, using a Hann window function with 2048 samples

and an overlap of 25 %. The result is squared to produce a canonical “spectrogram”, then the frequencies are

mapped into mel-scaled bins to provide appropriate weights matching the logarithmic perception of frequency.

Each spectrogram is individually normalized to reduce the effects of loudness and microphone distance. To

create the final input features for the classifier, we downsample the mel-spectrogram to a size of 64 frequency

bins by 25 time bins.

We performed principal component analysis on a small sample of synthesized impact sounds to demon-

strate the advantage of mel-spectrograms as input features for audio of this type. We used 70 models and

6 materials with a single hit per combination to synthesize a total of 420 impact sounds for this analysis.

Figure 6.4 displays the first two principal components as mel-spectrograms, describing important distinguish-

ing factors in our dataset. The first component identifies damping in higher frequencies, while the second

component identifies specific frequency bins.

Figure 6.5 contains a scatter plot of material classes on the axes of the first two principal components. The

first principal component explains much of the variation between material classes, as there is clear horizontal

delineation—albeit with overlap. This is consistent with the expectation of damping as a material-dependent

property. The presence of specific frequency bins that comprise the second component likely delineates

model more than material.
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Figure 6.5: A scatter plot of material classes on the first two principle component axes. While the horizontal
delineation of materials is useful in characterizing those sounds, a full understanding of the relationships
between materials and models necessitates a deeper classification scheme.

6.3.1.2 Visual Features

As in VoxNet (Maturana and Scherer, 2015), visual data serves as an input into classification models

based on a 30x30x30 voxelized representation of the object geometry. We voxelize models from our real and

synthetic dataset and ShapeNets ModelNet10 and ModelNet40. All objects were voxelized using the same

voxel and grid size. We generated audio and visual data for our dataset and up to 200 objects (train and test)

per ModelNet class.

6.3.2 Model Architecture

Using our audio and visual features, our approach to performing object geometry classification uses

convolutional neural networks (CNNs) due to their high accuracy in a wide variety of tasks, with the specific

motivation that convolutional kernels should be able to capture the recurring patterns underlying the structure

of our sounds.

6.3.2.1 Audio-Only Network (ISNN-A)

We first developed a network structure to perform object classification using audio only. Our audio

Impact Sound Neural Network (ISNN-A) is based on optimization performed over a search space combining

general network structure, such as the number of convolutional layers, and hyperparameter values. This
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Figure 6.6: Sample activations (a-e) of ISNN convolution layer. Filters identify characteristic patterns in
frequencies (a) (d), damping rates (b) (c), and high-frequency noise (e). The distinguishing characteristics in
these activations match the expected factors discovered in the PCA analysis in Figure 6.4. An audio input
spectrogram (f) and activation maximization (g) learned by the ISNN network for the toilet ModelNet10 class
show correctly-learned patterns.

optimization was performed using the TPE algorithm (Bergstra et al., 2011). We found a single convolutional

layer followed by two dense layers performs optimally on our classification tasks. This network structure

utilizes a convolution kernel with increased frequency resolution to more effectively recognize spectral

patterns across a range of frequencies (Piczak, 2015a). Our generally low number of filters and narrower

layer sizes aim to reduce overfitting by encouraging the learning of generalizable geometric properties.

Figure 6.6 shows sample activations of a convolutional layer of the ISNN-A network. Based on the PCA

and modal analysis we performed, we expect that the differences between geometries primarily manifest

as different sets of modal frequencies, as well as different sets of initial mode amplitudes and damping

rates. These activations corroborate our expectations. In Figure 6.4(a), we see that damping is an important

discriminating feature, which has been learned by filters (b) and (c) in Figure 6.6. Similarly, the frequency

patterns that we expected because of Figure 6.4(b) can be seen in filters (a) and (d). This demonstrates that

our model is learning statistically optimal kernels with high discriminatory power.

6.3.2.2 Multimodal Audio-Visual Network (ISNN-AV)

Our audio-visual network, as shown in Figure 6.1, consists of our audio-only network combined with

a visual network based on VoxNet (Maturana and Scherer, 2015) using either a concatenation, addition,

multiplicative fusion, or bilinear pooling operation. Concatenation and addition serve as our baseline
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operations, in which the outputs of the first dense layers are concatenated or added before performing final

classification. These operations are not ideal because they fail to emulate the interactions that occur between

multiple forms of input. On the other hand, multiplicative interactions allow the input streams to modulate

each other, providing a more accurate model.

We evaluate two multiplicative merging techniques to better model such interactions. Multiplicative

fusion calculates element-wise products between inputs, while projecting the interactions into a lower-

dimensional space to reduce dimensionality (Park et al., 2016). Multimodal factorized bilinear pooling

takes advantage of optimizations in size and complexity, and is our final merged model (Yu et al., 2017).

This method builds on the basic idea of multiplicative fusion by performing a sequence of pooling and

regularization steps after the initial element-wise multiplication.

6.4 Results

We now present our training and evaluation methodology along with final results. For each of the datasets,

we evaluate the network architectures described in Section 6.3.2. We compare against several baselines: a

K Nearest Neighbor classifier, a linear SVM trained through SGD (Bottou, 2010), VoxNet (Maturana and

Scherer, 2015), and SoundNet (Aytar et al., 2016). Our multimodal networks combined VoxNet with either

ISNN-A or SoundNet8 and were merged through either concatenation (MergeCat), element-wise addition

(MergeAdd), multiplicative fusion (MergeMultFuse) (Park et al., 2016), or multimodal factorized bilinear

pooling (MergeMFB) (Yu et al., 2017). Training was performed using an Adam optimizer (Kingma and Ba,

2015) and run with a batch size of 64, with remaining hyperparameters hand-tuned on a validation set before

final evaluation on a test set.

6.4.1 RSAudio Evaluation

Our “RSAudio” dataset was constructed from real and synthesized sounds. When performing geometry

classification, each geometric model is its own class; given a query sound, the network returns the geometric

model that would produce the most similar sound. RSAudio combines real and synthetic sounds to increase

dataset size and improve accuracy.
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Geometry Classification Accuracy: RSAudio and Related Work Datasets (ISNN-A Ours)

Method Input RSA S RSA R RSA Merged Sound-20K* Arnab A ImageNet

Nearest Neighbor A 96.92% 68.63% 97.59% 95.54% 87.50% N/A
Linear SVM (Bottou, 2010) A 2.31% 2.30% 3.20% 82.07% 7.14% N/A
SoundNet5 (Aytar et al., 2016) A 94.74% 16.10% 97.70% 58.81% 23.21% N/A
SoundNet8 (Aytar et al., 2016) A 83.83% 4.24% 89.62% 71.43% 58.93% N/A
ISNN-A A 96.74% 92.37% 97.07% 99.52% 89.29% N/A

Pre-Trained VGG16 V N/A N/A N/A N/A N/A 73.27%

Table 6.1: For real sounds, ISNN-A significantly outperforms all other methods, with an accuracy up to
92.37 %. For some synthetic datasets, ISNN-A produces results competitive with the top-performing methods.
*Based on a subset of Sound-20K.

62 400 synthesized sounds come from a set of 59 geometric models and 11 sets of material parameters

categorized into 6 classes of materials. For each model and material pairing (with a few exceptions), 100

sounds with random hit points were synthesized.

1183 real impact sounds come from a set of 24 struck rigid objects. These objects are each made of one

homogeneous material and primarily consist of dining dishes, utensils, tools, and material samples used for

building construction. A majority of the sounds were recorded in a padded sound booth using a Zoom H4

microphone to reduce background noise and room acoustics. The remaining sounds were recorded in a wider

set of environments ranging from small offices to large outdoor areas. Each recording contains one impact in

isolation from other impacts.

Objects were either struck with a small metal wrench or a rubber-headed drumstick, and in most cases,

both. In either case, the striking tool was tightly gripped in a hand while striking in order to minimize its

vibrations while the main struck object could vibrate freely. No post-processing was performed to attempt to

remove the remaining sound from the striking tool.

The results for geometry classification are presented in Tables 6.1 to 6.4. For RSAudio synthetic (S) and

real (R), ISNN-A provides competitive results with all other tested algorithms. For real sounds, where issues

of recordings are most problematic, ISNN-A significantly outperforms all other algorithms, with an accuracy

of 92.37 %. On the merged RSAudio dataset of real and synthetic sounds, all models actually produce higher

accuracy than on either synthetic or real alone, indicating that training on both sets improves generalizability.

As an additional baseline, we classified 100 ImageNet RGB transparent object images based on the VGG16

pre-trained model and obtained 73.27% accuracy with top 5 labels and an average confidence of 46.64%.
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Geometry Classification Accuracy: Audio Methods (ISNN-A Ours), ModelNet

Method Input MN10o MN10os MN10om MN10osm MN10 MN40o MN40osm

Nearest Neighbor A 40.73% 32.42% 62.81% 67.97% — 26.55% 54.41%
Linear SVM A 16.67% 7.81% 28.85% 15.63% 11.73% 3.97% 12.18%
SoundNet5 A 16.96% 10.00% 10.70% 11.00% — 4.10% 10.95%
SoundNet8 A 10.64% 19.50% 20.74% 29.67% — 5.73% 49.27%
ISNN-A A 43.35% 56.50% 68.00% 71.50% 42.90% 32.51% 65.07%

Table 6.2: Our audio-only ISNN-A outperforms other audio-only baselines.

Geometry Classification Accuracy: Visual Methods (All Baselines), ModelNet

Method Input MN10o MN10os MN10om MN10osm MN10 MN40o MN40osm

Nearest Neighbor V 83.11% 72.57% 82.62% 72.96% — 65.72% 67.23%
Linear SVM V 74.06% 66.80% 68.65% 77.34% 35.39% 51.15% 12.06%
VoxNet (Maturana and Scherer, 2015) V 89.47% 80.17%

Table 6.3: VoxNet achieves the highest level of accuracy compared to other alternative methods for geometry
classification with visual input only.

While the accuracy is not directly comparable with ModelNet and RSAudio results, it provides a preliminary

suggestion that a second modality could further improve results.

6.4.2 ModelNet Evaluation

In Tables 6.2 to 6.4, ModelNet results are categorized by input: audio (A), voxel (V), or both (AV). The

“MN10” dataset consists of 119.620 total synthetic sounds: multiple sounds at different hit points for each

geometry and material combination. The “o” suffix (e.g., “MN10o”) indicates that only one sound per model

was produced, and all models were assigned one identical material. The “s” suffix (e.g., “MN10os”) indicates

that each ModelNet class was assigned a realistic and normally distributed scale before synthesizing sounds.

The “m” suffix (e.g., “MN10om”) indicates that each ModelNet class was assigned a realistic material.

By assigning a material and scale to each ModelNet10 class (MN10osm), classification performance

achieved 71.50% for ISNN-A. Real-world objects within a class will tend to be made of a similar material and

scale, so MN10osm is likely more reflective of performance in real-world settings where these factors provide

increased potential for classification. However, for the multimodal ISNN-AV, material and scale assignments

do not improve accuracy. In MN10o, larger geometric features will correspond to lower-pitched sounds (i.e.,

a large object will produce a deeper sound than a small object), and the multimodal fusion of those cues

produces higher accuracy. However, when models are given materials and scales in MN10o{s,m,sm}, the
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Geometry Classification Accuracy: Audio-Visual Methods (ISNN-AV Ours), ModelNet

Method Input MN10o MN10os MN10om MN10osm MN10 MN40o MN40osm

Nearest Neighbor AV 82.91% 72.57% 83.40% 74.05% — 65.84% 71.25%
Linear SVM AV 80.63% 73.44% 82.50% 81.64% 36.70% 54.93% 66.15%
MergeCat (ISNN-AV) AV 86.25% 78.50% 88.96% 88.50% 87.40% 79.93% 92.30%
MergeCat (SoundNet8) AV 88.14% 52.50% 72.80% 54.50% — 79.56% 56.39%
MergeAdd (ISNN-AV) AV 88.91% 80.00% 88.52% 86.00% 88.27% 79.40% 90.43%
MergeAdd (SoundNet8) AV 88.58% 50.50% 72.91% 64.33% — 79.89% 24.43%
MergeMultFuse (ISNN-AV) AV 89.14% 84.00% 89.41% 86.24% 87.51% 81.35% 93.24%
MergeMultFuse (SoundNet8) AV 83.48% 66.00% 71.79% 51.67% — 61.44% 38.97%
MergeMFB (ISNN-AV) AV 91.80% 84.50% 89.97% 90.12% 89.16% 82.04% 92.51%
MergeMFB (SoundNet8) AV 88.69% 76.50% 73.02% 42.00% — 80.90% 91.33%

Table 6.4: Our merged networks produce accuracy upto 90.12 % on MN10osm and upto 93.24 % on
MN40osm. Please visit ModelNet for more information on other methods and results.

voxel inputs remain unchanged, weakening the relationship between voxel and audio inputs. Scaling the

voxel representation as well as the model used for sound synthesis may reduce this issue.

Assigning scale and material improve ModelNet40 accuracy (MN40osm) because its object classes differ

more in size and material than ModelNet10. The merged audio-visual networks outperform the separate

audio or visual networks in every case except for MN10os, as discussed above. Across all ModelNet10

datasets, ISNN-AV with multimodal factorized bilinear pooling produces the highest accuracy on MN10o,

at 91.80 %. Similarly, ModelNet40 produces optimal results using ISNN-AV with multiplicative fusion on

MN40osm, at 93.24 %. Entries with a “—” were not completed due to prohibitive time or memory costs

when using the large MN10 dataset.

6.4.3 Additional Evaluations

We evaluated on additional audio-only datasets such as Arnab et. al (Arnab et al., 2015) and Sound-

20K (Zhang et al., 2017b), with results displayed in Table 6.1. The Arnab dataset consists of audio of

tabletop objects being struck, with ground-truth object labels provided. ISNN-A produces 89.29 % geometry

classification accuracy, the highest of all evaluated algorithms. This accuracy is slightly lower than ISNN-A’s

accuracy on RSAudio’s real sounds, likely due to the loosened constraints on the recording environment and

striking methodology.
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Material Classification Accuracy

Model RSAudio S RSAudio R Arnab Audio (Arnab et al., 2015)

ISNN-A 98.69% 95.76% 71.86%
SoundNet5 (Aytar et al., 2016) 99.97% 29.66% 43.11%
SoundNet8 (Aytar et al., 2016) 92.66% 30.51% 43.11%

Table 6.5: Material classification accuracy on subsets of the RSAudio dataset. Our ISNN-A network produces
the highest accuracy on the two real-world datasets, with competitive accuracy on the synthetic RSAudio
dataset

The Sound-20K dataset consists of impact sounds produced from a physics-based simulation, which may

produce multiple impacts spread over time. ISNN-A produces 99.52 % geometry classification accuracy,

again the highest accuracy of all evaluated algorithms.

6.4.3.1 Material Classification

The ISNN networks can also be trained for the task of material classification. That is, given an input

impact sound, ISNN trained in this way will produce an estimate of the material class of the object. This is a

task that has been more thoroughly evaluated by previous work, but we are still interested in the performance

of ISNN on this same task.

In Table 6.5, we compare the material classification accuracy of various classification models on multiple

datasets. ISNN-A produces consistently high accuracy, up to 98.69 %, and is either competitive with or or

outperforms SoundNet. The material labels provided with the Arnab dataset are not consistent with those

listed in their publication, but we selected a subset of those labels with clearly-distinct material names for

this test. In comparison to geometry classification (Table 6.2), material classification accuracies are a few

percent higher on the RSA datasets, but somewhat lower on the Arnab dataset, likely due to the labeling

discrepancies.

In Figure 6.7, we look at a breakdown of the classifications performed by ISNN on RSAudio’s synthetic

sounds and Arnab sounds. While RSAudio produces consistently accurate classifications with only minor

error, the majority of misclassifications on the Arnab dataset come from porcelain classified as plastic.
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(a) (b)

Figure 6.7: Material classification confusion matrices produced by ISNN-A on (a) the Arnab audio dataset
and (b) the synthetic subset of RSAudio. In both cases, there is high accuracy with only a minimal amount of
confusion.
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Figure 6.8: Classification accuracy on a test set of real sounds using ISNN trained on a combination of real
and synthetic sounds. (a) When trained on combined real and synthetic sounds (Real+Synth), classification
accuracy is upto 11% higher than when trained on the real sounds alone (Real). (b) When insufficient real
sounds are provided, synthetic sounds further reduce loss.
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6.4.3.2 Combined Real and Synthetic Training

We also evaluate the ability of synthetic sounds to supplement a smaller number of real sounds for

training, which would reduce necessary human effort in obtaining sounds. Figure 6.8 shows classification

accuracy on a real subset of our RSAudio dataset for ISNN-A trained on a combination of real and synthetic

sounds. The training sets have identical total sizes but are created with specific percentages of real and

synthetic sounds, then networks are trained on either the combined dataset or the real sounds independently.

We find that the addition of synthetic sounds to the dataset improves accuracy by up to 11 %. With only 30 %

real sounds (Point A), accuracy begins to plateau, reaching over 90 % accuracy with only 60 % real sounds

(Point B). These indicate that synthetic audio can supplement a smaller amount of recorded audio to improve

accuracy.

Augmentations in Section 6.2.2 were designed to enhance the realism of synthetic audio for improved

transfer learning from synthetic to real sounds. However, we were unable to find an instance when these

augmentations significantly improved test accuracy of RSAudio real when trained on RSAudio synthetic.

This indicates that modal components of sounds (frequencies, amplitudes) are sufficient and most critical in

object classification, and that acoustic radiance, noise, and propagation effects produce little, if any, impact

on accuracy.

6.4.3.3 Activation Maximization

We additionally use activation maximization to visualize the spectrogram inputs that would produce the

highest activation for a given ModelNet class. Figure 6.9 shows how the result of activation maximization

changes as different modifications to ModelNet sounds are performed. When no scale or material are applied,

the maximized spectrogram demonstrates a need for robustness to variance in frequency and damping. When

scale is fixed, so is the fundamental frequency, as can be seen by the single active region and lower overall

activation weights. When material is fixed, so are the damping rates, which become recognizable identifiers

for this particular class of object.

6.4.4 Application: Audio-Guided 3D Reconstruction

A primary use case of the ISNN networks is to improve reconstruction of transparent, occluded, or

reflective objects. Existing methods have become very effective at 3D scene reconstruction from RGB-D
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Figure 6.9: Activation maximization results for the Toilet class of ModelNet10 as different modifications
are made to the model for sound synthesis. When both scale and material are not fixed as distinguishing
factors, the network must be general and robust to differences (left). When both are fixed, the network clearly
identifies a recognizable pattern (right).

Figure 6.10: A user strikes a real-world object to generate sound as an input into our ISNN network which
returns material and object classification. Based on these, the real-time 3D reconstruction is enhanced and
segmented.
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video, even in real-time. However, due to limitations of vision-based methods, transparent and occluded

objects are still a challenge for these methods. We have constructed a demo utility in which our method

enables real-time scene reconstruction and augmentation. Figure 6.10 illustrates the application pipeline.

6.4.4.1 Algorithm

The utility at its simplest provides a system for real-time scene reconstruction, based on previous real-time

RGB-D work (Golodetz* et al., 2015; Valentin et al., 2015). Using the RGB-D camera of a Kinect, a user

scans the scene from multiple angles until estimations have sufficiently converged. At this point, transparent

objects may be incomplete or missing. The user interacts with the application to select one of these objects,

then physically reaches into the scene to strike the corresponding object.

The Kinect’s microphone array records the impact sound, identifies the time of impact, and extracts a

1-second clip containing the sound and its decay. The recorded audio waveform is converted to the form of

input to the ISNN-A network: a downsampled mel-scaled spectrogram. This spectrogram is passed through

ISNN-A trained on the full RSAudio dataset. One network trained to perform geometric model classification

identifies the closest matching geometry to the recorded sound, while another network trained to perform

material classification identifies the closest matching material class.

The full object can then be inserted into the reconstructed scene. The object is inserted at the position

earlier selected, using the classified geometric model. In our reconstruction utility, the object is textured with

a different color than that of the original geometry, indicating the segmentation of the object from the rest of

the scene. Alternatively, the material classification could correspond to a texture which could be applied to

the object. As a result of this process, the transparent object that had previously been incomplete or missing,

has been both completed and segmented.

6.4.4.2 Utility Limitations

ISNN’s geometric model classification cannot interpolate or extrapolate geometry given new sounds.

When ISNN is trained on the RSAudio dataset, each individual geometric model is considered to be its own

class, and classification of a test sound is selection of the closest training geometry to that sound. For the

utility, this means that the inserted geometric model may be similar to the ground truth object, but not match

exactly. Shape optimization from sound is still an open area of research. We have also tested pose estimation

methods based on RGB (Brachmann et al., 2016) and RGB-D (Lysenkov and Rabaud, 2013; Lysenkov et al.,
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2013); however, future work is needed to extend these to accept asymmetric transparent objects as input and

integrate into our application.

6.5 Summary

We presented a novel approach for improving the reconstruction of 3D objects using audio-visual data.

Given impact sound as an additional input, ISNN-A and ISNN-AV have been optimized to achieve high

accuracy on object classification tasks. The use of spectrogram representations of input reduce overfitting

by directly inputting spectral information to the networks. ISNN has further shown higher performance

when using a dataset with combined synthetic and real audio. Sound provides additional cues, allowing us to

estimate the object’s material class, provide segmentation, and enhance scene reconstruction.

Limitations and Future Work: While VoxNet serves as a strong baseline for the visual component

of ISNN-AV, different visual networks in its place could identify more optimal network pairings. As with

existing learning methods, VoxNet is limited to performing classifications of known geometries. However,

impact sounds hold potential of identifying correct geometry, even when a model database is not provided,

allowing for accurate 3D reconstructions or hole-filling.
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CHAPTER 7: SUMMARY AND CONCLUSIONS

My thesis statement states that “interaction with objects in virtual environments can be made more

perceptually realistic by using expressive object material models that account for real-world phenomena and

by reducing sensory conflict.” To improve the expressiveness of object material models, I presented methods

for performing modal sound synthesis with Generalized Proportional Damping and automatically estimating

material damping parameters for any GPD-derived damping model from a single impact sound (Chapter 3).

To account for real-world phenomena that impact estimation of material damping parameters, I presented

a method for automatic material parameter estimation using a probabilistic damping model that encodes

these phenomena (Chapter 4). To reduce sensory conflict during interaction with virtual objects, I presented

methods for multimodal interaction with textured surfaces using unified texture representations of detail

(Chapter 5). To further reduce sensory conflict, I presented a method for estimating object shape and material

using joint audio and visual input (Chapter 6). In this chapter, I will summarize these topics.

7.1 Summary of Results

In this section, I summarize the results found by myself and my collaborators. Modal sound synthesis

simulates impact sounds produced when a rigid object is struck by modeling the object’s vibrations. However,

it is limited by the Rayleigh damping model, which is a linear approximation to a more complex phenomenon.

Our method for deriving additional damping models for modal sound synthesis increases the expressiveness

of material models by better capturing nonlinear damping behavior that Rayleigh damping would only

approximate. Our single-sound damping parameter estimation method works for all damping models,

making it easy to create virtual objects using these models. In our perceptual study, no damping model was

consistently superior, demonstrating that Rayleigh damping cannot express the full variability in damping

behavior.

This single-sound damping parameter estimation method is limited in that it requires significant knowl-

edge of the object in addition to the recorded sound, and that the sound must be recorded in a carefully-
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controlled environment. These limitations are addressed by our probabilistic damping model, which models

real-world phenomena that influence damping estimates and enables robust damping parameter estimation.

The only inputs are impact sounds recorded in less-controlled environments, making preparation very simple.

Our human hand-tuning study establishes a baseline for human performance on the damping parameter

estimation task, which future automated methods may compare against. Our perceptual evaluation found that

sounds synthesized using our automatically-estimated parameters produce a pattern of errors similar to that

of sounds synthesized using hand-tuned parameters, indicating high perceptual similarity with less human

effort. Compared to parameters from Ren et. al (Ren et al., 2013b), our synthesized sounds are perceptually

more similar to recorded sounds on three out of four quality metrics.

These methods for damping parameter estimation focus on the perceptual realism of auditory object

interactions, but do not account for object interaction’s inherently multimodal nature. Our method for

multimodal interaction with textured surfaces focuses on the perceptual realism of object interaction through

reduced sensory conflict. Our texture identification study found that users perceived texture identification

to be easiest when all modalities of interaction were provided. Our study comparing normal and relief

maps found that the perceived realism of interaction with relief-mapped surfaces was higher than that of

normal mapped surfaces when considering all modalities of interaction. When each modality of interaction

was considered independently, normal maps alone were sufficient. These results can guide the design of

interactions with textured surfaces, and suggest that multimodal interaction using unified representations of

detail can reduce sensory conflict.

Damping parameter estimation methods are also limited by operating in isolation from visual object

understanding methods. Our Impact Sound Neural Networks reduce multimodal sensory conflict by using

joint multimodal inputs. ISNN-A (audio-only input) and ISNN-AV (combined audio-visual input) provide

accurate identification and classification of object shapes and material. ISNN networks are particularly

useful when estimating properties of transparent or occluded objects. Our ISNN-A network outperforms

models such as SoundNet (Aytar et al., 2016) on audio-only object identification tasks, while our multimodal

ISNN-AV network outperforms the visual-only VoxNet (Maturana and Scherer, 2015) on the ModelNet

dataset. These results suggest that joint audio-visual estimation of object properties can improve multimodal

interaction with virtual objects created based on those properties.
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7.2 Limitations

My proposed methods improve both the expressiveness of object damping modeling and multimodal

interaction with virtualized objects, but some limitations remain. While the limitations of each method are

discussed in its respective chapter, this section relates to the general methodology and assumptions made

across my work.

7.2.1 Rigid Object Modeling

First, my proposed methods use linear models of object vibrations. While linear models are critical

for real-time synthesis, impact sounds involve significant nonlinear effects. One example is the nonlinear

interaction between two object in collision. This interaction is short compared to the total duration of the

resulting impact sounds, however, it can significantly affect the attack of the sounds. Another example is

acceleration noise produced when an object is rapidly accelerated through air. Acceleration noise is nonlinear

and perceptually significant for small objects such as shards of broken glass or ceramic (Chadwick et al.,

2012). Prior work has attempted to model these nonlinear components of impact sounds as a residual (Ren

et al., 2013b), though further analysis of these effects may improve understanding of real-world sounds and

synthesis of virtual sounds.

Current damping models are also limited. My presented studies found that no current damping model

optimally represents all rigid-object materials Section 3.4.3. The damping models proposed in this dissertation

provide more accurate modeling of a subset of materials, but it is a challenge to identify which damping

model is ideal for a given real-world material. My methods for damping parameter estimation (Chapters 3

and 4) easily extend to estimate material damping parameters for future damping models.

7.2.2 Object Virtualization

To create realistic virtual versions of real-world objects (object virtualization), virtualizing only an

object’s audio-material is insufficient. In my work, I often neglect that an object’s shape, surface appearance,

tactile roughness, and even smell are important attributes of a virtualized object. My parameter estimation

methods produce audio-material parameters which directly translate to a virtual object, but must rely on

other methods for virtualization of any other object attributes. The ISNN networks take a step towards a
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more unified multimodal approach to virtualization, but sacrifice the ability to estimate quantitative material

parameters.

I have focused on virtualization of rigid objects, but that is only one category of objects that may

be expected to produce sound in virtual environments. My proposed methods will struggle to virtualize

deformable objects, thin-shell objects, and objects with heterogeneous material—mugs and bottles are rigid

objects, but produce different sounds depending on how much liquid they contain (Wilson et al., 2017). Recent

methods propose generalizable wave-based frameworks for simulating a wider variety of physical sounds,

though these methods are time-consuming and would need to be significantly accelerated for interactive

sound synthesis (Wang et al., 2018).

7.2.3 Multimodal Interaction

Without a complete multimodal object virtualization pipeline, virtualized objects are not ideal recreations

of their real-world analogues. Many of the objects virtualized in this dissertation were carefully measured by

hand to manually construct a 3D model, and surface textures were often selected from existing datasets as

approximate matches. These virtual objects may have had accurate virtualized audio-material parameters

from real-world objects, but the properties that had been picked by hand may have caused sensory conflict.

Some of my perceptual studies (but not all) had subjects performing multimodal interaction with virtual

objects; these studies may have been impacted by this sensory conflict.

Furthermore, interaction may be limited by hardware and software constraints. For hardware, there

are two devices for object interaction across this dissertation, both with limitations. First, the PHANToM

haptic device provides force feedback but covers a small working area, limiting object size. Second, the HTC

Vive greatly expands the working area to the size of a small room, but only simulate haptics with vibrations.

For software, many demos were implemented in game engines, which often sacrifice physical accuracy for

computation speed, affecting rigid-body collision dynamics and surface appearances. With these and other

technical constraints, even an object that has been perfectly virtualized may still not reproduce the same

interactions in a virtual environment.
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7.3 Future Work

In this section, I discuss five research directions for future work. These are: sound synthesis with

nonlinear models, probabilistic modeling for other physical phenomena, learning-based methods for sound

synthesis, automatic audio-visual object reconstruction, and extension of my methods to an augmented reality

setting.

To improve the realism of synthesized impact sounds, one direction of research would be to use

nonlinear models for object vibrations. Nonlinear models could more accurately simulate complex modes

and nonlinearities during object collisions, leading to richer attack at the start of synthesized impact sounds.

One of the primary challenges would be maintaining sufficient runtime performance. A sound synthesis

module must provide samples at 44 kHz to be applicable to interactive virtual environments, but nonlinear

methods tend to be computationally intensive. Parameter estimation methods would also need to be adapted

for nonlinear models, and although they do not have real-time requirements, performance is still important to

be practically useful for object virtualization.

Probabilistic models such as the one described in Chapter 4 can improve the robustness of estimation

tasks in the presence of error or confounding factors. One application is estimation of object parameters

relating to rigid-body dynamics, such as the coefficients of friction and restitution. More applications are

estimation of liquid parameters (e.g., viscosity) or deformable object parameters (e.g., stiffness). Many

optimization methods for these parameters seek to minimize a least-squares metric (Yang et al., 2016), which

implicitly assumes error is normally distributed. If error can be more accurately modeled using a different

statistical distribution, then a probabilistic maximum likelihood method may be ideal.

Learning-based methods may provide further improvement through two options. One option is applying

learning-based methods to the task of material parameter identification, though it remains to be seen how

their results would compare against current methods. The ISNN networks may serve as a starting point if

their outputs can be adapted to produce quantitative parameters rather than classifications. The other option is

performing sound synthesis directly through a learned generative model. Sound synthesis is primarily still

performed through physical simulation, but there have been recent advances in generative neural network

design. Work such as “Visual to Sound” (Zhou et al., 2018) and “Visually Indicated Sound” (Owens et al.,

2016a) suggest that data-driven approaches may be able to directly synthesize high-quality impact sounds.

One current challenge to address is the lack of an ideal dataset for rigid-object impact sounds; the Greatest
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Hits dataset (Owens et al., 2016a) covers a breadth of sounds but does not have the depth for a method

focused on rigid objects.

Virtualization would ideally be performed through automatic audio-visual reconstruction of scenes

possibly containing multiple objects. My methods provide a step in this direction, but are limited to producing

classifications pertaining to object geometry. The first challenge is performing full object reconstruction:

producing the complete 3D geometry of a novel object while leveraging audio-visual inputs. Reconstruction

from audio alone is an underconstrained problem (Kac, 1966), but using vision as a regularizer may allow

complete and accurate reconstructions. The second challenge is reconstructing multiple objects in the same

scene—differentiating and segmenting them from one another. However, being able to virtualize an entire

scene would greatly extend the applications of these methods.

Finally, there are unrealized applications of this work to augmented reality (AR) settings. Augmented

reality requires more understanding of the real world than virtual reality does, so the ability to estimate

properties of real-world objects is key. If a real-world object near an AR user can be virtualized on the

fly, it opens multiple possibilities. The virtualized object may be duplicated to other locations or visually

modified for interior design visualization (Choo and Phan, 2010), and virtual agents could produce realistic

interactions with the original object. One challenge in adapting my methods to AR is that there are known to

be differences in human perception between the real world, virtual reality, and augmented reality (Jones et al.,

2008). The user studies presented in this dissertation all focus on virtual settings, and it remains to be seen

how the results would translate to augmented reality. Another challenge is that sensory conflict may be more

difficult to avoid, as any virtual objects will be directly contrasted against real-world objects present in the

scene.
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