Dissertation Proposal

Greg Coombe
University of North Carolina

August 22, 2005

Contents
1 Introduction 2
2 Thesis 2
3 Expected Contributions 2
4 Background 3
4.1 Surface Light Fields . . . .. 4
4.2 Surface Reflectance Fields . . 5
4.3 Online Methods . . . . . . .. 5
5 Plan of Action 5
5.1 Online LFM paper . . .. .. 5
5.2  Weighted Least Squares Light
Fields . ... ......... 7
5.3 Weighted Least Squares Re-
flectance Fields . . . .. ... 9
5.4 Department Requirements . . 9
6 Proposed Oral Examination Top-
ics 10
7 Details about Methods 10
7.1 Weighted Least Squares . . . 11
7.1.1 Distance Function . . 12
7.1.2 Staggered Grids ... 14
Bibliography 14



1 Introduction

Surface light fields and surface reflectance fields are image-based represen-
tations of lighting which are parameterized over geometry. Constructing
these representations is a time-consuming and tedious process. The data
sizes are quite large, often requiring multiple gigabytes to represent complex
reflectance properties. The result can only be viewed after a lengthy post-
process is complete, so it can be difficult to determine when the light field
is sufficiently sampled. Often, uncertainty about the sampling density leads
users to capture many more images than necessary in order to guarantee
adequate coverage.

The goal of this work is a “casual capture” system which allows the user
to interactively capture and view surface light fields and surface reflectance
fields. “Casual capture” refers to two elements of our approach; no specially-
constructed capture rigs or tracking devices, and a “human-in-the-loop” in-
teractive feedback system. As each image is captured, it is incorporated into
the representation in a streaming fashion and displayed to the user. In this
way, the user receives direct feedback about the capture process, and can use
this feedback to improve the sampling.

2 Thesis

The incremental construction of surface light fields and surface reflectance
fields provides benefits such as accelerated capture, interactive previewing,
and data-driven “human-in-the-loop” feedback.

3 Expected Contributions

In defense of this thesis statement, I intend to offer the following contribu-
tions:

Incremental capture and display of surface light fields A system for
incrementally capturing, constructing, and rendering directionally-varying
illumination by building a low rank linear approximation to the surface

light field. This system is described in Coombe et al. [CHGLO5].

Relighting A system for incrementally capturing, constructing and render-
ing 6D surface reflectance fields.



Interactive Previewing The surface light field and surface reflectance fields
can be viewed interactively using graphics hardware as the model is
being constructed. This was demonstrated for surface light fields in
Coombe et al. [CHGLO05].

User feedback A data-driven heuristic that highlights undersampled areas
of the surface light field and directs the user towards effective camera
views. This was demonstrated for surface light fields in Coombe et
al. [CHGLO5].

4 Background

A good overview of the state of the art in material modelling by image acqui-
sition, and potentially inverse rendering, is provided by the recent Siggraph
course on Material Modelling [RM02], and the Eurographics State of the Art
Report on Acquisition, Synthesis and Rendering of Bidirectional Texture
Functions [MMS™04]. Our system captures the exitant radiance of an object
from images, and is based on BRDF capture systems [DvGNK99, LFTG97,
MWL"99] and view dependent texture maps [LYSO01].

Representation of this captured data is crucial for interactive render-
ing. Lensch [LKGT01] use the Lafortune [LFTG97] representation and clus-
tered BRDF's from acquired data in order to create spatially-varying BRDFs.
McAllister [MLHO02] describes a device for scanning 6D spatially varying
BRDF's and methods for fitting the data to a Lafortune representation. Gard-
ner [GTHDO3] describe a BRDF capture device that uses a linear light source
(as opposed to a point source), which can also estimate surface normals and
a height field.

A data-driven approach to surface light fields can be divided into para-
metric and non-parametric approaches. The parametric approach assumes
a particular model for the lighting (such as the Lafortune [LFTG97] model
used by McAllister [MLHO02]. These models are incapable of representing the
wide variety of objects that occur in real scenes, as observed in Hawkins et
al [?].

The non-parametric approach uses the captured data to estimate the un-
derlying function, and makes no assumptions about the reflectance. Thus
non-parametric models are capable of representing a much larger class of
surfaces, which accounts for their recent popularity in image-based mod-



elling [CBCGO02, 7, ?]. Our approach uses non-parametric models to repre-
sent surface light fields and surface reflectance fields.

Our work has a strong machine learning component and depends on some
of the recent algorithms developed in the context of data mining [Bra03,
Row97].

4.1 Swurface Light Fields

Surface light fields [MRP98| parameterize the exitant radiance directly on
the surface of the model. This results in a compact representation that
enables the capture and display of complex view-dependent illumination of
real-world objects. This category of approaches includes view-dependent
texture mapping [DTM96, DYB98, ?|, which can be implemented with very
sparse and scattered samples, as well as regular parameterizations of radi-
ance [LH96, GGSC96]. Wood et al. [WAAT00] use a generalization of Vector
Quantization and Principal Component Analysis to compress surface light
fields, and introduce a 2-pass rendering algorithm that displays compressed
light fields at interactive rates.

Surface light fields can be represented as the function f(s,t,6,,$,). The
variables s and t represented surface location on the mesh, and 8, and ¢, rep-
resent view directions. This function can be discretized over surface patches
and solid angles and represented as a matrix. The columns of this matrix
are the camera views, and the rows are the surface locations. These matrices
describe the exitant radiance at every point on the surface from every di-
rection. Since storing these full data matrices would be impractical, several
techniques have been developed to compress the data. Factorization ap-
proaches represent the 4D surface light field f(s,t, 0, ¢) as a sum of products
of lower-dimensional functions

rank

f(s,1,0,0) = > g(s,t)h(8, ¢)

r=1

The number of terms 7 is the rank of the approximation. This factoriza-
tion attempts to decouple the variation in surface texture from the variation
in lighting. These functions can be constructed by using Principal Compo-
nent Analysis [CBCGO02, NSI01] or non-linear optimization [HMGO03]. The
function parameters can be stored in texture maps and rendered in real-

time [CBCGO02].



4.2 Surface Reflectance Fields

Surface Reflectance Fields [DHTT00] are a generalization of surface light
fields. The surface light field can be represented as a 4D function L(s, t,0,, ¢,)
that represents directionally-varying exitant radiance for a fixed illumination.
The surface reflectance field removes the restriction of fixed lighting by ad-
ditionally representing the incident lighting directions L(s,t, 0y, ¢y, 0;, ¢;).

There are several approaches to capturing and rendering surface reflectance
fields. Debevec [?] acquire radiance samples of a human face using a custom-
built light stage, and compute a reflectance function that can be used to
generate images from novel locations, and under novel lighting conditions. A
similar system was used to capture reflectance fields of cultural artifacts [?].
Malzbender [MGWO1] fit acquired data to a bi-quadratic polynomial to es-
timate a reflectance field.

4.3 Online Methods

Most of the research in image-based modelling has focused on batch-processing
systems. These systems process the set of images over multiple passes, and
consequently require that the entire set of images be available. For detailed
capture of light fields, this requires significant storage (around 10® data sam-
ples [HMGO03]). In addition, incorporating additional images into these mod-
els requires recomputing the model from the beginning. Formulating surface
light field construction as an online processing approach avoids these prob-
lems by incrementally constructing the model as the images become available.
Matusik [MLP04] used this approach with a kd-tree basis system to progres-
sively refine a radiance model from a fixed viewpoint. Schirmacher [SHS99]
adaptively meshed the uv and st planes of a light field, and used an error
metric along the triangle edges to determine the locations of new camera
positions. Hillesland [HMGO03] updated a non-linear solution in an online
fashion, but required multiple passes over the data.

5 Plan of Action

5.1 Online LFM paper
Paper completed Spring 2005, Presented Summer 2005



Figure 1: A heart figurine, a marble pestle, and a copper pitcher captured
and rendered with our online system.

Our 4D surface light field system [CHGLO05] is an online system for incre-
mentally capturing, constructing, and rendering directionally-varying illumi-
nation. It is based upon the technique of Light Field Mapping [CBCGO02],
which uses the Singular Value Decomposition to represent and render sur-
face light fields in real-time. LFM enables a high level of compression and
makes no assumptions about the underlying physical light model. Thus it
can be used to capture a wide variety of surfaces. However, the SVD is a
batch-processing approach, which means all of the data must be available at
once.

Our system builds an incremental low rank linear approximation to the
surface light field using a technique known as Online SVD [Bra03]. Each
image is incorporated into the lighting model as it is captured, providing
the user with real-time feedback. This feedback enables the user to preview
the surface light field and direct the image acquisition towards undersampled
regions. We also introduce a novel data-driven quality heuristic to highlight
these areas. Examples of several models are shown in Figure 1.

In the paper we presented a structured method for dealing with incom-
plete data. Due to occlusion, many surface patches are only partially visible.
Rather than discarding these data, we use the current linear approximation
to “impute” these holes.



5.2 Weighted Least Squares Light Fields

Paper Submission Date: Fall 2005

The Online LFM work raised several important questions. One question
was the representation of scattered data. Since the core of the Online LFM
work was an incremental SVD of the data, this required us to have a fully-
resampled set of data. This was sometimes difficult due to missing data from
occlusion and meshing errors. We presented a solution to automatically
“impute” the missing data, but this had some drawbacks of its own.

To avoid these problems with resampling and missing data, we are try-
ing a different approach and treating the problem as one of scattered data
approximation. This means that we store the surface light fields as a 2D
function L(0, ¢) at each surface point (s,t), and use scattered data approxi-
mation techniques such as Weighted Least Squares to interpolate. Scattered
data approximation is used to construct compressed representations of data
values at arbitrary locations (such as camera locations on a hemisphere or
surface locations on a model). A more detailed description of the Weighted
Least Squares method is presented in Section 7.

In Figures 2, 3, and 4, we show results from preliminary experiments
that we have generated with a prototype Matlab implementation of Weighted
Least Squares. The first two are from Dave McAllister’s Gift Wrap128 dataset,
and the third is from the buddha dataset provided by Intel. These renderings
were computed using 169 node points for each texel. At each node, a 4-term
polynomial was fit to the data of the form

F =a; + asx + azy + asxy

This means each color channel of the 64x64 image is 4x169, which is
1107558 bytes per channel using 32-bit floats (total RGB storage about
3.3MB). The uncompressed version of these pictures is 64x64x164x3x4 =
8.3MB, which is approximately compression ration of 2.5x. Obviously, the
real models that we use will have significantly more texels, which will increase
the compression.

This research does not require rebuilding the light capture stage from the
earlier paper, as we can reuse some of the captured datasets. We also have
several datasets provided by Intel.



Figure 2: Gift Wrap128 SBRDF dataset. The reference version is on the left,
and the Weighted Least Squares reconstruction is on the right.

Figure 3: Another view of the GiftWrap128 SBRDF dataset. As above, the
reference version is on the left, and the Weighted Least Squares reconstruction

s on the right.

Figure 4: A view of a single triangle from the buddha dataset. As above, the
reference version is on the left, and the Weighted Least Squares reconstruction
15 on the right.




5.3 Weighted Least Squares Reflectance Fields

Paper Submission Date: Spring 2006

Surface reflectance fields remove the restriction of fixed lighting, which
increases the dimensionality of the problem from 4D to 6D. The real advan-
tage of the scattered data approximation representation will become evident
when the scope of the problem is expanded to include surface reflectance
fields. Our attempts to use the Higher-Order (or Tensor) Singular Value
Decomposition to represent surface reflectance fields were uniformly nega-
tive. Not only are the data sizes prohibitive, but the sampling requirements
are even more stringent. We were also unable to develop an incremental
approach to construct Higher-Order SVDs.

Extending the scattered data approximation technique to multiple dimen-
sions is simply a matter of changing the dimensionality of the basis functions.
This will allow us to reuse much of the structure that will be developed in
the Weighted Least Squares Light Field paper. We will then be able to focus
on what we view as the most serious drawback to reflectance fields, which is
the capture process. Most surface reflectance capture algorithms require the
construction of a lighting/camera rig to track both the light positions and
the camera positions. This requires a fair amount of money as well as me-
chanical ability. We would like to simplify this process by using light probes
to capture the incident lighting. A light probe can be thought of as a 2D
plane in the 4D surface reflectance field. We may be able to use this 2D
plane directly in the scattered data approximation, or we may importance
sample the plane and use these points as weighted samples. Either way, by
capturing a light probe image and then a series of camera images, we should
be able to dramatically reduce the amount of effort required.

There are several 6D datasets available, including Dave McAllister’s SBRDF
datasets and a couple of real and synthetic datasets from Intel. We will most
likely rebuild the light field stage that we built for the EGSR paper, so that
we can capture surface reflectance fields.

5.4 Department Requirements

Teaching: Fall 2005
Orals: Spring 2006
Defense: Late Summer 2006



Tasks [Jun Jul Aug Sept Oct Nov Dec Jan Feb Mar Apr May Jun |Jul Aug
Paper 1

Teaching

Paper 2

Orals

Paper 3

Writing

Defense

Figure 5: My proposed schedule.

6 Proposed Oral Examination Topics

Surface Light fields, Surface Modeling [CBCG02, HMGO03, 7, 7, MLH02,
LKG™01]

Image-based Modeling [DTM96, GGSC96]
Programming Graphics Hardware [?, 7]

Data Mining, Dimensionality Reduction [?, Bra03]

7 Details about Methods

Least Squares methods are linear approximation techniques for scattered
data. Given a set of N scalar samples f; € R at points z; € R?, we want a
globally-defined function f(x) that best approximates the f; samples. The
goal is to generate this function f(x) such that the distance between the
scalar data values f; and the function evaluated at the data points f(z;) is
as small as possible. This is written as:

(Note: this discussion follows the notation of Nealen [?]). The coefficients
of the polynomial are determined by minimizing this sum. Typically, f(z) is
a polynomial of degree m in d spatial dimensions. Thus f(x) can be written
as



where b(z) = [bi(2)...bx(z)]T is the polynomial basis vector and ¢ =
[c1...ck] is the unknown coefficient vector. The set of basis functions b(t)
is chosen that best approximates the properties of the data. In our case, we
chose the 2D quadratic basis set

bty =[1 z y 2* zy 7

To determine the coefficient vector ¢, the minimization problem is solved
by taking partial derivatives, setting them to zero, and solving the resulting
system of linear equations. After rearranging the terms, the solution is:

e =D blaab(e)'] Dbl f

This can be solved using any common matrix inversion package such as
BLAS [?] or TGT [?]. The size of the matrix to be inverted depends upon
the dimensionality d of the data and the degree k of the polynomial.

The function is reconstructed by applying the coefficients to the basis set

7.1 Weighted Least Squares

One of the problems with Least-Squares fitting is that every point in the so-
lution influences every other point. This global complexity makes it difficult
for large point sets. We would prefer a local method which constructs an
approximation that considers points nearby as more important than points
far away. This can be accomplished by adding a distance-weighting term
6(d) to the Least Squares minimization. We are now trying to minimize the

function
mm{z Ollx — @l f (i) — fill}

Now, instead of evaluating a single global approximation for all of the
data points, we pick a set of node points T and evaluate the distance-weighted
contribution of each data point x; to these node points. This means that the
coefficients are now a function of z, and only defined locally around this
point. A set of piecewise quadratic local approximations are computed at
each of these node points.

11



ZQ |z — 2:]|)b(z:)b(z:) " ZQ |z — z;]|)b(x;) f;

To reconstruct a global approximation from this set of local approxima-
tions, we first determine the m nearby local approximations that overlap this
point. Unfortunately, we cannot just simply weight these functions by dis-
tance and add them together, since these weights may not sum to 1. To get
the proper weighting of the local approximations, we use a technique known
as Partition of Unity [?], which allows us to extend the local approxima-
tions to cover the entire domain. A new set of weights ¢; are computed by
considering all of the m local approximations that overlap this point

0;(x)
Z;nzl Or ()

The global approximation of this function is computed by summing the
weighted local approximations.

¢j(z) =

fla) = ¢;(@)b(x)" ()

J=1

This representation allows us to place the node points z at the most
effective locations. This maps well to a GPU-rendering framework since the
points can be regularly-spaced across the domain. In general, the GPU is
most efficient when the node points are regularly-spaced, as this minimizes
special cases and maximizes parallelism. The data structure and camera
capture are managed on the CPU and function reconstruction and rendering

is handled by the GPU.

7.1.1 Distance Function

Common choices for 6(d) are the Wendland function [Wen95]
0(d) = (1 —d/h)*(4d/h + 1)

and the interpolation function
0(d) = 1 +2(d/h)* — 3(d/h)*

Note that both of these functions include a term h, which modifies the sup-
port of the distance function. These functions are illustrated in Figure 6.

12
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Figure 6: Two possible distance-weighting functions, with a variable support.
Both functions are 1 at the center, and taper off to zero as the distance
increases. While they are well-behaved within the support interval, they must
be clamped outside this interval to avoid spurious weighting.
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Figure 7: The staggered grid gives us a higher resolution.

7.1.2 Staggered Grids

We can also use this approximation to minimize discontinuities between
patches on the surface by incorporating data points from adjacent surface
patches. This requires adjusting the distance-weighting function to incorpo-
rate these values. We can also go one step further and use this framework
to get a higher-resolution approximation by staggering the node locations
at adjacent patches. This increases the effective resolution of the surface
patches without increasing the storage costs.
This is illustrated in Figure 7.
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