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Introduction 

• Problem: Only static geometry of the 3D 

scene is currently modeled. 

• Goal: Reconstruct the scene elements with 

dynamic appearance. 

• Solution: Model geometry of scene regions 

having dynamic appearance, but constant 

shape, by segmenting dynamic video content 

from crowd source data and inferring geometry 

through shape-from-silhouette methods 
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Experiments 

Dataset # Vids # Keyframes #Image #Registered 

Trevi Fountain 481 68629 6000 810 

Navagio Beach 300 45823 1000 520 

Piccadilly Circus Billboard 460 75983 5000 496 

Mooney Falls 200 17850 1000 723 

• Datasets (download images from Flickr.com, videos from youtube.com)  

• 3D Reconstruction Results (Compared with PMVS[1]) 

[1] Furukawa, Y., Ponce, J.: Towards internet-scale multi-view stereo. Proceedings. of CVPR p. 1434 (2010) 

1. Generate static background priors for each image. 

2. Project the preliminary 3D shape model to registered 

images and use its silhouette as a dynamic foreground 

prior for each image. 

3. Execute graph-cut based label optimization for each 

image. 

4. Generate an updated 3D model using the shape from 

silhouettes module. 
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